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New Multilevel Newton-Raphson Method for
Parallel Circuit Simulation
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Abstract — In this paper, a new variant of the mul-
tilevel Newton–Raphson method for parallel circuit
simulation is presented. Its local and global con-
vergence properties are studied. It is shown how,
with specific circuit equation formulation, the mul-
tilevel method can be adjusted in order to achieve
better global convergence. Finally, experimental re-
sults are presented.

1 Introduction

In circuit simulators, Newton–Raphson (NR) iter-
ation is a widely used method for solving nonlinear
circuit equations. The parallel computation of this
algorithm has roots in decomposed circuit analy-
sis called diakoptics or tearing [1, 2], which can
be performed by hierarchical LU-factorization [3].
But, especially in networked parallel computation,
communication between processors is a bottleneck
[4], and there are multilevel Newton analysis [5]
type methods, better suitable for parallel process-
ing [4, 6, 7].

In this paper, a new variant of the multilevel
Newton–Raphson (MLNR) method for efficient
parallel circuit simulation is presented. The main
idea is to modify the iteration such that good global
convergence properties can be achieved. The local
quadratic convergence of the method is proved.

The new MLNR method has been implemented
in the in-house developement version of APLAC
circuit simulation and desing tool [8], and its per-
formance has been verified with simulations.

2 Circuit equation formulation

In parallel circuit simulation, the circuit is parti-
tioned into subcircuits and a main circuit consisting
of the connections between subcircuits, which can
be whatever circuit elements or connection nodes
only. The circuit equations can be created, e.g.,
using nodal formulation or modified nodal analysis
(MNA) [9]. In APLAC, the nonlinear MNA equa-
tions are reduced to the nonlinear nodal formula-
tion using the gyrator transform [10].

The system of nonlinear nodal equations can be
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written as
f(x) = 0, (1)

where x ∈ Rn are nodal voltages of the circuit
and f : Rn → Rn has a Jacobian matrix J. The
nodal equations are, typically, solved using the NR
method which is sequence of iterations

xk+1 = xk − (Jk)−1f(xk), (2)

where k is the iteration index.
Consider a circuit which has n nodes and which

can be decomposed into m subcircuits consisting
of ni internal nodes and nEi external connection
nodes. The nonlinear system of nodal equations
for internal and external nodes can be written as

fi(xi,xE) = 0,

fE(x1, . . . ,xm,xE) = 0, (3)

respectively, where i = 1, . . . ,m, and xi ∈ Rni are
internal nodal voltages of subcircuits, xE ∈ RnE

voltages of external connection nodes of subcircuits,
fi : Rni × RnE → Rni , and fE : Rn1 × . . .× RnE →
RnE .

The Jacobian matrix J has a bordered block di-
agonal (BBD) form [3]:

J =


A1 B1

A2 B2

. . .
...

Am Bm

C1 C2 . . . Bm D

 , (4)

where

Ai =
∂fi
∂xi
∈ Rni×ni , Bi =

∂fi
∂xE

∈ Rni×nE ,

Ci =
∂fE
∂xi
∈ RnE×ni , D =

∂fE
∂xE

∈ RnE×nE .(5)

fE, as well as D, can be further decomposed into
parts, that contain the contributions of the circuit
elements of the main circuit and each subcircuit:

fE = fE0 +
m∑
i=1

fEi, (6)

D = DE0 +
m∑
i=1

Di. (7)
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The conventional NR iteration (2) can be per-
formed in parallel by solving Eqs. (3)–(7) using
hierarchical LU-factorization [3].

In the following, these equations will be modified
such that we take the short-circuit currents flowing
from the main circuit to the subcircuits as extra
variables (see Fig. 1).
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Figure 1: Currents flowing from main circuit to
subcircuits.

The idea of this formulation is that, this way,
each subcircuit has independent short-circuit cur-
rents ii ∈ RnEi and external variables xEi ∈ RnEi ,
and the only connection is at the main circuit level.
Thus the subcircuits do not have common variables.
The nodal equations for internal, subcircuit connec-
tion nodes and main circuit nodes take the form

fi(xi,xEi) = 0,

fEi(xi,xEi) + ii = 0, (8)

fE0(xE0,xEI , iI) = 0,

respectively, where i = 1, . . . ,m, subscript I de-
notes all i, fEi : Rni × RnEi → RnEi , and fE0 :
RnE0 × RnEI × RnEI → RnE0 .

The advantage of this formulation is presented
in Section 4.2, where global convergence conditions
are derived for the new MLNR method with short-
circuit currents.

3 New Multilevel Newton–Raphson
method

The new MLNR method is modified from the mul-
tilevel Newton analysis method presented in Ref.
[5]. In the method in Ref. [5], instead of taking
global NR steps as in Eq. (2), the iterations are
taken at multiple levels. Between outer iterations,
the external variables are kept constant and only
inner variables of subcircuits are iterated:

xk,j+1
i = xk,ji −

(
Ak,j
i

)−1

fi(x
k,j
i ,xE

k
i ), (9)

where j is the inner iteration index. The inner
iteration is stopped at some error level and then

the main-circuit variables are iterated using sub-
circuits as macromodels. The original method is
not the most suitable for efficient parallel process-
ing, because the numbers of inner iterations are not
balanced and the global convergence cannot be eas-
ily adjusted. MLNR type methods which are more
suitable for parallel processing have been presented
in [4, 6, 7]. The benefits of these multilevel meth-
ods are lower communication between processors
and fast upper-level convergence.

In the new MLNR method proposed, the main
new idea is to modify the iteration such that the
global convergence can be easily controlled while
the local convergence of all variables is quadratic.
The load balancing is performed by taking only J
inner iterations between each outer NR step (as it
is done also in Ref [7]). By taking global iteration
steps at the outer iteration level, i.e., by iterating
all variables from xk,J to xk+1,0 instead of updat-
ing only external variables, local quadratic conver-
gence of the new method with only J inner itera-
tions is achieved (see Section 4.1). Thus the itera-
tion is speeded up. If the short-circuit currents are
added (which is not necessary for the new MLNR
method), we can adjust the inner iterations such
that the the whole iteration has good global con-
vergence (see Section 4.2).

Computation of the global NR step is more ex-
pensive than the outer iteration step where only
external variables are updated, but this is compen-
sated by faster convergence of the total iteration.

The new MLNR method (without ∆x adjust-
ing) can be summarized as follows (possibly added
short-circuit currents are imbedded into f and J):

Algorithm 1.

1. Set x0, ε and J .

2. Begin outer iteration: Set k = 0.

(a) Begin inner iterations for subsystems i:
Set j = 0.

(b) Solve Ak,j
i ∆xk,ji = −fi(x

k,j
i ,xE

k
i ).

(c) Set xk,j+1
i = xk,ji + ∆xk,ji .

(d) End inner iterations after J iterations.

3. Take global iteration step:
xk+1,0 = xk,J − (Jk,J )−1f(xk,J ).

4. End outer iteration if ‖∆x‖ < ε.

The new MLNR iteration with zero inner itera-
tions reduces to normal NR iteration.

4 Convergence

4.1 Local Convergence

Let f be differentiable in an open set Ω ⊂ Rn and
let J : Ω → Rn×n. J is Lipschitz continous. We
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also assume that a solution x∗ ∈ Ω exists and that
J(x∗) is nonsingular. Under these assumptations,
if we start the NR iteration “sufficiently close” to
the solution (on Ω), the convergence is quadratic,

‖ek+1‖ ≤ K‖ek‖2, (10)

where K is a positive constant and e = x−x∗. The
proof can be found, e.g., in Ref. [11].

In the following, some convergence properties
of the method proposed will be shown. There-
fore, we assume that there is an L such that
‖f(x)− f(x∗)‖ ≤ L‖x− x∗‖, and that for some M
‖(Ak,j)−1‖ ≤M. For the convergence theorem, the
following lemma is needed.

Lemma 1: It follows from the assumptions that

‖ek,j‖ ≤ K̂‖ek,0‖, (11)

where K̂ = (1 + LM)j , for all j = 1, 2, . . .

P roof : (By induction.) j = 1: The inner itera-
tion (9) can be rewritten, by adding ekE and fkE, as
follows:[

ek,1I

ekE

]
=

[
ek,0I

ekE

]
−

[
(Ak,0)−1 0

0 0

] [
fk,0I

fkE

]
. (12)

Then∥∥∥∥[ ek,1I

ekE

]∥∥∥∥ =

∥∥∥∥[ ek,0I

ekE

]
−

[
(Ak,0)−1 0

0 0

][
fk,0I

fkE

]∥∥∥∥
≤

∥∥ek,0∥∥+
∥∥(Ak,0)−1

∥∥∥∥fk,0∥∥ (13)

≤ (1 + LM)
∥∥ek,0∥∥ ,

and thus Eq. (11) is true for j = 1. The inductive
hypothesis is that∥∥ek,j∥∥ ≤ (1 + LM)j

∥∥ek,0∥∥ . (14)

Using the hypothesis for j + 1,∥∥ek,j+1
∥∥ ≤

∥∥ek,j∥∥+
∥∥(Ak,j)−1

∥∥∥∥fk,j∥∥
≤

∥∥ek,j∥∥+ LM
∥∥ek,j∥∥ (15)

≤ (1 + LM)j+1
∥∥ek,0∥∥ .

Lemma 1 holds for all j by induction. 2

If we start the iteration inside the ball defined by

B(δ) = {x | ‖e‖ < δ }, (16)

the following theorem provides local quadratic con-
vergence of the new MLNR method.

Theorem 1: If the assumptions hold, there is δ > 0
such that if x0,0 ∈ B(δ), then the new MLNR
method converges quadratically.

Proof : Let δ be small enough so that B(K̂δ) ⊂ Ω.
Reduce, if needed, δ such that KK̂2δ = η < 1. If
xk,0 ∈ B(δ), then Eq. (10) and Lemma 1 imply
that after outer iteration,

‖ek+1,0‖ ≤ K‖ek,J‖2 ≤ KK̂2‖ek,0‖2

≤ KK̂2δ‖ek,0‖ ≤ η‖ek,0‖ (17)

< ‖ek,0‖,

and xk+1,0 ∈ B(ηδ) ⊂ B(δ). Since x0,0 ∈ B(δ), xk

converges to x∗ quadratically. 2

4.2 Global Convergence

Eventhough the local convergence of the new
method is quadratic, the global convergence is not
guaranteed. In particular, finding the DC solu-
tion of a circuit leads easily to divergence due to
a poor initial guess. In order to obtain global con-
vergence, the step size of every outer iteration step
(step 3 of Algorithm 1) can be adjusted such that
at least ‖f(xk+1,0)‖ < ‖f(xk,J )‖. It is even bet-
ter if every inner iteration reduces the error, i.e., if
‖f(xk,j+1)‖ < ‖f(xk,j)‖.

For the normal NR iteration, a large number of
heuristic step-size damping methods [12] , which
are usually based on a priori knowledge of nonlinear
characteristics, have been presented. Also norm-
reduction methods [12], which are 1D line search
methods in the direction of the NR update, are ef-
ficiently used with NR iteration.

In the following, it will be shown how the con-
vergence of the new MLNR method can be con-
trolled by using step-size adjusting methods and
short-circuit currents, such that every inner and
outer iteration reduces the total error.

Because of short-circuit currents, all fi and fEi
are independent of variables of other subcircuits
and fE0 depends on only xE0 , xEI and iI which do
not change during the inner iteration. Therefore,
fE0 is constant during the inner iterations and we
can investigate whether the norm of the left hand
side of the nodal equations (8) decreases by check-
ing whether the condition∥∥∥∥[ fk,j+1

i

fE
k,j+1
i + iki

]∥∥∥∥ < ∥∥∥∥[ fk,ji
fE
k,j
i + iki

]∥∥∥∥ (18)

is satisfied. If the condition is not satisfied, the in-
ner iteration should be stopped at the point where
the error was decreased. Damping methods can be
used for each inner iteration to achieve global con-
vergence. In practice, line-search methods can be
used within the inner iteration, but there is no the-
oretical justification for this because the direction
of the inner iteration step is not necessarily in the
global descent direction.
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After J iterations, the outer-iteration step starts
from the point where the error is smaller than or
equal to the starting point of the inner iteration,
and because, then, the outer iteration step is a nor-
mal NR step, it is in the direction of steepest de-
scent and both damping and norm-reduction meth-
ods can be used for step-size adjusting.

5 Simulation results

The new MLNR method with convergence aiding
methods has been implemented in the in-house de-
velopement version of APLAC [8], where sparse ma-
trix reordering and factorization routines are used
for Jacobian matrices. The parallel processing rou-
tines have been implemented using the Parallel Vir-
tual Machine (PVM) package [13].

For convergence aiding, the maximum step-size is
set to 1 V. The diode damping method [14], which
calculates the damping due the exponential cur-
rent characteristics of diodes, and norm reduction
method [14] for the outer iteration are used.

The example simulations have been done using
3 PCs in a local area network. The preprosessing
phase includes input-file intepretation and symbolic
reordering of sparse matrices.

The example circuit, which has 1440 bipolar
transistors and 7746 nodes, is decomposed into 3
subcircuits. The number of outer iterations K ver-
sus number of inner iterations J and the simulation
times are presented in Table 1. The unparallelized
simulation with 19 iterations took 17.9 seconds.

J K preproc. iter. total

0 19 9.0 s 2.6 s 11.6 s
1 13 9.0 s 2.6 s 11.6 s
2 6 9.0 s 1.9 s 10.9 s
3 5 9.0 s 1.7 s 10.7 s

Table 1: Number of outer iterations K and simula-
tion times versus number of inner iterations J .

6 Conclusion

The new multilevel Newton–Raphson method for
parallel circuit simulation has been presented. Its
good convergence properties have been demon-
strated and verified with simulations. The reduc-
tion of iteration times may be more significant in
other analyses, say, harmonic balance, where the
computational load of iterations dominates the pre-
processing.
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