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1 INTRODUCTION1 Introduction1.1 BackgroundIn contemporary disaster relief and crisis management, regardless of whetherthe setting requires the involvement of military, medical, �re & rescue, borderguard or law enforcement authorities, minimizing human casualties becomesthe �rst priority. The capability of acquiring, processing and producingupdated and time-synchronized information is a mandatory pre-requisitefor appropriate operation planning, e�ective decisions and rapid reaction tounexpected events in a dynamically changing, perilous environment. Theheavy-duty communications equipment customarily used for these purposesin crisis zones have been without exceptions expensive and their evolutiontaken completely separate paths from those applications widely utilized inthe civilian world.A good example is the authority radio network VIRVE, a project launchedin 1997 by the Ministry of the Interior of Finland and deployed by Nokia,providing coordinated collaboration properties for governmental agencies inFinland. The architecture is fundamentally based on the European TETRAstandard, enabling multiple di�erent communication modes between anarbitrary number of participants.Mobile wireless networks are expected to play increasingly important rolein future civilian and military settings. The proliferation of IEEE 802.11technologies has been pushing the prices down, and pervasive wirelessnetworks enable access to real-time communication services everywhere.This development has caused the advancement in military communicationsystems to undergo a partial paradigm shift from legacy technologies toembrace the usage of Commercially O�-the-Shelf (COTS) applications.Military doctrines are now endorsing the usage of ubiquitous, a�ordable andeasily disposable civilian networking technologies [38].However, guaranteeing �exible mobility with seamless session continuity andnode reachability at the same time forms an enormous challenge. High hand-o� latencies typically cause the session to terminate or su�er a considerabledegradation. This is not acceptable in battle�eld conditions, when humanlives are on stake. The term handover can be interchangeably used in placeof hand-o�. We prefer the latter for the sake of generality: the previouslymentioned term, adopted in use by 3GPP, is primarily used in the contextof cellular telecommunication technologies such as GSM and UMTS.Marko Repo: Master's Thesis (2008) 1



1.1 Background 1 INTRODUCTIONThe Internet consists of a packet-switched Internet Protocol (IP) coreinterconnecting multiple heterogeneous access networks. In other words,the network core serves as a fabric of invisible, packet forwarding bit pipes,connecting together millions intelligent terminals locating at the networkedge. Since the data priorization is not properly supported, the InternetProtocol has some critical shortcomings from the viewpoint of delay sensitiveapplications such as the real-time audio and video. A fundamental problemwith the conventional IP is that it does not natively address the needfor terminal mobility. Which more important, the IP protocol guaranteesneither hard security nor QoS, which can be seen as absolute preconditionsfor military usage.A vast number of publications pertaining to the network mobility havebeen issued and innumerable engineering hours done on di�erent protocolstack layers in the pursuit for a seamlessly working mobility mechanism.Attempts to solve the mobility issue on the network layer are numerous, theoldest of which probably being the Mobile IP (MIP) standard de�ned inRFC3344 [29] by IETF. MIP is an IP enhancement aiming at realizing usermobility through dynamically allocated care-of-addresses associated with thevisited network, allowing nodes to change their point-of-attachment withouta�ecting their actual home IP address. However, this technique su�ers fromseveral sub-optimalities such as increased hand-o� delays and triangularrouting, a well-known phenomenon meaning that the packets transmitted bymobile nodes (MN) are sent directly to the correspondent node (CN) whenthe tra�c optimization is in use, while the tra�c in opposite direction isencapsulated and tunneled through a home agent (HA). Though applicablewhen used for data applications with loose delay requirements, the tunnelingprocess incurs latency that cannot be normally accepted for real-time tra�c.It has been suggested that mobility could be e�ectively managed on theapplication level. The Session Initiation Protocol (SIP) is considered to bea suitable protocol in terms of performance and �exibility. Over the years,SIP has undergone much development, introducing many new features andapplications. The protocol supports user mobility natively; users movingaround and accessing the network in di�erent locations can be easily reachedusing their ordinary contact addresses, regardless of their actual physicallocation in the network. However, while the basic SIP protocol can beextended with terminal mobility management capacity, an adequate QoScannot be stipulated for applications with stringent delay requirements.The hand-o� latencies have typically not been an issue in non-realtime dataapplications such as FTP or HTTP, but for real-time streaming applicationsMarko Repo: Master's Thesis (2008) 2



1.2 Objectives and methodology 1 INTRODUCTIONensuring strict upper bounds for data delay and packet loss becomes ofextreme importance. Minimizing the packet loss becomes a critical designobjective in order to achieve seamless hand-o�s, i.e. hand-o�s having abilityto preserve all open connections for each application currently runningon the terminal without any major interruptions in the user experiencedend-to-end service. Substantial e�orts have been made to push the hand-o�latencies down to the millisecond range and make SIP a suitable protocolfor mobile real-time application signaling.The channel utilization is another factor having a major impact on hand-o�delays in the real-world narrowband networks. The protocol e�ciency canbe improved by using certain compression schemes. Often in task-orientedscenarios, however, it is also possible to exploit the knowledge of mobilitypatterns of the involved network participants to optimize the signaling andavoid unnecessary tra�c. The observation that the network participants canbe considered as logically clustered groups rather than individual nodes givesrise to the concepts of group motion and group mobility, originally emergingby the advent of ad-hoc networks. Group mobility models allow predictingthe short-term usage of network resources, potentially leading to increasedsignaling performance in infrastructured networks.1.2 Objectives and methodologyThe goal of this exploratory work is to evaluate the performance of existingmobility schemes implemented in SIP signaling networks, particularly asit comes to their ability in minimizing the signaling load and latency thatinevitably occur during inter-domain hand-o�s. We assess the bene�ts thatcould be gained by supporting group mobility for applications with highintolerance for delays, such as Voice over IP (VoIP). Finally, the theoreticalobservations are completed by the means of queuing theory analysis andcomputer-based simulation. For limited space, the core focus is kept onmobility and signaling, while some other important aspects such as thenetwork security and AAA (Authentication, Authorization and Accounting)are merely outlined with brevity.The tra�c �ows are assumed to happen in the IPv4/IPv6 environment builton 802.11x (WLAN) infrastructure networks. The mobility management isconsidered to be handled by the network, while end terminals are assumedto have little or no intelligence at all. This is an important assumption, sincecentralized resource management generally facilitates implementing the QoS,security and lawful interception functions in a network.Marko Repo: Master's Thesis (2008) 3



1.3 Thesis structure 1 INTRODUCTION1.3 Thesis structureThe thesis is divided into six chapters. The remainder of the document isstructured as follows:Chapter 2 explains the history and basic functionality of Session InitiationProtocol, giving a big picture of the protocol structure and performance.After introducing the reader to the IETF RFC 3261 standard and some ofits common extensions, we will evaluate brie�y its shortcomings as a mobilesignaling protocol.Chapter 3 focuses on practical requirements and methods for managingmobility in SIP protocol. The chapter outlines some proposals to improvehand-o� performance in terms of latency at di�erent protocol layers.Chapter 4 discusses the concepts of group mobility and group hand-o�s,explaining the bene�ts and challenges that introducing group mobility intoinfrastructured wireless networks could bring. At the end of the chapter, wepresent a concrete example how to bring the group mobility mechanism asa part of the SIP.Chapter 5 concentrates on �nding the analytical means needed for modelingthe hand-o� performance quantitatively. The group hand-o�s are studiedmathematically within a queueing theoretical context.Chapter 6 describes the proceedings and results of the simulation writtenin Java language speci�cally for evaluating hand-o� performances in simplemobility scenarios. The simulation software was featured as a part of thethesis.Chapter 7 concludes the thesis, providing the reader with a summary of themost crucial observations, and elaborating on the required future work.Each chapter is preceded by a brief introduction into its contents and followedby a chapter summary recapitulating the major �ndings.
Marko Repo: Master's Thesis (2008) 4



2 SESSION INITIATION PROTOCOL2 Session Initiation ProtocolThis chapter delineates the history and functioning of the SessionInitiation Protocol by having an overview on the RFC 3261 standard.The reader gets familiar with the rudimentary concepts of the protocoland its structure. The emphasis is put on the overall performance andmobility characteristics for VoIP and data applications.2.1 Overview on SIP and RFC 3261The Session Initiation Protocol (SIP) was developed as a general purposeprotocol to provide an application level signaling mechanism for creating,modifying and terminating user sessions between two or more participants,where the session may consist of any form of data exchange between theparties. The roots of the protocol are in the Internet community rather thanthe telecommunications industry. The protocol functioning is detailedlyspeci�ed in the IETF RFC 3261 [33], which superseded the now obsoleteoriginal standard (RFC 2543 [41]) from the year 1999 by improving it inmany details, such as making the support for the Transmission ControlProtocol (TCP) mandatory for all SIP elements. In addition, a substantialnumber of separate RFCs have been written to de�ne the correct behaviorof SIP utilizing applications. The Appendix A contains an extensive but notexhaustive list of relevant SIP related documents.IETF developed SIP essentially as a text-based protocol for connectingmultimedia calls. Using UTF-8 encoding in its syntax, the protocol utilizesrequest-response transaction model not much unlike that of HTTP 1.1. Thishas important consequences considering the data security and performance.As a �exible protocol, SIP has recently made signi�cant inroads into theVoIP technology, gradually displacing the previously dominant ITU-T H.323standard, that is considered now by some to be too complicated to evolvein practice [17]. Additionally, SIP has spawned multiple new projects andworkgroups to introduce new features such as extensive support for presenceindication, instant messaging and SMS-styled short messages while keepingthe protocol interoperable backwards at the same time. One of such openprotocol suites is SIMPLE [6]. The recent years' development, however,has caused the protocol evolution partially to miss the original idea of anextremely light and easy-to-read protocol: it has in many ways alreadyreached H.323 in profoundness.The Session Initiation Protocol currently supports the most of featurescommonly seen in standard telephone signaling systems. It is currentlyMarko Repo: Master's Thesis (2008) 5



2.2 SIP network entities 2 SESSION INITIATION PROTOCOLbeing used widely in many highly popular instant messaging applicationssuch as Microsoft Messenger based on SIMPLE. The protocol will be playingconsiderably more important role in the near future, since it was approvedas a part of 4G NGN/IMS by 3GPP. The SIP Community performs regularinteroperability testing events to ensure the enduring development and thefuture credibility of the protocol.The SIP protocol is typically characterized by very low call setup timesand the post-dial delay, reportedly being as low as 1.5×RTT (Round-tripDelay Time) when using User Datagram Protocol (UDP). As transport layerindependent, it can be used virtually on any currently existing transportprotocol: TCP, UDP (User Datagram Protocol) and SCTP (Stream ControlTransmission Protocol), a few to mention. It gives a support for both unicastand multicast communications. In the most typical scenario SIP is usedto establish and tear down real-time voice or video sessions. The protocolprovides none of actual services itself, but merely the connection establishingprimitives necessary for implementing these services. In particular, all real-time communications must be handled through separate protocol. Whenhigh bandwidth, fast hand-o�s and low latency do matter, RTP on UDP iscommonly being used. [45, 40]Since SIP functions at the application layer, there is no need for changes inthe IP stack residing underneath (see Figure 2.1). This property makes theprotocol portable: SIP applications can be found nowadays in several mobiledevices with su�cient memory and processing capabilities. SIP can be madeto work in most packet switched networks where the intelligence is located atthe network edge. This particularly contrasts SIP from traditional telephonesystems such as SS7 where all the features are located in the network. SIPis also intercompatible with other major existing signaling systems: ITU-Tspeci�cations H.323, Q.931 (ISDN) and ISUP (SS7).2.2 SIP network entitiesA typical SIP scenario, a session, can be modeled as a set of participants anddata streams (request/response based transactions) �owing from senders toreceivers. A dialog represents ephemeral peer-to-peer relationship betweentwo SIP user agents existing for a certain time.
Marko Repo: Master's Thesis (2008) 6



2.2 SIP network entities 2 SESSION INITIATION PROTOCOL

Figure 2.1: SIP architecture illustratedSIP de�nes several logical entities. However, there does not need to be anyphysical di�erence between the server entities whatsoever; any SIP server canbe logically con�gured to take role of any other entity. The functionality ofentities such as proxy, registrar and location service could physically residein a single device.User AgentsUser Agents (UA) originate and terminate requests. User agent clients (UAS)generate SIP requests and user agent servers (UAS) are capable of receiving,rejecting or redirecting them. UAs are the only SIP entities where signalingrequests and media streams converge.Proxy ServersProxies are entities which forward SIP messages towards a callee. If a proxyknows the exact callee address, it establishes a direct connection to deliverthe message. In other case, it forwards the connection request to anotherSIP entity closer to the destination, functioning much like a router. Proxyservers are classi�ed into two classes: stateful and stateless. The principaldi�erences between these types are discussed later. Proxies may also act asimplementation points for a variety or network policies and routing rules.Additionally, it is possible to provide user experience improving features byimplementing them into proxy servers.
Marko Repo: Master's Thesis (2008) 7



2.2 SIP network entities 2 SESSION INITIATION PROTOCOLRedirect ServersRedirect servers are particular UASs, which are capable of returning 3xxresponses to the requests it receives from UACs, directing the caller to try analternative set of addresses to contact the callee. This is the case, for instance,when the callee has moved temporarily outside of the home network. Redirectservers keep themselves out of the actual messaging loop by returning therouting information to the originating client instead of pushing the requestforward. This generally allows for an improved network scalability.RegistrarsRegistrars function as the interfaces to the location services for a domain,being able to receive REGISTER requests from user agents, then mappingSIP URIs and other relevant information obtained from these requests to thelocation service. Registrars also manage the user address translation, map-ping global SIP URIs to actual user locations. This way, registrars providea basic means for mobility management. User agents can be registered inseveral locations simultaneously.Location ServersLocation servers are abstract entities which maintain the user locationdatabases containing address-of-record (AoR) entries of user contact ad-dresses. The entries, so called bindings, are updated by registrars any timewhen users join or leave the network. Location servers are not actuallyspeci�ed as a part of SIP architecture, and the protocol between SIP serversand location servers is not speci�ed in the SIP standard. The location servermay be for instance a local SQL database, directory services based on LDAPor X.500 protocols, or merely data obtained using �nger/whois commands.Back-to-Back User AgentsBack-to-Back User Agents (B2BUA) are much characterized by the proper-ties of both UACs and UASs, capable of receiving requests like UASs anddetermining answers to them acting like UACs. They have practical valuein service creation for call management, networks interconnection and hidingthe internal network functionality from users.
Marko Repo: Master's Thesis (2008) 8



2.3 SIP functional layers 2 SESSION INITIATION PROTOCOL2.3 SIP functional layersThe SIP protocol consists of a independent, loosely coupled processingstages. They are usually depicted as layers solely for presentation purposes,having little signi�cance on how the actual protocol should be implemented.Starting from the bottom of the SIP protocol stack (see Figure 2.2), thelowest layer is called syntax and encoding which contains the protocol syntaxand parsing rules, which generally follow Backus-Naur Form grammar. [33]The second level is called transport layer which de�nes the behaviour of UAsand how they communicate over the network by requests and responses.This involves determination of the used connection for each request orresponse. Every SIP entity must contain this layer.The third layer above transport layer is called transaction layer, whichhandles application-layer re-transmissions, matches arriving responses tocorresponding requests, and deals with application-layer timeouts. All UAsand stateful proxies always contain a transaction layer, whereas statelessproxies do not. Transaction layers can be seen as �nite state machineshandling various types of requests.The fourth and the topmost layer is the transaction user layer (TU), whichcontains the UAC, UAS and proxy core functions, plus capability of creatingnew requests (client transaction instances) and sending them forward alongwith an IP address, a port number and the used transport protocol. TUs arefurthermore able to CANCEL requests generated by them. All SIP entitieswith exception of stateless proxies have TU layer.

Figure 2.2: SIP functional layers[14]Marko Repo: Master's Thesis (2008) 9



2.4 SIP message structure 2 SESSION INITIATION PROTOCOL2.4 SIP message structureSIP messages share similarity with certain other text-based protocols, e.g.HTTP. Requests and responses consist of a start line de�ning the messagename, header lines describing the parameters relevant to the working of theSIP protocol and a MIME body which describes the session more precisely,following immediately underneath the header lines, separated from them byan empty line. The following example describes a valid SIP header part:INVITE sip:haggis@mil.fi SIP/2.0Via: SIP/2.0/UDP esikunta.mil.fi;branch=z9hG4bKnashds8Max-Forwards: 32To: Gustav <sip:haggis@mil.fi>From: Juhani <sip:kaski@mil.fi>;tag=1928301774Call-ID: a84b4c76e66710@esikunta.mil.fiCSeq: 314159 INVITEContact: <sip:juhani@esikunta.mil.fi>Content-Type: application/sdpContent-Length: 128... MESSAGE BODY ...2.4.1 Header �eld semanticsThe RFC 3261 de�nes 44 di�erent header �elds, out of which we shallpresent brie�y the most relevant ones.To: speci�es the logical recipient of the request in question, which may butdoes not have to be the ultimate destination of the request. The �eld mayadditionally include a display name to be shown in a human user interface,but this is optional. It may also contain a tag-value, which is used togetherwith Call-ID �eld to identify a particular dialog.From: speci�es the initiator of the request. It follows the same format as To:�eld, containing a sender URI and an optional display name. Each requestmust use a new tag-value, that is always created on the client side.Call-ID: helps to identify a session, request or registration uniquely. Itfacilitates matching the requests and responses belonging to a particulardialog, and detecting duplicate requests. It must be globally unique in regardof time and space for every message sent within an ongoing dialog. The �eldusually consists of a unique ID-number built by a UA, concatenated with aMarko Repo: Master's Thesis (2008) 10



2.4 SIP message structure 2 SESSION INITIATION PROTOCOLhost part su�x separated with a '@'-sign.Via: de�nes where the response should be sent and indicates the used trans-port protocol; branch parameter is mandatory, it identi�es a transactiongenerated by the request and used e.g. by the loop detection mechanism. Allrequests generated by UAs must have unique values in regard of time andspace, with exception of CANCEL and ACK requests for other than 2xxresponses. Via �elds in all requests conforming to RFC3261 must start withletters 'z9hG4bK ', a so called magic cookie to ensure global unambiguity andfacilitate servers recognizing the used standard from older, interim RFC2543standard that does not require spatial and chronological uniqueness.Max-Forwards: is an integer restricting the number of hops via proxies orgateways to stay within given bounds. On each hop the integer will bereduced. If the value ever reaches zero before reaching the recipient, themessage is rejected and response 483 Too Many Hops generated. RFC 3261recommends this �eld to be value 70 initially when a request is generated.The functioning of the �eld is in analogy to the TTL �eld used in InternetProtocol packets.Contact: speci�es the UA instance to which requests should be sent in fu-ture. Contact must be present in any INVITE messages, and has to containexplicitly one SIP or SIPS URI. It usually consists of a user name and domain.CSeq: addresses and orders the transactions unambiguously. It consists of asequence number and a request name. The sequence number is incrementedevery time when a new request is generated within the dialog.Content-Type: de�nes the message body information type.Content-Length: contains the length of payload data, i.e. the length ofmessage body in octets.Route: forces the request to visit a given set of locations (usually proxies)on its way towards the �nal destination.Record-Route: is a �eld inserted by some proxies to force future requestsassociated with the same dialog to be routed through the proxy.Require: is used by some UACs to inform UASs about speci�c options thatmust be supported by the UAS in order to process the request.Marko Repo: Master's Thesis (2008) 11



2.5 SIP message bodies 2 SESSION INITIATION PROTOCOL2.5 SIP message bodiesFor session initialization purposes, SIP basically works as a carrier for theSession Description Protocol (SDP) [11, 26], which describes the sessionitself by carrying the media content information and required initializationparameters. This allows the session participants to agree about the detailsconcerning used protocols, codecs, network addresses and ports. As notedearlier, SIP does not convey the actual media content, but it always worksin conjunction with some real-time transport protocol such as RTP.Both SIP requests and responses may contain message bodies, but this isnot a general requirement. There are requests which typically require it, e.g.INVITE, whereas some messages such as BYE must not contain a messagebody. For responses, the original request and the following response statuscode determine how the body should be interpreted. The following is a validexample of a complete INVITE request containing an appropriate SDP body:INVITE sip:kaski@mil.fi SIP/2.0Via: SIP/2.0/UDP examplerouter.mil.fi;branch=z9hG4bKdaxn8Require: 100relTo: Juhani <sip:kaski@mil.fi>From: Gustav <sip:haggis@mil.fi>;tag=3EA4EC56Call-ID: b42c1d22f23104@esikunta.mil.fiCSeq: 11 INVITEContact: <sip:haggis@esikunta.mil.fi>Content-Type: application/sdpContent-Length: 273v=0o=gustav 1765868262 8206083726 IN IP4 194.100.112.72s=A High-Priority Calli=This call is extremely urgent and confidentialc=IN IP4 194.100.110.71t=0 0m=audio 1700 RTP/AVP 0 2a=rtpmap:0 PCMU/8000a=rtpmap:2 GSM/8000m=video 1702 RTP/AVP 16a=rtpmap:16 H261/90000
Marko Repo: Master's Thesis (2008) 12



2.6 Protocol operation 2 SESSION INITIATION PROTOCOLTable 2.1: SIP requests (RFC 3261/RFC 3265)INVITE Establishes a dialog with other participantACK Acknowledging for successful message exchangeBYE Releases an existing connectionCANCEL Cancels pending INVITE transactionsOPTIONS Requests information on service capabilitiesREGISTER Register user's current locationNOTIFY Indicates a change in the network state (RFC 3265)SUBSCRIBE Subscribe as the receiver of NOTIFY-messages (RFC 3265)The demonstrated SDP �elds are commonly present in real-time applications.The reader should be aware that there is an empty line separating the messagebody from the header part and another one for marking the end of therequest. The �eld semantics is as follows: v is the protocol version, s isa session name, i provides optional session information, c is the contactinformation of session owner, t is the session expiration time, m describesthe type of the media content and a represents the media related attributes.2.6 Protocol operation2.6.1 RequestsThe Session Initiation Protocol typically uses port 5060 for signaling be-tween SIP servers and endpoints. RFC 3261 describes the most importantrequests, which play the key role in SIP signaling. RFC 3265 [32] extendsthe message base by introducing an event-awareness mechanism and two rel-evant new requests: NOTIFY and SUBSCRIBE. Subscribing happens withthe SUBSCRIBE request; the message is used to express intent in receivingcertain NOTIFY messages. The most prominent SIP requests are listed inTable 2.1. Afterwards, it was seen as necessary to amend the list with a fewmore requests (see Table 2.2).Table 2.2: Additional SIP requestsMESSAGE Carries SIP instant messagesREFER Ask recipient to issue a SIP request (call forwarding)UPDATE Modi�es SIP session without altering current dialogue
Marko Repo: Master's Thesis (2008) 13



2.6 Protocol operation 2 SESSION INITIATION PROTOCOL2.6.2 ResponsesThe SIP responses are categorized into two main types: �nal and provisional,based on their status code. The �nal responses typically indicate success,redirection or error condition in transaction. Since they always answeralready generated messages, an impinging request is required in order forthem to become into existence. Response messages are never generatedspontaneously. Final responses provide a means for conveying informationabout the results of request processing and ultimately terminating theassociated transactions. Responses indicating success (2xx) are sometimescalled positive �nal responses. Correspondingly, responses signaling anerror condition (4xx-6xx) are called negative �nal responses. Redirectionresponses (3xx) indicate the target has moved outside of its usual location,suggesting the calling UA to try a di�erent set of destinations instead.Provisional responses are intermediary responses, generated before thede�nitive �nal responses, and used for indicating progress of transactionssuch as request processing at the callee side (100 Trying). For this reason,they are also sometimes dubbed informational responses. When the requestoriginator receives an intermediary response, it stops sending the originalrequest immediately and waits for a �nal response. Provisional responsesare sometimes considered �weaker� than �nal responses, in the sense thatthey do not require acknowledging (ACK) from the receiving end. There areusually neither strict rules for their processing nor a guarantee in generalthat they are delivered reliably. For reliable delivery, provisional messageshave their own acknowledgement type, PRACK, as de�ned in RFC 3262 [36].As response codes are intended to be processed by a machine and notvery informative from the user view, some response messages may alsocontain a human-readable reason phrase, providing information about therequest processing � especially, the reason why a particular transaction failed.The complete list of SIP responses is too long to be described here. We haveleft the most important SIP responses to be listed in Appendix B.
Marko Repo: Master's Thesis (2008) 14



2.6 Protocol operation 2 SESSION INITIATION PROTOCOL2.6.3 RegistrationConventionally, the DNS server is used to locate a local registrar during theregistration procedure. This is done via SRV [10] and Naming AuthorityPointer (NAPTR) [22] records. Alternatively, a mobile node can multicastREGISTER to enroll itself to the local registrar server or use the ServiceLocation Protocol (SLP) instead, but this is not typical and we are notconsidering the case where they are used.When the registrar receives REGISTER request, it extracts the requiredinformation from the message and saves it into a location informationdatabase. This is called creating a binding. Although the registrar can bephysically the same entity as the proxy, it is important to make a strictlogical distinction between these two types. Figure 2.3 shows an example ofa successful user registration with a AAA functionality in use. This enablesthe user identity to be con�rmed before creating a binding.When registering, a UA may associate itself with several Contact-addresses.These addresses can be prioritized using so called q-value in the Contactheader �eld, which allows indicating the relative preference for one contactaddress compared to other possible addresses.The registering UA may want to negotiate special conditions such as speci�cexpiration interval, that represents a period after which the registration isnot valid anymore. It may also ask for revoking registration immediatelyby issuing a REGISTER request with expiration time as value 0. If noappropriate expiry time has been provided, the value 3600 s will be will beused as default.

Figure 2.3: Successful registration with AAAMarko Repo: Master's Thesis (2008) 15



2.6 Protocol operation 2 SESSION INITIATION PROTOCOL2.6.4 Proxy serversThe Session Initiation Protocol uses proxy servers extensively to locate usersand route requests to correct addresses. The proxy servers may be eitherstateful or stateless. The fundamental di�erence between these two types isthat the stateless proxies are not aware of the state of a connection, theyjust forward every arriving request and response. Moreover, stateless proxieshave considerably higher tra�c handling capacity due to the fact that allconsecutive transactions can be processed on di�erent computers.Stateless proxiesStateless proxies forward incoming messages towards exactly one destinationfrom the target set. As mentioned earlier, this proxy type entirely lacks bothtransaction and TU layers, communicating directly with the transport layerinstead. Since they do not thus have any way to maintain the transactioncontexts, stateless proxies cannot distinguish the original messages from re-transmitted ones. Neither do they have capability of generating new requestsor responses. In a sense, stateless proxies work as message relays in analogousway as switches that operate at the data link layer.Stateful proxiesStateful proxies maintain connection state machines, that is, call contexts.Maintaining call contexts is required by many enhanced services, and forinstance collecting charging information would be completely impossiblewithout the ability of retaining information on session states. Statefulproxies are also capable of forking incoming INVITE transaction requestsby multi-casting them to several destinations (see Fig. 2.4). This is espe-cially useful feature when the actual location of a callee node is not knownbeforehand. Finally, only stateful proxies have the ability to multicast andhandle TCP connections. Processing of SIP transactions is computationallymore expensive for stateful servers than it is for stateless proxies.Using 'q-values' mentioned in 2.6.3 as parameters enables sequential forking,where contacting a callee happens in such manner that the most preferredcontact address will be tried �rst. If no answer occurs in a given time, thesecondary address will be contacted. The contacts are processed from thehighest q-value to lowest. If there exists several Contact-�elds with a sameq-value, both may be contacted in normal, parallel way.Marko Repo: Master's Thesis (2008) 16



2.6 Protocol operation 2 SESSION INITIATION PROTOCOL

Figure 2.4: Stateful proxy multicasting INVITE requests2.6.5 User identi�cationThe SIP addressing follows generic URI syntax de�ned in RFC 2396 [3].The protocol also provides support for E.164 numbers and H.323 addressing.Typically, however, each user is identi�ed unambiguously through addressingsip:user@domain which notably resembles e-mail addresses. SIP parametersmay additionally carry varying amount of extra information about URIcomponents. Angle brackets (<>) are needed if question marks, semicolonsor commas have been used on a header line.One may alternatively use the sips: scheme, which allows secure sessionestablishment securely using the Transaction Layer Security (TLS) betweena calling UA and the called resource, albeit it cannot be guaranteed thatTLS is in use end-to-end. This scheme enables merely secure signaling, asthe actual media stream may still be completely insecure.2.6.6 Session establishmentIn the most trivial case, the INVITE sent by the caller is answered with aprovisional 100 Trying response back to inform the caller that it may stopbroadcasting the invitation. When the call is accepted with 200 OK, thismust be yet acknowledged with ACK by the caller. The �nal response iscontinued being re-transmitted until the ACK is received. High signalingreliability is achieved this way. See Figure 2.5.If the called UAS is unable to take a new call, it will generate a response486 (Busy Here). If the system is in a busy state everywhere, which is rarelythe case, it may generate a response 600 (Busy Everywhere) instead. If theincoming call is rejected for policy reasons, 488 (Not Acceptable Here) willMarko Repo: Master's Thesis (2008) 17



2.7 NAT traversal and �rewalls 2 SESSION INITIATION PROTOCOLbe returned provided with a warning message which indicates the reason fordropping the call.

Figure 2.5: Session establishment between two peersFigure 2.6 presents another simple case where a user INVITE request is sentusing two stateful proxy servers, when the callee has moved outside of hisusual location and the request is redirected towards the callee, using 302Moved Temporarily response. After receiving a 200 OK message, a peer-to-peer connection is established between the participants. For conciseness,the ACK messages which would immediately follow are omitted from theillustration. It is also easy to recognize the commonly seen shape of trapezoidrouting characterizing SIP signaling networks, implying that the actual mediastream usually takes a di�erent path than signaling.2.7 NAT traversal and �rewallsProtecting the network becomes extremely important if it is connected tothe public Internet with an appointed public border router or a gateway. Ifthe network is completely segregated from the public network, concerningabout network traversal is not necessary.Firewalls and Network Address Translators (NAT) are nowadays commonlyseen functions in network border routers. The principal reason for using thelatter is the limited IPv4 address space. NATs provide a reasonable methodof saving and re-using the valuable public addresses, but properly writtenMarko Repo: Master's Thesis (2008) 18



2.7 NAT traversal and �rewalls 2 SESSION INITIATION PROTOCOL

Figure 2.6: Connection establishment using stateful proxies and redirectionimplementations also provide indirect security by rendering the private sub-nets behind them invisible to outsiders. These factors explain why they areextensively favored particularly in larger organizations. The security comeswith a price, however: while NATs protect users behind them from attacksperformed by malicious outsiders, they inevitably prevent accesses initiatedfrom outside. SIP does also su�er from restrictions caused by �rewalls andNATs, but there are various methods for traversal available. Currently thereare three generally suggested ways of traversing.Application Layer GatewayApplication Layer Gateways (ALGs) are components that augment the func-tionality of NATs or �rewalls, supervising the tra�c �ow on the applicationlevel. ALGs are able to scan the tra�c �ow between public and privatenetworks, allowing legitimate data streams to pass. The data which wouldbe otherwise rejected by NAT is able to pass by using ephemeral TCP/UDPports. ALGs furthermore convert network level addresses between formatswhich are addressable on either side of NAT/�rewall, enabling also certainapplication level commands and providing data stream synchronization.ALG permits SIP tra�c through deep-packet inspection, which requires thatthe border gateway component has support for SIP tra�c. It modi�es theincoming packet appropriately before letting it pass and keeps the currentaddress bindings valid until the current SIP session terminates.Marko Repo: Master's Thesis (2008) 19



2.7 NAT traversal and �rewalls 2 SESSION INITIATION PROTOCOLSession Border ControllersSession Border Controllers (SBC) are network entities residing on call paths.They are commonly seen elements in VoIP networks. They behave like userentities, exerting control over signaling and payload streams. SBCs are ca-pable of forcing the signaling and/or data tra�c through them, and ableto modify the data crossing them at the same time. SBCs are also able toperform the tasks usually belonging to ALGs.STUNSimple Traversal using User Datagram Protocol Through Network AddressTranslators (STUN) [37] technology enables entities behind NATs to solicitetheir public network addresses.STUN is able to traverse most types of address translation with exception ofsymmetrical NAT, which actually is the type most commonly found in largecorporate networks. Additionally, STUN fails to address the need for TCPtra�c. Given these observations, STUN cannot be generally considered as acomplete method of traversal.TURNTraversal Using Relay NAT (TURN) [35] was developed from the need foraddress the limitations of STUN. TURN allows for both TCP and UDPbased tra�c, also addressing the problem of symmetrical NATs. TURN haspractical value as a last resort solution only. The mechanism currently holdsan Internet Draft status.ICEInteractive Connection Establishment (ICE) [34] provides a dynamic mech-anism for discovering the optimal means of connectivity for media betweennetwork endpoints. It relies heavily on STUN/TURN in its working. ICEis suitable even in challenging network conditions, and it is known to workthrough almost all �rewall/NAT types. As of the time of writing, ICE holdsthe status of an Internet Draft, but is likely to become an Internet Standard.NAT traversal for SIP protocol and its problematics has been clari�ed in theAppendix C.
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2.8 SIP bandwidth usage 2 SESSION INITIATION PROTOCOL
Figure 2.7: SigComp functioning principle2.8 SIP bandwidth usageThe text-based format makes SIP somewhat ine�cient with regard to thebandwidth, delay and processing power. The length of a typical SIP messagecan range anywhere from a few hundreds of bytes up to several kilobytes.This was not initially seen as a concern, since SIP was never considered tobe a protocol of choice in narrow-band wireless environments. In the desktopworld, bandwidth has never been an issue.2.8.1 Signaling CompressionSignaling compression (SigComp) [31, 9, 5] is an attempt to optimize text-based tra�c in terms of size by introducing an extra layer between the localapplication and the transport layer. Although the solution has been targetedspeci�cally for compressing SIP and RTSP tra�c, SigComp can be usedwith any application-level protocol. Thus, the SigComp speci�cations donot go too deeply into application dependent details. Open implementationlibraries for SigComp provided with source codes are publicly available.The functioning has been shown in the Figure 2.7. SigComp consists of acompressor, a state handler, and so called Universal Decompression VirtualMachine (UDVM) to run decompression algorithms for incoming messages.The state handler is a storage for the data needed for processing of futuremessages. The compressor encodes incoming text and maintains the statekeeping it updated for later messages. The dictionary is a SIP/SDP speci�cSigComp part for achieving higher compression e�ciency.SigComp can improve the protocol performance especially in narrow band-width links, but the approach has some serious drawbacks. Introducing anextra layer always increases complexity and sets new requirements for thehardware in use. Hence, we shall not delve into the signaling compressionmore technically during the span of the thesis.Marko Repo: Master's Thesis (2008) 21



2.9 Chapter summary 2 SESSION INITIATION PROTOCOL2.9 Chapter summaryThis chapter explained the functioning of the Session Initiation Protocol,using the terms and de�nitions as they are presented in IETF RFC 3261and RFC 3265.The SIP protocol has proven out to be a �exible signaling mechanism, alreadysupporting the most major features of typical signaling systems such as SS7.Though originally intended as a subscriber signaling protocol, SIP has alsoappeared for being a viable technology for various network core signalingpurposes. The protocol stability and scalability make it suitable for dynamicnetwork environments, where the intelligence is located at the network edges.The protocol is not, however, particularly bandwidth conservative due toits uncompressed nature. Mechanisms such as SigComp have been issuedto compress SIP based messages with varying success. In commercial use,perhaps the biggest issues are related to Network Address Translation (NAT)and traversing �rewalls.
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3 SIP MOBILITY3 SIP mobilityThis chapter discusses some of the essential factors which in�uencethe hand-o� performance, and the required amendments needed forbringing mobility into military grade mission-critical SIP networks.The key issue is how mobility can be e�ectively and e�ciently managedon the application level.3.1 Mobility de�nitionsThe most generally adopted de�nition for macro mobility is the capabilityfor movement between di�erent networks, which may or not be locatedin di�erent Administrative Domains (AD). In most civilian settings inter-domain mobility would often require Service Level Agreements (SLA) androaming agreements between network operators, but in this work we mayrelatively safely assume that these subnets are under a single administration.Micro mobility, which deals with inter-subnet movement con�ned withina particular domain is generally out of the scope of this thesis. A shortoverview on di�erent mobility types is given next.Terminal mobility describes device mobility widely in the �conventional�telecommunications sense. The network terminal can access services whileon move, and the network is able to recognize and locate the terminal.During the process, the user identity may change. If it is also required thatafter the connection hand-o� the session stays in established state, that is,without interrupting the current session, the term seamless mobility is oftenused. In a strict sense, seamless mobility means that the hand-o� causes noperceivable degradation in the experienced QoS [12].Personal mobility is the type of mobility, where the user identity remainsthe same regardless of the point-of-attachment or device used to connectthe network. User location changes are completely transparent to othercommunication parties. The user may alternate between terminal devices,while still keeping himself or herself reachable for other network users. Thisis often referred to as user mobility.Service mobility means, that the service user does not have to change theoperator or accessing device after moving into another subnet, he is ableto use exactly the same services in similar way as before the transition.He may, however, do this upon his will: the service pro�le is not bound toone operator or device. The accessing device may be for instance a phone,Marko Repo: Master's Thesis (2008) 23



3.2 Supporting terminal mobility for SIP 3 SIP MOBILITYa PDA or a laptop. The customer preferences and service customizationsremain unaltered.Session mobility refers to the user's ability to maintain an active sessionwhile switching from a terminal to another. SIP implicitly supports thismobility type, through re-sending INVITE requests during the ongoingsession. Also session parameters can be altered this way.The aforementioned mobility types together are sometimes referred to as theuniversal mobility [30]. SIP can provide universal mobility when needed,making the limits between these mobility types vague: SIP mid-call mobilityis something between the session and terminal mobility. SIP guaranteesuser mobility by allowing the user to be reached anywhere via the samelogical address (SIP URI), using any terminal capable of running an IP stack.The media independent signaling strictly segregated from the interpretationof actual data streams enables the service mobility, turning the complexityneeded for modifying a service to support di�erent terminal device platformsinto a data presentation problem at the terminal end. The term �Mobile SIP�usually refers to the needed protocol extensions to make SIP support terminalmobility. Terminal mobility is at the core of the focus, when seamless hand-o�s become a question.3.2 Supporting terminal mobility for SIPThe application-level terminal hand-o� procedure functions in two phases.First, the mobile node registers in the new location. Second, the on-goingsession is redirected to the new location. The application running on themobile device must be capable of noticing changes in network level addresses.When the mobile terminal discovers that it is soon to cross an edge of thecurrent cell and the signal received from the target base station indicatesthat it is moving to another network domain, a new IP address will beacquired and the terminal mobility procedure initiated.In order to support terminal mobility for SIP, a few additional extensions arerequired. The terminal mobility mechanism impacts at three distinct stages:pre-call mobility, mid-call mobility and network partition. [45, 46]
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3.2 Supporting terminal mobility for SIP 3 SIP MOBILITY3.2.1 Pre-call mobilityThe situation where the point of attachment changes prior to establishing aconnection is called pre-call mobility. The Figure 2.6 illustrated a situationwhere the mobile node has temporarily transited outside of its home network.In this case, it must fetch a new IP address from the visited network in orderto be able to establish any further connections, and additionally refresh itscurrent location information at its home registrars database by re-registering.Keeping homeward location server updated allows incoming connections tobe hereafter redirected to the correct new location.3.2.2 SIP terminal hand-o� (mid-call mobility)When the mobile node transits into another IP domain while connectionis established and data is �owing, the CN must be noti�ed. This is madethrough a re-invitation procedure. New session parameters are negotiated,including a new IP address. Unfortunately, this signaling exchange producesa long delay both due to location updating and signaling overhead. In thisprocess, DHCP seems to be a remarkable source of delay, potentially raisingthe IP address re-allocation time up to several seconds greatly depending onthe used architecture.3.2.3 Network partitionsIn some occasions, a network may divide into multiple networks that areworking seemingly correctly, but unable to communicate with each other.Should a network partition occur, SIP has an in-built recovery mechanism torestore the network into the functional state. If the partition lasts less than30 s, restoring into the original state does not require any special measures: inthis case SIP re-transmits the request as there is no answer. Longer lastingpartitions are solved through re-INVITE procedure in such way that eachside refreshes the session with the home proxy of other communicating sideaddressing its canonical address. UAs may implement an automatical sessiontimer functionality, which periodically refresh the session at user con�gurableintervals. We must note that the problematic sub-case, what happens if thenetwork split occurs and the user agents remain in a network part whichdoes not contain location servers and thus address translation whatsoever, isimportant and interesting but generally out of topic.
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3.3 SIP terminal hand-o� performance 3 SIP MOBILITY3.3 SIP terminal hand-o� performanceThe terminal hand-o� delay is coarsely composed of three di�erent factors:network discovery, acquiring a new IP address, and restoring the connectionwith the CN by an INVITE request. This does not yet involve the securityand AAA, which most probably introduce some extra delay depending onthe used architecture. A closer look on the delay components that take placeduring network level hand-o�s is given next.3.3.1 Hand-o� delay componentsThere are several delay sources contributing to the total hand-o� delay. Themajor part of this delay originates from the link and network layers. TheFigure 3.1 describes signaling taking place during the SIP mobile hand-o�process. The presentation is simpli�ed; in particular, signaling with thehome registrar has been dropped for clarity. The hand-o� sub-proceduresare explained below. [18]Link-layer delay (D0) The L2 delay consists of scanning, authenticationand reassociation of the terminal with the target Access Point (AP). Thescanning phase comprises around 90% of this delay, and it is highly dependenton the used architecture [12]. Compared to the signaling delay, the link-layerestablishment latency is usually considered to be negligible.Movement detection delay (D1) After concluding the link-layer hand-o�, a MN needs to discover it has moved into another network domain. Thiscan be done using Router Solicitation or examining Router Advertisementmessages periodically sent by routers, or querying the network pre�x usingsome external protocol when the access point MAC address is known.Address acquisition delay (D2) When using a DHCP server for addressallocation, the whole process may typically take more than a second. Thisis majorly due to the Duplicate Address Detection (DAD) phase, which usesARP to solicite potentially colliding addresses in a subnet. In IPv6 networks,this component consists of DHCPv6 delay, if stateless address autocon�gu-ration of hosts is not used.Re-con�guration delay (D3) The delay incurring from re-con�guring theMN network interfaces and setting network parameters to re-establish theconnectivity. This time varies considerably from device platform to another.Marko Repo: Master's Thesis (2008) 26



3.3 SIP terminal hand-o� performance 3 SIP MOBILITY

Figure 3.1: SIP hand-o� signaling sequence diagramSIP re-establishment delay (D4) This source of delay comprises theRTT required for the re-INVITE transaction between participants, plus themessage processing time at both UAs and any proxies between. This timecan appear for up to 100 ms depending much on the logical distance betweenthe communicating nodes.RTP packet transmission delay (D5) The time required for the �rstmedia packet to be successfully exchanged between MN and CN over therestored connection.Marko Repo: Master's Thesis (2008) 27



3.4 Mobility mechanisms compared 3 SIP MOBILITYQoS and AAA (optionally) The provision of QoS and AAA introducesa delay of its own when implemented. The incurred latency varies highlydepending on the used mechanisms.The total hand-o� delay DHO can be written in a rigor mathematical formatusing these sub-procedures as present in the Formula 3.1:
DHO =

∑

N

DN = DL2 + DMD + DDHCP + DRECONF + DSIP + DRTP (3.1)The DHCP address acquisition (D2) and the SIP re-establishment (D4) havebeen recognized as the major delay sources. The D2 component seems to existmostly due to the Duplicate Address Detection (DAD) procedure. Removingthe duplicate detection mechanism could cause the DHO delay to drop toapproximately 100 ms [15].3.4 Mobility mechanisms comparedThe basic SIP protocol performs poorly when frequent or seamless hand-o�sare required. SIP su�ers from hand-o� latencies severely hampering theperformance during cell transitions, and causing it to be unsuitable for delaysensitive mobile applications. The latency caused by the conventional SIPmid-call mobility mechanism, cited to be as high as 1.5 s [18], is too high forthe purpose of real-time media hand-o�s. Most real-time voice applicationstypically tolerate delays of 50..200 ms without too high degradation in theexperienced QoS. For seamless VoIP applications, latencies <100 ms aregenerally considered as su�cient [39]. Another major drawback in SIP is theabsence of mobility management for long-term (persistent) connection TCP,leading to a communication breakdown when the network address changes. [8]Several mechanisms have been drafted in attempt to enable hand-o�s withsub-second latencies. Some important ones are summarized in the following.3.4.1 Mobile IPMobile IP (MIP) is the earliest existing network-layer mobility standard,enabling transparent mobility in IPv4/v6 networks. There is a plenty ofmaterial published on MIP, so merely the protocol disadvantages are precisedhere instead of repetition. As explained in Chapter 1, the primary reasonfor its ine�ciency is the resource consuming tunneling mechanism used fordelivering incoming packets to a MN residing outside of the home network.Other problems include the requirement for a permanent home address andMarko Repo: Master's Thesis (2008) 28



3.4 Mobility mechanisms compared 3 SIP MOBILITYthe triangular routing leading to asymmetric tra�c �ows.Route optimization can be used to partially address the triangular routingproblem: the basic idea is to inform the CN about changes in the currentIP address. There are several drawbacks here involved. One is the need tomodify the IP stack at the CN to make it able to handle IP encapsulationand store care-of addresses relevant to the MN. This problem concerns IPv4stacks merely, since IPv6 supports route optimization natively. Finally, MIPcannot support seamless mobile multimedia hand-o�s due to the incurredhigh latencies for hand-o� signaling.Mobile IP is a su�ciently good choice for persistent TCP-based data tra�c,when the transfer reliability outweighs the high hand-o� latencies involved.For real-time tra�c, however, the below par characteristics imply a need fora better faring mechanism.3.4.2 Hierarchical Mobile SIPHierarchical Mobile SIP (HMSIP) [8] is a proposal to reduce the signalingoverhead sustained during hand-o�s while providing a proper micro-mobility(intra-domain) support for SIP. HMSIP enhances the conventional SIP byintroducing a new entity, SIP Mobility Agent (SIP MA), to manage mobility.The SIP MA is essentially a domain border access point enhanced with SIPproxy and SIP registrar functionalities.Each MN inside the domain gets two IP addresses, a local address (LA) anda global domain address (DA). The DA, identifying each MN unambiguouslywithin the domain, is provided by the SIP MA. The LA re�ects the MNscurrent point of attachment, and is provided by the serving access point.The SIP MA maintains a database of mappings between SIP URI, LA andDA for each terminal roaming inside the domain.When arriving to the network, the MN �rst gets a new LA from the servingaccess point and a new DA from the SIP MA. The MN registers its locationby sending a REGISTER destined for SIP MA, which associates its LAwith the corresponding SIP URI. Subsequently, the MN DA is registered tothe MN SIP home registrar, to make the mobile node reachable from outside.When moving across subnets (intra-domain), the node needs to obtainjust a new LA during each hand-o�, while DA remains the same. This iscalled regional registration. This leads to optimized signaling e�ciency, asMarko Repo: Master's Thesis (2008) 29



3.4 Mobility mechanisms compared 3 SIP MOBILITYhome registration (DA altering) is not required. If the MN moves from thecurrent domain to another, updating both addresses, LA and DA, is needed.Incoming tra�c will be �rst addressed to the MN using its DA addressmaintained by SIP MA. The SIP MA forwards the data to the appropriatereceiver using its LA.The primary value of this mechanism is in eliminating the time spent onhome registration procedure. From the viewpoint of seamless services,however, several di�culties arise. Though the hand-o� latency is reduced, itstill remains too high for many real-time applications. On the other hand,HMSIP utilizes the IP address space ine�ciently due to the need for twoaddresses per mobile node. Furthermore, HMSIP is designed to handlemerely the intra-domain mobility, requiring external supporting protocolsfor macro-mobility. In IPv6 networks this would not be a problem, but inIPv4 address space the amount of free addresses is already an issue andproblems might occur. Deployment may be also problematic due to the needfor an extra component, SIP MA.An improved mechanism, Fast HMSIP [8], based on the simple integration ofthe HMSIP mechanism and proactive address reservation has been proposedto address these shortcomings and to provide lower latencies, but the samefundamental weaknesses of the mechanism still remain: the ine�ciency interms of address space utilization and needed extra components. Given thesefacts, it can be concluded that the HMSIP mobility solution is not capableof addressing the need for seamless SIP macro-mobility properly.3.4.3 Hybrid and integrated MIP-SIP schemesAlong the years, several �hybrid� or �integrated� mechanisms attempting toleverage the advantages and best practices of both MIP and SIP protocolshave become into existence (e.g. see [20, 44]). The presented schemes vary indetails and have had tendency to be extremely complicated, requiring somemodi�cations on the used hardware and protocols.One proposal, the hybrid MIP-SIP architecture [20], provides macro mobilityby delegating the mobility management to application and network layers.The general idea is to use MIP for intra-domain signaling, i.e. between thevisited network and the mobile node, while SIP is used in communicationbetween the visited network, the home network and the corresponding node.The added value is in avoiding the arduous encapsulation process typicalto the ordinary Mobile IPv4/v6. The mechanism introduces a new networkMarko Repo: Master's Thesis (2008) 30



3.4 Mobility mechanisms compared 3 SIP MOBILITYentity called Mobility Manager (MM), which translates signaling betweenMIP and SIP. It functions as a home agent and a UAC for a visiting mobilenode, and so called Mobility Anchor Point (MAP) facilitating intra-domainhand-o�s. The proposed mechanism has several di�culties. Firstly, newnetwork components and software modi�cations are required. Secondly, thearchitecture introduces extra delay incurring during MIP-SIP translation atthe mobility manager. The MM might thus appear for being a bottleneck inthe system.Because of their comparatively recent emergence, not enough experience ontheir performance exists to be found. Nevertheless, these techniques are veryinteresting and deserve to get properly analyzed in the future. Comparingto SIP, MIP has better bandwidth utilization, implying much lower signalingloads. It is, therefore, generally a good idea to adopt SIP for real-time audioand video, and to use MIP to support tra�c with looser time requirementssuch as TCP data transmissions.3.4.4 Predictive Address Reservation with SIPPredictive Address Reservation (PAR) [18] is a promising mechanism formitigating harmful high-latency e�ects incurring during hand-o� process byperforming the address re-allocation and the session updating proactivelywith aid of the link layer information. The underlying idea is, that themobile node anticipating an imminent hand-o� commences the necessaryDHCP address reservation and re-INVITE operations before the actuallink-layer hand-o� procedure initiates.The MN starts scanning for a new BS after the Signal-To-Noise Ratio (SNR)of the current base station, SBS, has fallen below the Cell Search Threshold.When the MN expects that the time for hand-o� is getting near, it selectsa suitable target BS from its internal database and sends a reservationrequest to its SBS. The SBS then consults its neighbor BS information tableto see whether the MAC address of this predictive BS (TBS) belongs intothe same network domain. If the predictive BS is con�rmed to belong tothe same domain, the SBS sends it a link layer hand-o� (L2HO) request.Otherwise, a network level hand-o� is needed; a new IP address will beobtained from the TBS via DHCP, and then forwarded to the MN using areservation reply. This response contains procedure acknowledgements andthe new reserved address which the MN can use when the hand-o� is �nished.For instance, see Table 3.1: BS0 governs two access points, belonging into aMarko Repo: Master's Thesis (2008) 31



3.4 Mobility mechanisms compared 3 SIP MOBILITYTable 3.1: Example neighbor BS information table
BSn Access Point MAC Domain pre�x
BS0 00-E0-A8-E2-6F-D5 194.100.112.0/2400-C5-64-A0-B4-EA
BS1 00-BD-A2-B6-24-F2 130.233.0.0/16
BS2 00-CA-5B-16-78-AAnetwork domain of its own. The base stations BS1 and BS2 share one do-main, however being two separate base stations with their own disjoint accesspoints. Should a hand-o� from the BS0 either to BS1/BS2 (or conversely)occur, a network level hand-o� is necessary.Subsequently, the MN sends a re-INVITE message to its CN, using thefresh IP address it just got. The CN answers this message with a 200 OKresponse, and opens a new session in parallel to the old session. The packetexchange now happens through both sessions until the hand-o� procedure iscompleted. This bi-casting is for minimizing the chance of packet loss duringthe hand-o� procedure. After the hand-o� is completed, the old session willbe torn down.When deriving the formula for the PAR-SIP hand-o� latency, the earlierpresented Formula 3.1 reduces to:
DPAR−HO = DL2 + DMD + DRECONF + DRTP (3.2)Hence, as it can be seen from the Formula 3.2, the PAR mechanism allowsthe most arduous phases of hand-o� in terms of time, namely DDCHP and

DSIP , to be eliminated completely. In early experiments, approximate delaysof DPAR−HO ≈ 60 ms have been achieved on a testbed when using PAR-SIPmechanism [18]. This should be good enough for most real-time applications.The Figure 3.2 illustrates a full PAR-SIP hand-o� procedure for a singlemobile node. When the SBS receives a reservation request sent by the MN,it sends an address allocation request (HO_L3ADDRESS_REQ) to thetarget base station TBS, which in turn transmits back an acknowledgmentcarrying the information about allocated addresses. This information willbe then forwarded to the MN using the reservation reply.Subsequently, the MN starts preparing for the actual hand-o� proactivelyby registering itself to the target domain, while simultaneously sending aMarko Repo: Master's Thesis (2008) 32



3.4 Mobility mechanisms compared 3 SIP MOBILITY

Figure 3.2: PAR-SIP hand-o� procedurere-INVITE request to the communicating partner CN. The CN reacts byopening a new session and informing the MN through 200 OK response;all future packets will now be bi-cast using both data pipes, until the MNindicates that the L2 hand-o� procedure is �nished, and the old session canbe safely closed.Deploying network-wide support for PAR-SIP entails substantial interventionfrom behalf of network operator. Another crucial issue remains, how bi-casting works if the corresponding node is also a mobile node. A viablesolution is to perform the bi-casting at the base station. This approachwould conserve precious bandwidth at the CN side. In any case, PAR-SIPrequires signi�cant modi�cations in SDP extensions to function.3.4.5 Cross Layer Fast Hand-o� for SIPThe Cross Layer Fast Hand-o� for SIP (CF-SIP) [7] is a recent proposal fordeploying seamless services in existing mobile SIP networks with minimalmodi�cations. CF-SIP employs the same general ideas as PAR-SIP: creatinga new session in advance using link layer information and then bi-casting.The essential di�erence between CF-SIP and PAR-SIP is using the BootstrapProtocol (BOOTP) before obtaining a new IP address. The advantage ofCF-SIP is that it does not require additional components to existing networkMarko Repo: Master's Thesis (2008) 33



3.5 Session bi-casting and SDP extensions 3 SIP MOBILITYinfrastructure as PAR-SIP does.After receiving a base station beacon frame, the MN extracts the BS MACaddress from the received frame. The MAC address is then used by theBOOTP protocol to solicite the corresponding network IP address pre�x tosee whether the frame originated from the same network domain or not. Ifthe obtained pre�x di�ers from the pre�x of the current network, the MNsends a DHCP request to the DHCP server that sent the BOOTP reply.If the received pre�x equals the current network pre�x, no DHCP requestis needed since network stays the same. After a new IP address has beenobtained from the target network DHCP, the end of the procedure is similarto that of PAR-SIP. Before the actual link-layer hand-o� is initiated, the MNregisters its new address both its home registrar, meaning that the homeregistrar maintains two addresses for a single MN temporarily during thehand-o�: the old address can be removed as unnecessary once the hand-o�is over.PAR-SIP and CF-SIP are fundamentally similar technologies, exploiting thelink layer information, proactive address allocation and session restoration.These mechanisms do not di�er much in terms of performance. Henceforth,we adopt PAR as a general term for referring to any of the aforementionedtechnologies. Predictive address reservation is potentially an enabling keytechnology for seamless SIP hand-o�s.3.5 Session bi-casting and SDP extensionsBi-casting is an e�ective method for improving the packet loss ratio duringhand-o�s, but it carries the doubled bandwidth usage at the correspondentnode side as a cost. The limited network resources may raise as a concern,and it is not typically desirable that a mobile node carries out the bi-casting.Thus, an external network element needs to be introduced.A possible solution is to use a Hand-o� Assistive Server (HOAS) net-work element, a separate bi-casting control point located between the useragents [13]. Upon a request, the HOAS element splits incoming data streamsto several locations, acting e�ectively as a tra�c multiplexing point. HOASmay also provide transcoding service functionality, allowing media streams tohave di�erent service qualities. This way, the assistive server could functionas a tra�c quality adaptor, providing the same data in di�erent serviceclasses to di�erent MN point of attachments. In practice, the HOAS couldbe manifested by a stateful SIP proxy. For simplicity, it can be assumedMarko Repo: Master's Thesis (2008) 34



3.6 Movement prediction errors 3 SIP MOBILITYthat the HOAS is located at the CNs outbound proxy.For realizing the session bi-casting required during PAR-SIP and CF-SIPhand-o�s, certain SDP extensions are needed. The HOAS must maintainstate information for each active session during a hand-o�. Therefore itneeds to place itself in the signaling path, using �Record-Route:� header.A new session-level attribute, �a=bicast�, is used to indicate the need forbi-casting [13]. The HOAS recognizes the need for bi-casting by the presenceof this header �eld. Modi�ed UPDATE requests may be used to trigger thePAR hand-o�.Upon receiving a request containing a bicast attribute, the HOAS noti�es theCN by an UPDATE request. This is needed to add the HOAS to the mediapath. Upon completion of the hand-o�, the HOAS must be yet removed fromthe signaling path using another UPDATE, respectively.

Figure 3.3: Bi-casting using Hand-o� Assistive Server3.6 Movement prediction errorsIn some rare cases the movement prediction may prove out to be erroneous.For instance, when a MN resides in a region of three overlapping networks,the prediction mechanism might initially try to reserve resources from anincorrect domain (see Figure 3.4). A recovery method is needed to correctthe situation. The erroneous base station or DHCP is �rst released andthen a new hand-o� initiated. Since the movement prediction and resourcereservation are done well before the actual link-layer hand-o�, the cost ofsuch errors is typically increased signaling tra�c. The details of the usedrecovery measures may vary.Marko Repo: Master's Thesis (2008) 35
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Figure 3.4: Prediction error during hand-o�3.7 Hand-o� security and authenticationBesides various technical failures, networks are prone to attacks for theft,service disruption or other malicious purposes. Security considerations areof paramount importance particularly for military networks, where criticalfunctions are in a constant risk of getting damaged or disturbed by amalevolent party. Network security is an extensive �eld of study, requiringseveral books to be dealt with comprehensively.If compromised, sensitive information concerning group structures, identities,protocols and capabilities may be inferred by listening to signaling tra�c.SIP message headers can reveal critical information about communicatingparties and communication patterns. Message bodies often carry user datathat should be kept secret. The interceptor may also be able to drive thecommunication into a malfunctional state by altering requests in transitor forge faked requests. The signaling tra�c should be therefore soundlysecured.Though the diverse nature of SIP architecture makes sessions non-trivial tosecure, strong data security capabilities can be provided using authenticationand encryption, either basing on the challenge-response or public/private keycryptography. All security mechanisms available for HTTP can be utilizedby SIP and are guaranteed to ensure data integrity and con�dentiality [42].The choice of security algorithms may have a signi�cant impact on thehand-o� performance.Sometimes it becomes more important to corroborate the message sender'sidentity by message authentication. A simple way to ensure the data integrityMarko Repo: Master's Thesis (2008) 36



3.7 Hand-o� security and authentication 3 SIP MOBILITYand authenticity for SIP message contents is by using message authenticationcodes (MAC).3.7.1 HMACHash Message Authentication Codes (HMAC) are based on cryptographichash functions and secret keys.Applying the following notations,
k , a secret key
M , a message
fH , a hash function (e.g. SHA-1, MD5)
SB , block length in bytes
ipad , the byte 0x36 (hex) repeated SB times
opad , the byte 0x5C (hex) repeated SB times
lenk , the length of the secret key k
k+ , k || the byte 0x00 repeated (SB − lenk) timesThe HMAC operation is de�ned as follows:

Hk(M) = fH [(k+ ⊕ opad)||fH((k+ ⊕ ipad)||M)] (3.3)In Formula 3.3, `||' denotes concatenation and `⊕' the exclusive OR operator.Using HMAC-SHA-1, the output size produced by the formula is 20 bytes.The calculated output, a tag, may be attached to a request to indicate thatthe message is authentic and its contents have not been changed. The linecontaining an authenticity tag could look as follows:Req-Auth: 83a79ec1fdab431b4fed4972fd11c68c52596b47Upon receiving a SIP message containing this line in its header, the receiverremoves the line and calculates a hash value for the remaining part of themessage. Possible attempts to tamper with the request cause the tag valuenot to match and the message is rejected as potentially unsafe.
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3.8 Chapter summary 3 SIP MOBILITY3.8 Chapter summaryThis chapter covered the mobility for individual SIP mobile nodes, andthe extensions required for SIP to support seamless hand-o�s e�ciently ininfrastructured networks. We had a concise overview on what is neededto enable seamless terminal mobility for SIP. The protocol supports usermobility natively and can be extended to support both terminal and sessionmobility. The mid-call mobility appears for being the most problematic casedue to high hand-o� latencies involved.While su�ering from signi�cant delays, the SIP hand-o�s can be signi�cantlyimproved to enable latencies below 100 ms, which is su�cient for mostreal-time applications. The primary causes for the excess delay duringSIP hand-o�s are the IP address allocation and session re-establishmentprocedures. After comparing some relevant mobility schemes, we found twomechanisms having potential to enable hand-o�s with the required sub-100ms delays. Predictive Address Reservation (PAR) is a promising mechanismfor keeping the inter-domain hand-o� signaling in access networks minimal,assuming that the domain size is kept large enough. PAR-SIP requiresmodi�cations to all base stations in the network as the group managementand the address reservation is happening in them. Another mechanism,CF-SIP, tries to address this problem while retaining the bene�cial featuresof PAR-SIP. Essentially these mechanisms are very similar, both aiming atmitigating the IP address allocation and SIP session re-establishment delayswhich are the major delay contributors.When referring to PAR we mean any mechanism sharing the same functioningprinciple as the aforementioned technologies, that is, address allocation andsession re-establishment before the actual link layer hand-o�. In the nextchapter, we extend the mobility concept to a wider context by investigatingmobility for groups.
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4 GROUP MOBILITY4 Group mobilityThis chapter introduces the reader to group mobility, a concept oftenseen as a more realistic, though more challenging way to model groupbehavior in mobile networks than conventional mobility schemes, whichput emphasis on the movement of individual network nodes instead.The bene�ts of group hand-o�s are also explained, and a short overviewgiven how the groups can be logically managed by means of hierarchicalrouting.4.1 Group mobility modelsMobility models are extensively used to analyze the system and protocolperformance in newly designed networks. In many occasions, it is morefruitful to observe the group as a whole instead of deeming the groupmembers as individual, separate entities. Whereas conventional models (e.g.Random Walk, Gauss-Markov) concentrate on the movement of singularindependent entities, group mobility models attempt to capture the motionand interaction for groups characterized by close collaboration and stronginterdependence between the group participants.Group mobility models were originally developed to capture group behaviorin ad hoc environments, although these theories are applicable in �xednetworks as well. Group mobility models can be used to predict the futureneed of resources, when group mobility patterns are known. Despite aminor semantic distinction between the de�nitions of �mobility pattern� and�mobility model� � mobility models are mathematical constructions derivedfrom real world mobility patterns � these concepts are commonly used asinterchangeably and tantamount.A group and its forming members are treated as separate concepts. Groupmotion occurs relative to the group conceptual center, a reference point.All mobility characteristics of the group can be thoroughly parametrizedthrough vectors associated with the group reference point (such as velocityand acceleration in some particular direction), de�ning the movement stateof the group. A group is considered to be moving as the conceptual centermoves. The conceptual center may be chosen to be the same as the groupleader, but this assumption is not strict. Each group member may havean individual mobility pattern and a reference point of its own. There areseveral ways to model this movement.Marko Repo: Master's Thesis (2008) 39



4.1 Group mobility models 4 GROUP MOBILITYGroup mobility models tend to perform decently in task-oriented scenarios,where well-structured groups strive to achieve a well-de�ned goal, providedthat each participating node has a fairly static group membership that doesnot change during the operation. Since mobility models are dependent onthe application, there is no single comprehensive scheme.4.1.1 Column MobilityThe Column Mobility model attempts to capture the group behavior duringsearching or scanning activity, where the searchers are proceeding forward ina row pattern or a queue form. A group of MNs are thought to be associatedwith a given line of reference. The motion of this line (and thus the group)is represented through the advancement vector GM .

Figure 4.1: Column Group modelThe group members have individual reference points upon the line, allowingthem to wander randomly around the appointed reference points RPi. Therandom movement is represented through a vector RMi. While the groupadvances, also the individual reference points move relative to the line ofreference. See Figure 4.1.For each time tick τ , the movement equation for each node RPi can be simplywritten as:
RPi(τ + 1) = RPi(τ) + GM (4.1)Correspondingly, for each group member node i :
MNi(τ + 1) = RPi(τ) + RMi (4.2)Marko Repo: Master's Thesis (2008) 40



4.1 Group mobility models 4 GROUP MOBILITY4.1.2 Pursue MobilityThe Pursue Mobility model represents a case where a number of MNs try tomove towards a target node, as in typical tracking scenarios. The Figure 4.2illustrates the basic idea of the model. If τ represents a time tick, Ai is avector-valued acceleration function of the distance between the target node
TN and MNi, and RMi denotes a random walk vector for each MNi, themovement equation per each node can be written as follows:

MNi(τ + 1) = MNi(τ) + Ai(TN − MNi) + RMi (4.3)Note that the condition |RMi| << |Ai| must hold all the time in Formula 4.3,otherwise the group will scatter when τ → ∞.4.1.3 Nomadic Community MobilityWhile the Column Mobility model features individual reference points forgroup participants, Nomadic Community model introduces a common pointof reference, RP . The model name follows from the behavior of wanderingnomads camping out for the night; the camp �re now describes the referencepoint. The group mobility vector GM represents movement of this referencepoint (see Figure 4.3), and the distance how far MNs may wander from theappointed RP may be given as a parameter.

Figure 4.2: Pursue Mobility model Figure 4.3: Nomadic Community modelHence, the displacement vector for each node i can be written as:
MNi(τ + 1) = RPg(τ) + RMi (4.4)The Nomadic Community model can be considered as a less general form ofReference Point Group Mobility model described next.Marko Repo: Master's Thesis (2008) 41



4.1 Group mobility models 4 GROUP MOBILITY4.1.4 Reference Point Group MobilityThe Reference Point Group Mobility (RPGM) model is one of the most well-known models as it comes to modeling military battle�eld communication.In RPGM, each group node is given an individual reference point. Let τ bea time tick, then for the displacement vector of the reference point RP atevery moment holds:
RPg(τ + 1) = RPg(τ) + GM (4.5)Correspondingly, the position RPi for each individual reference point can begiven as:
RPi(τ + 1) = RPg(τ) + RPi (4.6)And �nally for each node i it holds:
MNi(τ + 1) = RPi(τ) + RMi (4.7)

Figure 4.4: Reference Point Group Mobility modelFigure 4.4 illustrates the group movement of a patrol consisting of sixsoldiers. The conceptual center moves as the group proceeds, and at everytick some random motion is calculated for every participating node. Therandom motion vectors RMi = (r, θ) = (|RMi|, 0..2π) are calculated usinguniform distribution.As it can be seen, the RPGM model generalizes the three earlier presentedmodels. A number of other spin-o� models, such as Reference Region GroupMobility Model (RRGM) [25] and Reference Velocity Group Mobility Model(RVGM) [43], have been proposed fairly recently based on this model.Marko Repo: Master's Thesis (2008) 42



4.2 Group hand-o�s de�ned 4 GROUP MOBILITY4.2 Group hand-o�s de�nedGroup hand-o�s can be de�ned as a way to carry out the hand-o� processfor multiple mobile nodes belonging into the same group in such manner,that the channel resource allocation happens simultaneously for all groupparticipants, and so that the required signaling tra�c is much less than thetra�c that would incur if these nodes performed their hand-o�s individually.Putting it another way, the group mobility is assumed as an optimized setof procedures needed to prepare the target network for an imminent surge ofhand-o�s for multiple channels, so that the required signaling is minimized.In the preferred case, the transmission does not degrade during hand-o�s.The entire procedure should also be transparent to users.If we assume that the group mobility is completely managed by the net-work, the mobile nodes are completely unaware of their membership inany logical groups: the group membership information must be maintainedsomewhere in a form or another � the information about which group eachnode belongs in and the total number of nodes belonging to each groupshould be included at minimum. Two parameters are speci�ed for thispurpose, the group identi�er and the number of nodes, which are assumedto be present in every request for a group hand-o�. Some information maybe also included about the tra�c and media capabilities of participant nodes.For further examination of group mobile hand-o�s, we need to introduce avirtual request for carrying the information required during such hand-o�procedure. On this request with groupid and nodes given as parameters, allgroup participants are provided with the necessary connection parameterssuch as the new IP addresses to continue communicating seamlessly afterthe hand-o� is �nished. This process is illustrated as a signaling sequencediagram in the Figure 4.5. The serving base station, SBS, represents thecurrent point of attachment for the group that is shortly to cede the controlof the group tra�c to the target base station, TBS.When a mobile node indicates the need for hand-o�, the SBS consults adatabase to see in which group the initiating node belongs. The identi�cationcan be done based on the SIP URI, MAC address or logical network address.The base station may also contain a group capability table � the informationabout individual node capabilities are signaled to the TBS during the addressreservation request.
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4.2 Group hand-o�s de�ned 4 GROUP MOBILITY

Figure 4.5: Signaling during a group hand-o�4.2.1 Statically con�gured and dynamically found groupsThere are several ways to allocate group identi�ers for groups. They maybe pre-de�ned on per group basis during the operation preparation phase orgenerated dynamically during the operation.Mobile groups may consist of `dumb' terminals without con�gurable randomaccess memory or su�cient computing power, or processing capabilitiesare otherwise minimal. In this case, the necessary group parameters mustbe statically pre-con�gured in databases located, for instance, at networkbase stations. The network terminals must work in �static� mode, whereall group-related information and related decisions are managed by basestations.Contrasting to the previous, `dynamic' groups consist of nodes having enoughprocessing capacity (e.g. laptops) to maintain and modify information aboutgroup structures and identi�ers, and signal this information to the SBS dur-ing connection hand-o� phase. Dynamic allocation may prove out as pur-poseful if group structures are likely to change during the operation. Forinstance, the dynamic group identi�ers could be calculated as hash values ofparticipating node addresses. This approach involves a di�culty with keep-ing databases synchronized if group identi�ers need to be refreshed. Thesoftware must be also sophisticated enough to modify requests accordingly.Marko Repo: Master's Thesis (2008) 44



4.2 Group hand-o�s de�ned 4 GROUP MOBILITY4.2.2 Group mobility in�uence on delayGroup mobility can take place at three di�erent layers: application level,network level and link level. Deploying group mobility can have a greatlybene�cial e�ect in improving hand-o� e�ciency in wireless networks. Muchof these bene�ts source from the anticipation of movement, i.e. forecastingthe future need for network resources. The forecasting can be done, forinstance, based on the models discussed earlier in this chapter.At the link layer, scanning, authentication and association delays are greatlyhardware dependent. In 802.11-based networks, there is little to be donewith the actual scanning delay (which actually comprises about 90% of thelink-layer delay) [12]. However, we may in�uence on the required scanningfrequency by the means of what we call group caching. After the L2 scanningoperation, the possible AP/BS candidates are stored in a cache. The storedinformation can be used directly for reassociation during hand-o�s withoutneed for scanning. This data would be possible to store into a distributedgroup cache, where the whole group has an access. Only a single scan wouldbe needed per group, and the scanning could be performed by the node �rstexperiencing the �eld strength to drop under the Cell Search Threshold.Comparing to the scanning, cache operations happen very quickly.A minor fraction of the L2 delay is used by authenticating mechanisms:Wireless Equivalent Privacy (WEP), Wi-Fi Protected Access (WPA/WPA2)and 802.11i. Group mobility does not have an e�ect on authenticationand reassociation delays. We could explore group authentication for pureacademic interest, but the achieved bene�ts are likely to remain marginal.At the L3 layer, the need for network movement detection is completelyeliminated by keeping an updated database of neighboring base stationsand their network domains at the serving BS. The ine�cient DHCP addressallocation phase could be improved by performing the L3 address reservationfor chunks of addresses instead of single network addresses. This means thatthe target BS reserves usable addresses at once for whole group of MNs.At the application layer, we may envisage mechanisms allowing the wholegroup to be registered to a new domain using a single REGISTER message.This requires modifying SIP by introducing new requests or parameters.
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4.3 Informing participating group nodes 4 GROUP MOBILITY4.3 Informing participating group nodesAfter the group hand-o� has been initiated, the information needs yet tobe delivered to the other group participants. A viable solution would beusing SUBSCRIBE/NOTIFY mechanism to alert group members about animminent address change and deliver new network addresses. Subscriptionwould be performed brie�y after arriving to a new network and expiredafter the last group participating member leaves the current network. Thismechanism requires a new event type, e.g. �address-change-listener�, butdoes not impose the need for extensions to the current SIP message base orinvolve heavy modi�cations to the network facilities.Another possible method for delivering parameters is the source-speci�cmulticasting: all group members join as receivers to a multicast groupmanaged by the domain administration upon arrival to the network. Thenew parameters are multicast to each of the joining members upon a hand-o� occurrence. This approach would, however, bringing extra complexityby necessitating the support for multicast management protocols such asInternet Group Management Protocol (IGMP) or IPv6 Multicast ListenerDiscovery (MLD). If the goal is to keep the mobile equipment complexityminimal, this is not desirable. Additionally, since the IP multicast has neverbeen widely used technology, there are doubts regarding the feasibility ofsuch a solution.Finally, it is possible that the other group members are kept uninformedabout the group hand-o�. All resource reservations are made beforehand bythe AP/BS, and the incoming requests from MNs are mapped to match thenew connection parameters at the AP/BS during the hand-o�. Althoughthis method enables transparent hand-o�s from the MN perspective, theinevitable price is the increased complexity in the network side, as the AP/BSneeds to hold updated state information for each MN.4.4 Routing for groupsOn the digital battle�eld, communication systems are often characterized bydistributed resources with limited bandwidth access and potentially rapidlychanging network topology. In such environment, network scalability ande�cient routing algorithms become extremely crucial. For e�cient use ofchannel resources, also signaling must be kept conservative.In systems utilizing �at routing schemes, a substantial amount of channelMarko Repo: Master's Thesis (2008) 46



4.5 Hierarchical State Routing 4 GROUP MOBILITYcapacity is spent on network controlling tra�c such as periodic routing tableupdates as the network size grows. The good side is that the tables areavailable at any time, but the bandwidth is wasted considerably much. Thereare also on-demand routing schemes that can provide better scalability, butthe drawback is increased routing latency that can render these protocolscompletely unsuitable for wide range of real-time applications.In contrast, hierarchical routing schemes maintain a multilevel topologyto separate networks and sub-networks recursively into logical clusters andlarger super-clusters at di�erent hierarchy levels. The signaling tra�c is keptminimal by removing the need for �ooding. The e�ciency gain is achievedin expense of complexity in implementation and keeping databases updatedas the network topology changes.4.5 Hierarchical State RoutingThe idea of Hierarchical State Routing model (HSR) [28] is based on the factthat group behavior is more likely to occur between nodes that possess somedegree of spatial or temporal a�nity. The nodes that exhibit particularlyhigh level of reciprocal interaction can be clustered into groups formed byseveral participants. Taken as an example, a group may consist of a bunchof technical experts, a medical team on a battle�eld or a group of peoplewalking into the same direction.By de�nition, HSR is a link-state routing protocol. It allows for multilevelclustering and logical subnet partitioning, providing a low-latency routingsolution for applications which require group mobility support. The aim ofclustering is to keep the radio channel utilization e�cient, while reducing thesize of routing tables. In a sense, clusters represent physical group a�nity,whereas logical partition distinguishes di�erent logical and functional levelswhere each node may reside. HSR is completely neutral on the question howthe clusters should be formed.4.5.1 Logical subnetsHSR features a notion of logical subnet to address group memberships. Forinstance, medical and sniper teams could be distinguished by their functionsto belong into two separate groups, thus residing in separate logical subnets.Each mobile node may have one of three possible roles on di�erent hierarchylayers.Marko Repo: Master's Thesis (2008) 47



4.5 Hierarchical State Routing 4 GROUP MOBILITY

Figure 4.6: Hierarchical State Routing illustratedInternal nodes are mobile nodes belonging explicitly to a single subnet,having no means to communicate with MNs belonging to other subnetswithout aid of gateway and clusterhead nodes.Gateway nodes belong to multiple subnets, being responsible for forwarding(or bridging) data between di�erent clusters. They are however unable tocoordinate tra�c.Finally, each subnet must have one delegated clusterhead node coordinatinginward and outward tra�c within the subnet. Elected clusterheads on eachlevel become representatives of their subnets on the next level.A three-tier HSR network is exempli�ed in the Figure 4.6: the node <2.2.9>intends to deliver a datagram to the node <1.1.4> located in a disjointcluster. Neither of the nodes have initially information about each other'sactual location. The transmitting node �rst pushes the message to its groupclusterhead <2.2.2>, which, after consulting its routing table, forwards thedatagram logically upwards in the hierarchy until the receiving clusterhead,<1.1.1>, belongs to the same cluster, in this case at the level 2. This cluster-head knows a virtual tunnel between the nodes 1 and 2, namely 2-8-3-6-1-4.The message is returned back to the layer 0, and we see that the destination<1.1.4> is reached with a single logical hop, but the actual physical routefor carrying the message becomes 9-2-8-3-6-1-4.Marko Repo: Master's Thesis (2008) 48



4.5 Hierarchical State Routing 4 GROUP MOBILITY4.5.2 Node addressingFor addressing, each node has a unique Node ID coarsely corresponding toa usual MAC address. A Hierarchical ID (HID) is a sequence of Node IDs,consisting of node identi�ers concatenated on the reference path startingfrom the uppermost level and ending at a mobile node. Any participatingnode can be unambiguously addressed through its HID.Whereas HID addresses represent physical addresses (MAC), HSR utilizesits own logical network level addresses not much unlike IP addresses. Thisaddressing mechanism associates each node with a subnet where it belongs,while each of these subnets corresponding to a particular user group. Thelogical addresses can be presented in format <subnet, host>. The logicalnetwork addresses are completely independent of NodeID (MAC) addresses,and logical subnets may span several physical clusters.Each subnet must include at least one Home Agent, which manages logicalgroup memberships in that subnet. Each node enrolls its HID in homeagent database periodically, or when it performs a transition into anothersubnet. Correspondingly, Home Agents convey their own HIDs upward inthe hierarchy. A time out mechanism takes care of erasing dead entries,should they not be be refreshed periodically. Every subnet joining nodemust know the HID address of the corresponding home agent.Per default, the sender does not know in which cluster the message targetresides. When it wants to send information to the destination, a distributedlocation server is �rst queried to �nd out the target's logical location. Afterthe �rst transmission, the source and the destination have already learnedeach others' addresses, enabling the future transmissions to be carried outdirectly without any external help.4.5.3 The HSR performance and issuesAssuming M to be the number of levels in the hierarchy, while N beingthe average number of nodes per each level, the hierarchical routing maprequires merely O(N×M) entries comparing to O(NM) entries resultingfrom �at routing. The amount of control tra�c remains low, since thereis no need for search by �ooding, even when the location of target node isnot known. Because of the linearity, hierarchical routing o�ers considerablybetter performance in terms of routing overhead and scalability.Marko Repo: Master's Thesis (2008) 49



4.6 Example: group hand-o�s for SIP 4 GROUP MOBILITYThe downside of HSR, as with hierarchical routing protocols in general, is theconstant need for updating routing databases, since cluster formations andhierarchical addresses of participant MNs may change in time. If a crucialnetwork node (e.g. a clusterhead) is lost, the dynamic re-arrangement of thenetwork topology may take a substantial time. The network performancemight seriously su�er, or the network driven to a state of malfunction, shouldthe recovery not happen quickly enough.4.6 Example: group hand-o�s for SIPA HANDOFF request was once suggested for signaling SIP call hand-o�s(Biggs & Dean, 2001) [4], but it was never seen as necessary to be adopted asa part of the protocol standard. Up to the present day, no proper mechanismfor hand-o� triggering has been implemented in SIP, let alone support forgroup mobility. Next we will summarize brie�y the required changes.We introduced an abstract request named GM_INVITE for triggering agroup hand-o�. This idealization, as well as the aforementioned draft [4],serves as an inspiration for our own group hand-o� mechanism. For SIPimplementation, we will introduce a new �GHO-Reservation:� header �eld.When the SBS receives an INVITE request with a GHO-Reservation:header-�eld included, it parses through the message contents, removing thewhole line and storing the rest of the message, putting it on hold. Using anexternal protocol (how base stations actually communicate with each otheris a detail), the SBS requests resources from the TBS for the given amountof MNs. When it receives an acknowledgment of the reserved resources, itsends the storaged INVITE request forward towards the CN.The message may also contain explicit information about MNs' capabilities.Our example adheres to SDP, but any common session media descriptionprotocol is applicable.
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4.6 Example: group hand-o�s for SIP 4 GROUP MOBILITYINVITE sip:kaski@mil.fi SIP/2.0Via: SIP/2.0/UDP examplerouter.mil.fi;branch=z9hG4bKdaxn8Require: 100relTo: Juhani <sip:kaski@mil.fi>From: Gustav <sip:haggis@mil.fi>;tag=3EA4EC56GHO-Reservation: gid=1234;nodes=6;Call-ID: b42c1d22f23104@esikunta.mil.fiCSeq: 11 INVITEContact: <sip:haggis@esikunta.mil.fi>Content-Type: application/sdpContent-Length: 273v=0o=gustav 1765868262 8206083726 IN IP4 194.100.112.72s=A High-Priority Calli=This call is extremely urgent and confidentialc=IN IP4 194.100.110.71t=0 0m=audio 1700 RTP/AVP 0 2a=rtpmap:0 PCMU/8000a=rtpmap:2 GSM/8000m=video 1702 RTP/AVP 16a=rtpmap:16 H261/90000
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4.6 Example: group hand-o�s for SIP 4 GROUP MOBILITYThe behavior for the devised protocol extension can be formalized as follows:1. The hand-o� is initiated by the MN automatically when the �eld powerdecreases below the Cell Search Threshold. The MN sends an INVITErequest with a GHO-Reservation: header �eld included, destined forthe CN.2. SBS receives the sent INVITE request, parsing the header line andextracting the relevant information from it. The message will be puttemporarily on-hold, with the GHO-Reservation: header line removed.3. The SBS consults its neighboring BS database, to see whether the MACaddress of the TBS belongs into the same domain.(a) If yes, a normal link-layer hand-o� (L2HO) will be performed. Goto Step 8.(b) If no, a network-level (L3) hand-o� is needed. Go to Step 4.4. The SBS requests the TBS to reserve L3-layer addresses and resourcesproactively using DHCP. A reservation reply containing the procedureacknowledgments and a list of allocated addresses is returned to theSBS.5. The SBS modi�es the INVITE request sent by the MN, updating theheader �elds using one of the addresses allocated at the Step 5. TheINVITE request will now be sent to the CN.6. The SBS updates the MN's location by sending a REGISTER requestto a registrar server belonging to the new domain.7. The CN opens a second session towards the MN and starts bicasting.The future packet exchange will happen through both tunnels.8. The L2 hand-o� for MN occurs. If L3 hand-o� was involved: when theprocedure is �nished, the old session is closed. The new session is nowused for all tra�c.9. Repeat steps 1�8 for each subsequent MN belonging to the group. Notethat only one neighbor database consultation at the Step 3 and the L3address allocation at the Step 4 is needed per group.10. The group hand-o� procedure is completed.Marko Repo: Master's Thesis (2008) 52



4.6 Example: group hand-o�s for SIP 4 GROUP MOBILITYWith the exception of group mobility, the outlined process has signi�cantresemblance with the PAR-SIP mechanism described earlier at 3.4.4. Infact, the predictive address reservation can be implicitly assumed to be anintegrated feature in the GM_INVITE mechanism.The GM_INVITE formalization constitutes a coarse framework required inorder to support seamless group hand-o�s, addressing the elimination of thetime-consuming DHCP and SIP re-establishment phases, while performingthe address reservation for whole group at the same time. However, theframework neglects the details of intra-group tra�c needed for signaling withother group participants, the HOAS operation and the signaling betweenbase stations. Additionally, by not addressing recovery issues by makingassumptions that all the necessary network resources are always availablewhen the GM_INVITE process initiates and hand-o�s are always successful,the model provides a theoretical template for mobile network design ratherthan a ready to be used implementation.
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4.7 Chapter summary 4 GROUP MOBILITY4.7 Chapter summaryThis chapter discussed the group mobility concept and explained the bene�tsof group mobility models over classic individual mobility models, lookingupon how the group mobility and seamless hand-o�s could be e�cientlyintegrated and deployed in infrastructure-based SIP protocol supportingnetworks. The chapter outlined the most common group mobility models,and at the end of the chapter, we proposed a simple SIP implementation forcombining group mobility properties with PAR-SIP hand-o� mechanism.Mobility models are widely needed during the protocol design process andfor system performance analysis. They are especially useful when tryingto predict the future availability of wireless resources. When movementpatterns and group constitutions are known, the future need of resourcescan be forecasted by using group mobility models.E�cient routing schemes and group information databases become essentialas the number of groups and group sizes grow. Flat routing models have atendency not to scale well to network size, whereas traditional hierarchicalmodels are unable to handle mobility e�ciently enough. Hierarchical rout-ing techniques such as HSR could be able to greatly enhance the routingperformance and scalability in collaboration networks. Increased complexityand heavy bookkeeping requirements come as a cost as it comes to networkimplementation.In the following chapters, the focus is put on de�ning the ways to measuregroup hand-o� e�ciency in SIP-signaled mobile networks and assessing grouphand-o�s quantitatively � �rst through mathematical observations, then bythe means of computer simulation.
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5 PERFORMANCE METRICS5 Performance metricsIn this chapter, we attempt to �nd appropriate metrics to evaluatehand-o� performance quantitatively by �rst introducing a simplistictransmission path delay model applying theories provided by the �eldof queuing theory. Furthermore, we de�ne and discuss the concept ofhand-o� e�ciency in group mobility frame of reference. The discussedtopics constitute the foundations for a simulation part described later,essentially by providing suitable parameters through which the simula-tion results are interpreted.5.1 Analytical delay performance modelSeveral factors have an impact on the hand-o� performance. Besides theactual network implementation, such factors as the user population, requiredDNS queries, used transport protocols and arrival process types all have anin�uence on the experienced latencies. In complex systems, modifying oneparameter slightly might result in signi�cant changes on other parameters.Therefore, estimating the impact of a di�erential change on a certain systemvariable requires us to do so having all other parameters unaltered.As explained in the Chapter 3, the total hand-o� delay can be expressedas a sum of its subcomponents. The subcomponents and the total accruedhand-o� delay can be approximated using suitable mathematical methods.Some parameters, such as the network detection delay and re-con�gurationdelay behave in a predictable fashion and have little contribution to thetotal latencies. Other components are highly dependent on the technologicalchoices. For instance, the link layer delay is explicitly determined by theunderlying network access technology. Taking as given that all mobile nodesare connected to the network via 802.11-based access, we may assume asimpli�ed delay model for the link layer delay component.Considering the link-layer delay (D0) as given, only the DHCP (D2) andSIP session re-establishment (D4) delays have potential to a�ect the hand-o� latencies signi�cantly. For PAR-SIP hand-o�s, these parameters get thevalue zero. The only remaining parameter of major analytical importance isthe message transmission delay in the network.5.1.1 Modeling transmission delayA message in transit competes for the limited network capacity with othermessages representing the same or some di�erent tra�c priority class. TheMarko Repo: Master's Thesis (2008) 55



5.1 Analytical delay performance model 5 PERFORMANCE METRICS
Figure 5.7: Transmission delay queue presentationcompeting ambient tra�c may originate from the other users connectedto the same base station, the backbone network or the destination accessnetwork where the correspondent node resides. Functioning at the applica-tion layer, the SIP-based messages have systematically a lower priority thannon-application layer messages.Each node a message needs to pass in transit contributes to the transmissiondelay. Taking a queuing theoretical approach [2, 19, 27], each node canbe presented as a separate queue. This bases on the idea of each nodefacing a message on the transmission path having a limited service rate anda queuing bu�er with a certain amount of message places (see Fig 5.7). Forsimplicity, the model assumes no message is dropped or lost, in such mannerthat all messages reach the destination within a time ranging between 0..∞milliseconds.5.1.2 Priority queue-based delay modelDenoting the average message arrival rate into a queuing system by λ, themessage processing rate at system nodes by µ, and the system load (or socalled utilization factor) by ρ = λµ−1, the average service delay T for a singlecustomer in such a system can be approximated using priority queues.Table 5.1: List of variables

λsip, λoth Incoming tra�c rates for SIP and other messages
ρsip, ρoth Utilization factor for SIP messages and other messages
µ−1

k Mean service delay for tra�c class k
S2

k Second moment for the tra�c class k mean service delayUsing priority queues, it is possible to give an estimate for the servicedelay that a message spends at each intermediate node during transmission.Assuming that there are only two tra�c classes, one for SIP tra�c andanother for all other IP tra�c, we can approximate the sojourn delay at eachnode for each tra�c type using formulas (variables as de�ned in Table 5.1):Marko Repo: Master's Thesis (2008) 56



5.1 Analytical delay performance model 5 PERFORMANCE METRICS
Tsip =

(1 − ρsip − ρoth)µ
−1
sip + (1/2)(λothS2
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(1 − ρoth)(1 − ρsip − ρoth)
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oth + (1/2)(λothS2

oth)

(1 − ρoth)
= µ−1

oth +
λothS2

oth

2(1 − ρoth)
(5.9)The derivation for these formulas is detailed in Appendix D. As it can beseen, the system delay has a highly nonlinear dependency upon the averageload parameters ρoth and ρsip.

Figure 5.8: Separate priority queues for data and signaling tra�cThe Figure 5.8 illustrates a transmission path with three intermediate nodesand two tra�c classes. Although both classes share a common path of trans-mission physically, both classes can be imagined to have separate virtualqueues at each node. The per-class sojourn times at each node can be esti-mated using Formulas 5.8 and 5.9. Assuming the arrivals and service times ateach intermediating node similarly distributed, the total average times spenton the transmission path can be simpli�ed as 3Tsip and 3Toth respectively.
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5.2 Analyzing group hand-o� e�ciency 5 PERFORMANCE METRICS5.2 Analyzing group hand-o� e�ciencyDenoting the signaling tra�c needed per mobile node during a conventionalhand-o� for a single MN by ds, the involved group signaling tra�c dgs variesin the range: ds ≤ dgs ≤ (n × ds), where n is the number of participatinggroup members. The group hand-o� e�ciency can be conveniently estimatedas a ratio rgs | (ds ≤ rgs ≤ ∞):
rgs =

dgs

n × ds

(5.10)The hand-o� message size for a single node sets the information theoreticalasymptotic lower bound for group hand-o� message sizes. In the ideal case,the hand-o� process can be carried out for the entire group by a singleMN (dgs = ds), giving rgs = 1/n by the Formula 5.10. Values rgs ≤ 1 ingeneral indicate improved e�ciency and thus bandwidth saving. Hence, thesignaling e�ciency is improving proportionally to the amount of the hand-o�signaling information we are able to pack in a single hand-o� request andthe number of nodes in the group. On the other hand, message sizes largerthan the sum of message sizes required by ordinary hand-o�s for individualnodes are wasting bandwidth (that is, rgs > 1).For the formulation presented in 4.6, the hand-o� e�ciency improves withthe number of the allocated addresses the target TBS is capable of returningper single hand-o� request, and decreases with the number of cycles neededto run the whole algorithm for an entire group.5.3 Chapter summaryThe chapter discussed the analytical methods to help us gain better under-standing on measuring hand-o� performances in SIP-based networks. Sincethe queuing and service delay times are the major contributors to delay, thequeueing theoretical mathematical models become useful. Priority queuesprovide a convenient means for modeling delays on transmission paths.The network capacity and transmission times have a signi�cant impact onhand-o� times, therefore proper network dimensioning becomes crucial.These parameters are later used as performance gauges to provide informa-tion about hand-o�s in a computer simulated environment.
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6 COMPUTER SIMULATION6 Computer simulationThe chapter summarizes the proceedings and outcome of thecomputer-based simulation conducted as a part of the thesis. We makeconclusions on hand-o� performance by observing simulated hand-o�delays in the network as a function of system load and the signalingtra�c aggregated in the network.6.1 Overview on the simulationThe objective of this simulation part is to analyze the hand-o� impacton data throughput and latency in a simulated network environment withvarying utilization rates. Since no appropriate tools, neither software norhardware-based, for modeling group hand-o�s in infrastructure networksare available at the present time, our possibilities for carrying out largescale simulations with realistic test con�guration are limited. Thus, wedecide to adopt the computer simulation as the means of experimenting.Developing the simulation tool starting from scratch allows for high level ofcustomization and control over the simulation process.The simulations are carried out using a Java language-based discrete eventsoftware utility developed speci�cally for modeling the hand-o� delays in SIP-based environments. The simulated scenarios are presented as a chronologicalsequence of events triggered by di�erent entities in the simulated network.The used delay models are based on the mathematical assumptions presentedin the previous chapter. A pseudorandom generator initialized using thecurrent system time represents the only source of non-linearity in the system.6.2 Simulation setupWe evaluate hand-o� performances in a wireless network consisting of twodomains, on a simulation area covering 1000 × 1000m2. Both domains areregarded as individual 802.11 BSSs (Basic Service Sets) governed by a singlewireless base station each. The network access points are labeled as AP0(serving base station) and AP1 (target base station). The system comprisestwo out-bound SIP proxies, �atlanta.com� and �biloxi.com�. Figure 6.9 givesa schematic block model presentation of the system. The same scenariocon�guration is illustrated in Appendix E in detail. The involved networkelements are as described in the Table 6.2.
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6.2 Simulation setup 6 COMPUTER SIMULATION

Figure 6.9: Block model presentation of the systemTable 6.2: Scenario nodes and their description0 Correspondent node 'haggis@biloxi.com'1 Out-bound proxy 'proxy.atlanta.com'2 Out-bound proxy & HOAS 'proxy.biloxi.com'3 Network router 'R1'4 Base station 'AP0'5 Base station 'AP1'6-N Mobile group membersThe simulation scenario is taking place during a period of 10 seconds inthe simulation time. It involves a group consisting of N mobile nodes(6 assumed in calculations) crossing the network border separating thedomains, transmitting data unidirectionally to the corresponding node,haggis@biloxi.com, acting as a tra�c sink. Besides the signaling tra�c, theCN does not generate outgoing tra�c �ow.The mobile group is considered to be moving in a column pattern. However,the simulation does not put strict assumptions on the group structure: themobile node �rst arriving to the point of hand-o� is considered to act as thegroup reference point during group hand-o�s.
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6.3 Simulation parameters 6 COMPUTER SIMULATION6.3 Simulation parameters6.3.1 Tra�c rates and service timesIt is assumed that all mobile nodes produce G.711 PCM-based voice tra�cwith a bit rate of 64 kbit/s. Thus, the tra�c volume generated by Nmobile nodes varies in the range 0 ≤ rd ≤ N × 64 kbit/s. During PARbi-casting, the bit rate for a moving node temporarily doubles. At each timeinstant, the amount of aggregated data in the system varies in the range:
0 ≤ rd ≤ 2N × 64 kbit/s.All network links are assumed as having BR = 1Mb/s capacity. All networknodes are assumed to pass IP packets at the line speed, µ−1

oth = 1/BR. Theservice times for SIP messages are considerably higher, µ−1
sip = 100/BR. Thisis intended to re�ect lower tra�c priority, and slower processing times inedge nodes.6.3.2 SIP signaling messagesSIP messages get a higher weight factor for service delay calculations thanother tra�c types. The SIP message sizes are randomized using the Gaussiandistribution, with the mean of 500 and deviation of 100 octets. That is,denoting the SIP message sizes in the system by sM :

sM ∼ N(µ, σ2) = N(500, 1002) (6.11)We make all signaling calculations following the worst-case assumption, thatall (six) nodes are performing hand-o�s simultaneously. In this case, thesignaling consists (6 × 8 × 0.5 kB/s)/(6 × 64 kB/s + 6 × 8 ∗ 0.5 kB/s) =
24/(768 + 24) ≈ 3% of the total tra�c. We assume this ratio somewhathigher, assuming 5% instead. In practice, such signaling peaks would occurrarely. A group may also contain completely �silent� nodes, in which casethe fractual part of signaling tra�c from the total tra�c can be remarkablyhigher.6.3.3 Group mobility and bi-castingThe bicasting point, i.e. HOAS, is presumed to present somewhere inthe simulation network, managing bi-casting during hand-o�s. Duringa group hand-o�, the data tra�c is momentarily thought to contributetwice to the generated network tra�c due to bi-casting. In real-worldscenarios, the HOAS element could be envisioned to be a �xed part of aproxy server. Group hand-o�s are assumed as ideal in such manner, thatMarko Repo: Master's Thesis (2008) 61



6.3 Simulation parameters 6 COMPUTER SIMULATIONthe node �rst performing a hand-o� triggers the hand-o� for the whole group.The tra�c needed for carrying REGISTER and NOTIFY messages, as wellas the signaling required by HOAS is not simulated. The presence of thesemessages is assumed implicitly by assuming a slightly higher signaling-to-payload ratio. It could be also assumed, that both group noti�cation andre-registering procedures can be performed at some arbitrary time prior to(not during) hand-o�s, so that the performance degrading impact on actualhand-o� signaling is minimized. In particular, the re-registration could beperformed immediately when the hand-o� target network can be predictedwith moderate accuracy. If the registration can be made for the whole groupby a single node using a single message, the contribution of REGISTERmessages on the total signaling tra�c is negligibly small. The simulationsassume that the signaling tra�c consists a small fraction of the total tra�c intransit, while payload data comprises the bulk. Otherwise, the proportionalpart of signaling may become signi�cant, as it were the case if merely a fewgroup nodes communicate while the others remain silent.6.3.4 Simulating delay componentsFor parameters D0, D1, D2 and D3, we �x mean values as assumed in [18]:
D0 = 50 ms, D1 = 10 ms, D2 = 1500 ms, D3 = 10 ms, with 20% meandeviation. The terms D4 and D5 are based on priority queue -based meandelay calculations with 10% deviation. The system delay characteristics canbe studied using a black box -analysis by injecting tra�c with well-knownproperties to the system and making conclusions from the resulted output.The Figure 6.10 presents the impact of increasing system load on the SIPtransmission delay in a single router as a function of system SIP tra�c,assuming the ambient tra�c λoth to be �xed at 50% of the maximum linecapacity. The graph has been generated by sweeping the utilization in therange 0.5 ≤ ρsip ≤ 1.0 with step size of 1/500, while injecting a single SIPmessage into the system on each run. After the node utilization reaches75%, the expected delay grows abruptly, causing a rapid decline in thetransmission performance and �nally in hand-o� latencies. The �uctuationsvisible in the graph in higher loads are due to the randomness in theassumed arrival process. This coarse computer-generated delay graph isbased on a simpli�ed M/G/1 priority queue delay model, demonstrating thedrastic e�ects the improper capacity dimensioning in system componentsmight have on transmission delays and hand-o� latencies. For resilience, anappropriately dimensioned system provides enough redundant capacity evenMarko Repo: Master's Thesis (2008) 62



6.4 Simulation results 6 COMPUTER SIMULATIONfor abrupt utilization peaks that might occur in the network.
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Figure 6.10: The signaling load impact on the signaling delay6.4 Simulation results6.4.1 Conventional and PAR hand-o�sFigure 6.11 shows the comparison between conventional and PAR-SIPhand-o�s. PAR hand-o�s (the lower graph) exhibit superior performancewhen comparing against conventional hand-o�s. The DHCP impact on thetotal delay is clearly visible, it causes substantially higher expected delaysand larger variance in hand-o� times (the upper graph). At higher tra�cloads, the impact of transmission related delay components D4 and D5 (forPAR-SIP merely D5) become decisive, causing a rapid increase in the totalhand-o� delay.Table 6.3 presents the total hand-o� latencies for six mobile nodes, meandelays and standard deviations as a function of the system load ρoth. Theresults are calculated from six separate simulation rounds. The correspond-ing values for PAR-SIP hand-o�s are presented in Table 6.4.Marko Repo: Master's Thesis (2008) 63
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Figure 6.11: Conventional and PAR hand-o� latencies compared
Table 6.3: Simulated conventional hand-o� times (ms)

ρoth\MNn MN1 MN2 MN3 MN4 MN5 MN60.50 1387.2 1571.7 1330.2 1911.4 1335.0 1706.80.75 1745.4 2072.9 2038.6 985.1 1858.7 1272.90.80 2001.0 1754.3 1602.4 1065.0 1975.1 1726.00.85 1844.5 1869.5 1996.6 1720.0 1976.2 2148.90.90 2722.4 2793.5 3540.8 3393.7 3420.4 3148.70.95 → ∞ → ∞ → ∞ → ∞ → ∞ → ∞Stats µ = 1997.2 ms σ = 677.5 msAs predicted, the PAR mechanism seems to bring enormous performancebene�ts when compared against conventional SIP hand-o�s. Without theDHCP impact in the worst case accounting for more than 90% of the totallatency during conventional hand-o�s, delays seem to be low enough to makeseamless mobility service provision possible.
Marko Repo: Master's Thesis (2008) 64



6.4 Simulation results 6 COMPUTER SIMULATIONTable 6.4: Simulated hand-o� times (ms) using PAR
ρoth\MNn MN1 MN2 MN3 MN4 MN5 MN60.50 71.2 49.1 51.2 59.3 71.5 58.30.75 60.8 61.9 63.8 78.0 75.3 63.90.80 70.8 62.9 66.8 68.9 67.1 65.00.85 61.6 71.5 66.3 75.0 79.8 81.90.90 72.9 74.9 72.5 79.6 81.2 91.70.95 130.3 121.8 129.4 108.3 120.5 102.2Stats µ = 77.4 ms σ = 21.0 msTable 6.5: Individual vs. group PAR hand-o� performances compared

Nnodes\MNn MN1 MN2 MN3 MN4 MN5 MN6 rgs10 101.5 129.8 118.8 115.3 132.6 114.4 >1.020 140.2 121.4 126.8 127.2 124.3 103.8 1.050 119.3 152.8 125.8 132.0 126.3 125.0 0.4100 129.3 146.7 127.0 127.9 116.0 140.2 0.2250 174.6 153.5 150.7 165.6 170.8 146.9 0.081000 296.6 307.8 328.4 297.0 336.8 287.3 0.02Stats µ = 162.2 ms σ = 69.0 ms �GroupHO 132.5 141.5 119.8 86.4 129.5 122.9 �Stats µ = 122.1 ms σ = 19.1 ms �6.4.2 Group hand-o�sWe assess the group hand-o� impact for di�erent group sizes of 10, 25, 50,100, 250, 500 and 1000 nodes. The hand-o� delays are calculated again forsix nodes picked out randomly from the group, all thought as uniform interms of characteristics. The nodes are assumed not to interact with eachother in any other way than by generating tra�c and thereby contributingto message delay times. The logic is as follows: considering a group of agiven size N , we assume that at each time instant a group node performsa hand-o� with a probability P . Hence, at each time instant, Nho = NPhand-o�s are expected to occur. If also premised, that each hand-o� requestis sized S, the total signaling tra�c generated is ρsip = NhoS. Keeping
ρoth �xed, group hand-o�s can be studied by calculating hand-o� latencieswith ρsip = 0. Only a fraction of nodes is assumed to be active at eachtime instant, in such way that approximately 50% of utilization consists ofpayload tra�c. The hand-o� probabilities are assumed as time-invariantand uncorrelated in such manner that the hand-o� probabilities stay theMarko Repo: Master's Thesis (2008) 65



6.4 Simulation results 6 COMPUTER SIMULATIONsame for each node all the time, regardless of whether the same or someother has performed a hand-o� at the preceding time instant. The resultsare presented in the Table 6.5. First six lines are individual hand-o� timesfor given group sizes, the last line presents experienced hand-o� latenciesduring a group hand-o�. We have presumed S = 500 (bytes) and P = 0.05.Also the group hand-o� e�ciency ratio rgs, as de�ned by Formula 5.10, isshown. It should be noticed, that the group hand-o� latency is dependenton the number of group nodes only indirectly by the generated loads ρothand ρsip.For small groups and low signaling tra�c volumes, the group mobility im-pact appears negligible; the payload data �ows are enormously voluminouscompared to the signaling tra�c, hiding the statistical features of signalingtra�c behind �uctuations in the payload tra�c and rendering the SIP tra�centirely indiscernible, when comparing to individual mobility scenario withPAR in use. The bene�ts become visible with large groups at very highchannel utilization rates when the hand-o� rate is high, in the area wherethe transmission delay component D5 becomes dominant (0.9 < ρoth < 1.0).In very high-speed networks with low hand-o� rate, group hand-o�s bene�tsbecome marginally small.
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6.5 Chapter summary 6 COMPUTER SIMULATION6.5 Chapter summaryThis chapter explained the proceedings and the numerical outcome of thecomputer simulation that was carried as a part of the thesis. Our intentwas to gather information about the hand-o� performance for conventional,PAR-SIP and group hando�s.With PAR-SIP hand-o�s enabled, the impact of address allocation and SIPre-establishment phases on the total hand-o� delay are both practicallyeliminated, dropping the total hand-o� delay times to a fraction from theoriginal. Predictive Address Reservation seems to be the true enabler ofseamless hand-o�s. The obtained simulation results therefore support ourtheoretical hypotheses.For small mobile groups, group hand-o�s seem not to bring any substantialbene�ts over individual SIP hand-o�s. This is due to the high payload-to-signaling tra�c volume ratio. The performance gains emerge in measurabledegree only in high-load systems with a considerable amount of signaling inprogress all the time, and hundreds or thousands of mobile nodes. We donot rule out the possibility of other bene�cial and potentially achievable sidee�ects, e.g. security or hand-o� reliability related, but this topic is out of thescope. The bi-casting impact on hand-o� reliability has not been studiedcomprehensively, either.
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7 CONCLUSIONS7 ConclusionsThis chapter concludes the thesis and provides a recapitulation of theobservations made during the preceding chapters, presenting the readera relevant summary of main points and issues. We also evaluate therealizability of the introduced technologies and furthermore assess thefuture prospects concisely.7.1 Summary of the �ndingsThis exploratory thesis focused on the provision of group mobility fordelay sensitive SIP-based applications in narrowband authority networks,considering the capabilities and performance of such technologies. Thesuperior price and the commoditization of WLAN-based technologies gaveus a well-rounded reason to examine their viability for such purpose.SIP has matured into a widely accepted signaling protocol. Being modular,extensible and undergoing rapid development, it has attained a high levelof popularity in civilian settings, particularly in desktop VoIP applications.Therefore, it provides a suitable basis for our observations.However, its unsuitability for narrowband environments have raised majorperformance concerns. The basic SIP protocol speci�ed in RFC 3261 is notyet applicable in such environments due to the incurring signaling overheadand latency primarily originating from the address re-allocation process. Theprotocol is suitable for real-time applications (such as VoIP) signaling, butcannot guarantee appropriate service level for TCP mobility; for persistentdata connections, MIP provides a better approach.When group sizes grow bigger, the radio links may incur congestion dueto the increased amount of signaling needed for hand-o� executions. Wepresented several potential alternatives to reduce the latencies involved inhand-o� process. The SIP mid-call mobility can be made more e�cient byPredictive Address Reservation mechanism, which aims at decreasing thehand-o� latency through the proactive address allocation.The second important �nding is how to make hand-o�s more e�cient anderror resilient by dealing with logical groups instead of individual nodes,resulting in minimized amount of signaling with optimal bandwidth e�ciency.By the reduced signaling, also a fraction of the delay occuring during hand-o�s could be potentially eliminated.Marko Repo: Master's Thesis (2008) 68



7.2 Limitations, �nal remarks & future work 7 CONCLUSIONSOur theoretical contribution was a brief example how group hand-o�s can besupported in SIP. We also modeled group mobility in a simulated environmentto support our considerations. The �nal conclusion is that the group mobilityenhanced PAR-SIP mechanism would allow �exible and e�cient signalingrequired in order to enable seamless terminal mobility.7.2 Limitations, �nal remarks & future workOur goal was to explore the possibilities for group mobility in infrastructurednetworks, and to provide a theoretical framework for possible real-worldapplications, considering rather on de�ning the problem and the relatedrequirements instead of analyzing the particular technologies involved. Theadopted network model was simpli�ed, neglecting the inter-BS signaling,access network operation, network collisions, bi-casting and the HOAS oper-ation entirely. The possibility that a node can be connected to several basestations at a time (i.e. soft hand-o�) was not considered. A detailed analysisper access technology platform would be needed for future implementations.The intra-group signaling was considered only brie�y. Also, security issueshave been left with little attention.The decision to simulate the group mobility in 802.11x-based environmentis not necessarily very realistic, since very promising technologies withbetter scalability properties are emerging. Brand new technologies suchas IEEE 802.21, also known as Media Independent Handover (MIH), arearriving and expected to fare better in supporting seamless hand-o�s.However, we justify the choice of using WLAN instead of, say, WiMAXby popularity and price; the previous clearly excels the latter in both criteria.Although we focused on the most common transport protocols available,emphasizing TCP and UDP while paying little attention on more advancedprotocols, it can be anticipated that the transport protocols will yet undergoconsiderable development regarding mobility and security properties. Thus,the performance for group hand-o�s should be also evaluated in such systems.The performance bene�ts that can be obtained by group mobility and PAR-SIP remain to be investigated in real-life settings. A logical continuation forthis research is to build a working testbed using real network terminals. Forearly testing purposes, a simple 802.11x -based WLAN testbed should su�ce.
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Appendix A A LIST OF SIP & SDP SPECIFICATIONSA List of SIP & SDP speci�cationsRFC 2327: SDP: Session Description ProtocolRFC 2976: The SIP INFO MethodRFC 3261: SIP: Session Initiation ProtocolRFC 3262: Reliability of Provisional Responses in the Session Initiation ProtocolRFC 3263: Locating SIP ServersRFC 3264: An O�er/Answer Model with the Session Description Protocol (SDP)RFC 3265: Session Initiation Protocol (SIP)-Speci�c Event Noti�cationRFC 3311: The Session Initiation Protocol (SIP) UPDATE MethodRFC 3320: Signaling Compression (SigComp)RFC 3321: Signaling Compression (SigComp) - Extended OperationsRFC 3323: A Privacy Mechanism for the Session Initiation Protocol (SIP)RFC 3324: Short Term Requirements for Network Asserted IdentityRFC 3325: Private Extensions for Asserted Identity within Trusted NetworksRFC 3398: ISDN User Part (ISUP) to Session Initiation Protocol (SIP) MappingRFC 3407: Session Description Protocol (SDP) Simple Capability DeclarationRFC 3428: Session Initiation Protocol (SIP) Extension for Instant MessagingRFC 3485: SIP and SDP Static Dictionary for Signaling Compression (SigComp)RFC 3486: Compressing the Session Initiation Protocol (SIP)RFC 3515: The Session Initiation Protocol (SIP) Refer MethodRFC 3665: Session Initiation Protocol Basic Call Flow ExamplesRFC 3666: Session Initiation Protocol PSTN Call FlowsRFC 3702: Authentication, Authorization and Accounting Requirements for SIPRFC 3725: Best Current Practices for Third Party Control (3pcc) in the SIPRFC 3824: Using E.164 Numbers with the Session Initiation Protocol (SIP)RFC 3841: The Caller Preferences for the Session Initiation ProtocolRFC 4077: Negative Acknowledgement Mechanism for Signaling CompressionRFC 4168: The SCTP as a Transport for the Session Initiation Protocol (SIP)RFC 4474: Enhancements for Authenticated Identity Management in the SIPRFC 4485: Guidelines for Authors of Extensions to the Session Initiation ProtocolRFC 4568: SDP Security Descriptions for Media Streams
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Appendix B B LIST OF SIP RESPONSESB List of SIP responses1xx PROVISIONAL RESPONSE100 Trying180 Ringing181 Call Is Being Forwarded182 Queued183 Session Progress2xx SUCCESSFUL TRANSACTION200 OK202 Accepted (request received by a forwarding service, not the destination)3xx REDIRECTION MESSAGE300 Multiple Choices301 Moved Permanently302 Moved Temporarily305 Use Proxy380 Alternative Service4xx ERROR IN CLIENT400 Bad Request401 Unauthorized (for registrar use only)402 Payment Required (reserved for future use)403 Forbidden404 User not found405 Method Not Allowed406 Not Acceptable407 Proxy Authentication Required408 Request Timeout (time-out for user search exceeded)410 Gone (the user no more exists)413 Request Entity Too Large414 Request URI Too Long415 Unsupported Media Type416 Unsupported URI Scheme420 Bad Extension (protocol extension not understood by the server)421 Extension Required
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Appendix B B LIST OF SIP RESPONSES423 Interval Too Brief480 Temporarily Unavailable481 Call/Transaction Does Not Exist482 Loop Detected483 Too Many Hops484 Address Incomplete485 Ambiguous486 Busy Here487 Request Terminated488 Not Acceptable Here491 Request Pending493 Undecipherable (undecryptable S/MIME part)494 Security Agreement Required5xx ERROR IN SERVER500 Server Internal Error501 Not Implemented (the requested method not implemented here)502 Bad Gateway503 Service Unavailable504 Server Time-out505 Version Not Supported (no support for this SIP version)513 Message Too Large6xx GLOBAL FAILURE600 Busy Everywhere603 Decline604 Does Not Exist Anywhere606 Not Acceptable
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Appendix C C NAT TRAVERSALC NAT traversalNetwork Address Translation involves always mapping of internal networkaddress/port-pairs to external address/port-pairs using a NAT functionalitytypically present in the border router. The primary di�erence between theNAT types is the way how this mapping is done, and which policy is usedwhen communicating with external entities. Traditionally, four main types ofNATs (de�ned in RFC 3489 [37]) exist, although the strict categorization haslost much of its signi�cance by the modern NATs that combine the features ofthe di�erent speci�ed types. Despite the old classi�cation is being supersededby RFC 4787 [1] featuring a revised terminology, it is still commonly used.

Figure C.1: Open Cone NAT Figure C.2: Symmetric NATFull Cone All requests from the same internal IP addresses are mapped tothe same external addresses and ports. External entities can communicatewith the internal hosts via the mapped external addresses. See Figure C.1.Restricted Cone Functions just as full cone NAT, with the exceptionthat the external host cannot communicate with the internal host until theinternal host has sent a packet to the external host's IP address �rst.Port Restricted Cone The same as restricted cone, but including portnumbers. The external hosts may communicate with the internal host usinga speci�c port, if it is contacted �rst at this by the internal host.Symmetric NAT All requests from an internal address/port pair aremapped to a unique address for each external destination. Each host in thepublic network sees the client behind a symmetric NAT at a di�erent port (seeFigure C.2). An external host cannot contact a host behind the NAT unless itMarko Repo: Master's Thesis (2008) 77



Appendix C C NAT TRAVERSALhas been contacted by the host �rst. Symmetric NAT is the most modern andthe most problematic address translation method from the viewpoint of SIP.While having numerous favorable features, using NAT has a few drawbacksthat need to be addressed when deploying SIP or peer-to-peer services.Many NAT types restrict external hosts from initiating for instance aVoIP-connection from outside, which is not desirable. Since the SIP itselfusually relies on a well-known port 5060, it is not usually the problematicpart in forming a connection through a NAT/�rewall. The problem is withRTP streams, which are usually ephemeral and dynamically reserved. TheSIP-signaled media commonly takes a di�erent path and port numbers thanthe signaling. Without analyzing the contents of a packet, a �rewall does nothave any way to know if the stream should be associated with a particularongoing session; generally, if such a stream should be let through or not.In practice, this means that when the caller is trying to connect the callee,the signaling goes through and the phone rings, but when the callee picksup the call and answers, no voice is going through and the line stays mute.One solution for the problem is using SIP Application Layer Gateway (SIPALG). Other solutions involve walkarounds such as Simple Traversal of UDPThrough NATs (STUN).
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Appendix D D QUEUING THEORYD Queuing theoryQueuing theory constitutes a branch of applied probability theory, providingmethods for the mathematical analysis of queues and processes. A conciseintroduction to the rudimentary concepts of queueing theory is given next.Kendall notationQueueing models are typically classi�ed using so called Kendall notation.The extended Kendall notation consists of six parameters, but often a sim-ple version with three parameters are used. In the simplest form, queueingprocesses are described as:
A/B/C,where A denotes the arrival process, B the service time distribution, and Cthe number service units. There are several distribution types introduced inliterature, but the most commonly seen and the simplest types are:M Exponential (or Markovian) distributionD Deterministic (or �xed) distributionG General distributionExample queuing modelsM/M/1 A single server process with Markovian distribution for inter-arrival and service processes. Calculations for such processes are usuallysimple.M/D/1 A single server process with Markovian inter-arrival and �xed timeservice processes.M/G/1 A single server process with Markovian inter-arrival and generaldistribution for service process.G/G/∞ A process with in�nite number of service processors and generaldistribution for inter-arrival and service processes. Typically analyzing suchprocesses tends to be challenging.
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Appendix D D QUEUING THEORYLittle's theorem

Figure D.3: Little's theorem illustrationThe Figure D.3 illustrates a one-server system with q queueing places andincoming tra�c rate λ. Thus, the number of customers in the system N atan arbitrary time instant consists of the number of customers queuing plusthe one being currently served. The total time a customer is expected tospend in the system, the sojourn time T , therefore consists of the time Wspent in the queue plus the service time S required.To establish a dependency between the number of system customers and thesojourn time, we may formalize:
N , total number of customers

λ , arrival tra�c intensity,
T , average service time,

N = λT (D.12)The Formula D.12 is commonly known as Little's theorem. It approximatesthe long-term number of customers in a system in equilibrium state, whenthe arrival rate and the service time are known. The theorem is a generalresult, being valid for all queueing models.Service delay evaluation in M/G/1 modelsThe queueing delay a new incoming customer faces at arrival consists ofthe total service time required for Nq customers ahead of him to be served,plus the residual time R required to complete the service for the customercurrently being served.Marko Repo: Master's Thesis (2008) 80



Appendix D D QUEUING THEORYDenoting,
R , mean residual service time,

Nq , number of queueing customers,
µ , system service rate,

S = µ−1 , mean service delay,
ρ = λµ−1 = λS , system load (i.e. utilization factor),Applying Little's theorem D.12 by substituting Nq = λW , the total expectedqueuing time W for a randomly chosen tagged message can be written as:

W = R + NqS = R + λWS = R + ρW ⇒ W =
R

1 − ρ
(D.13)

Figure D.4: Mean residual time R on a long time periodIn the general case, �nding the residual time R is an intractable operation.The Figure D.4 illustrates customer arrivals at time instants a1, a2, ..., an andtheir service times S1, S2, ..., Sn during a long period τ . The mean residual
R then equals the average of residual times over the given period. That is,on a given time period τ the residual time R can be written as:

R = lim
τ→∞

1

τ

∫ τ

0

R(t)dt =
1

τ

n∑

k=0

1

2
S2

k =
n

τ
︸︷︷︸

→λ

×
1

n

n∑

k=0

1

2
S2

k

︸ ︷︷ ︸

→
1

2
S2

=
λS2

2
(D.14)In Formula D.14, S2 denotes the second moment of service delay. Applyingthis result to the Formula D.13, the queueing delay W can be rewritten as:

W =
R

1 − ρ
=

λS2

2(1 − ρ)
(D.15)Marko Repo: Master's Thesis (2008) 81



Appendix D D QUEUING THEORYThe Formula D.15 is known as Pollaczek-Khinchin mean value formula forthe M/G/1 queue. The sojourn time T for a tagged customer can be nowexpressed as a sum of the service delay S required for serving the customeritself and the expected service time W for the other customers arrived beforehim:
T = S + W = µ−1 +

R

1 − ρ
= µ−1 +

λS2

2(1 − ρ)
(D.16)This can be yet presented in another way by introducing a squared variationcoe�cient C2

v = σ2
S/S

2 as follows:
T = µ−1 +

λS2

2(1 − ρ)
= (1 +

1 + C2
v

2

ρ

1 − ρ
)µ−1, (D.17)so that S2 = σ2

S + S
2

= (1 + C2
v )S

2. The variation coe�cient representsa normalized measure for the variability of a statistical distribution. Whenobserving the coe�cient C2
v at di�erent values in range 0..1, it can be seenthat all averages increase as the variance grows higher, implying the increasedsystem stochasticity carries higher mean queuing times. In particular, withvalues C2

v = 0 and C2
v = 1 the Formula D.17 gives rise to deterministicM/D/1 and Poissonian M/M/1 processes, respectively. Values C2

v >> 1 arepossible for especially bursty tra�c processes.Priority queuesPriority queues can be seen as a special type of an M/G/1 queue. The tra�cis categorized into di�erent classes k = 1, 2..., K, the class 1 considered ashaving the highest priority, and the class K the lowest. Higher the priorityclass, the better delay properties the corresponding tra�c class is deemedto have.The residual time for priority queues can be presented in analogous way tothe Pollaczek-Khinchin formulas for M/G/1 queues. Denoting the secondmoment of the service delay for a tra�c class k by S2
k , the expected residualtime for processing messages in the queue arrived before the tagged messagecan be written as follows:

Rk =
1

2

K∑

k=1

λkS2
k =

λ1S
2
1 + ... + λKS2

K

2
(D.18)Priority queues can be further categorized into non-preemptive and preemp-tive.Marko Repo: Master's Thesis (2008) 82



Appendix D D QUEUING THEORYNon-preemptive priority-based queuesIn non-preemptive priority queues, serving the current customer is �nisheddespite of incoming higher priority tra�c. The highest prioritized customerin the queue is served immediately after the current customer. Therefore,the tra�c priority classes form logically several separate priority queues, ofwhich the highest prioritized non-empty queue is served next.For the �rst tra�c class, the queueing delay can be written as:
W1 =

R

1 − ρ1

(D.19)The queuing delay for the second class can be written as:
W2 = R + S1Nq1 + S2Nq2 + S1λ1W2 ⇒ W2 =

R + ρ1W1

1 − ρ1 − ρ2

(D.20)By substituting Formula D.19 to D.20, the latter can be re-written as:
W2 =

R

(1 − ρ1)(1 − ρ1 − ρ2)
(D.21)In the general case, the queueing delay for a class k can be presented:

Wk =
R

(1 − ρ1 − ... − ρk−1)(1 − ρ1 − ... − ρk)
(D.22)

=
1
2

∑K

i=1 λiS
2
i

(1 − ρ1 − ... − ρk−1)(1 − ρ1 − ... − ρk)
(D.23)Eventually, the sojourn time Tk can be calculated as follows:

Tk = Sk + Wk = µ−1
k +

1
2

∑K

i=1 λiS
2
i

(1 − ρ1 − ... − ρk−1)(1 − ρ1 − ... − ρk)
(D.24)

=
(1 − ρ1 − ... − ρk−1)(1 − ρ1 − ... − ρk)µ

−1
k + 1

2

∑K

i=1 λiS
2
i

(1 − ρ1 − ... − ρk−1)(1 − ρ1 − ... − ρk)
(D.25)Preemptive priority-based queuesServing a low-priority message may be preempted by an incoming higherpriority message, and resumed once the processing of the higher prioritizedmessage has been completed. The lower priority tra�c appears completelytransparent to higher-priority classes. For a lower priority message k, theMarko Repo: Master's Thesis (2008) 83



Appendix D D QUEUING THEORYexpected service time for high-priority messages 1,...,k-1 arriving during thesojourn time Tk is also needed. It can be written as:
k−1∑

i=1

µ−1
i λiTk =

k−1∑

i=1

ρiTk =

(
k−1∑

i=1

ρi

)

Tk | k > 1 (0 | k = 1) (D.26)Generally, for each tra�c class k, the mean sojourn time in the system is:
Tk = µ−1

k +
Rk

(1 − ρ1 − ... − ρk)
+

(
k−1∑

i=1

ρi

)

Tk (D.27)
⇒ (1 −

k−1∑

i=1

ρi)Tk = µ−1
k +

Rk

(1 − ρ1 − ... − ρk)
(D.28)

⇒ Tk =
(1 − ρ1 − ... − ρk)µ

−1
k + Rk

(1 − ρ1 − ... − ρk)(1 −
∑k−1

i=1 ρi)
(D.29)

=
(1 − ρ1 − ... − ρk)µ

−1
k + 1

2

∑k

i=1 λiS
2
i

(1 − ρ1 − ... − ρk)(1 − ρ1 − ... − ρk−1)
. (D.30)It must be noted that the condition∑K

k=1 ρk < 1 must always hold for systemto remain in equilibrium.
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Appendix E E SIMULATION TOPOLOGYE Simulation topology

Marko Repo: Master's Thesis (2008) 85



Key terminology in alphabetical order GLOSSARYAuthentication, Autherization & AccountingSupport for access control, policy enforcement and auditing.Address-of-RecordRepresents the long-term, device-independent identity of a service user.Bi-castingUsing two sessions to send the same data during a hand-o� to minimize thepossibility of data loss.BindingsA set of Address-of-Records contained by a user location database.Call contextA �nite state machine maintaining information about the connection state.DelayA temporal break or a period of degraded service level that a process incurs.Final responseA de�nitive response that �nalizes and eliminates a particular transaction.Flat routingEvery router has an entry towards every other router.ForkingMulticasting a received INVITE request towards multiple destinations.GroupA set of individual nodes exhibiting a remarkably degree of cohesion, inter-dependence and/or co-operation.Group cachingThe base station information obtained by scanning is stored into a database,that the whole group can avail when needed for L2 hand-o�s.Group hand-o�Performing hand-o�s for a group in such way, that the amount of signaling isless than it would be if each node performed hand-o�s separately.Group mobilityPredicting the movement and forecasting the future need for channel resourcesfor groups in place of individual nodes.Hand-o�A process of transferring an ongoing data session from one AP/BS to another.Hierarchical routingRouting based on hierarchical topology, where clusters at lower layers havea representative at higher layers.Informational responseSee Provisional response.Inter-domainHappening over the borders of di�erent network domains.Intra-domainHappening within a single network domain.JitterMarko Repo: Master's Thesis (2008) 86



Key terminology in alphabetical order GLOSSARYFluctuations in receiver-experienced packet arrival times.LatencySee Delay.Lawful interceptionPolicy-keeping or law-enforcing authorities have the possibility to transparentlymonitor and "eavesdrop" the speci�ed network tra�c.Logical addressA network level identi�er corresponding to a particular user group, applied inHierarchical State Routing.Logical subnetA group consisting of network participants performing a particular task.Macro mobilityMobility occuring between network domains or Administrative Domains, sothat network address renewal is needed.Maximum Segment SizeThe amount of data bytes that can be sent in a single, unfragmented packet.Data pieces larger than this need to be divided in multiple packets.Media tra�cThe payload user data; consisting of voice, video and data tra�c.Mid-call mobilityThe hand-o� is needed during an established session.Micro mobilityMobility occuring between subnets, within a single network domain.Mission-criticalRefers to factors crucial for the success of the project, where an extreme levelof reliability required.Mobile SIPThe proposed extensions to make SIP support terminal mobility capabilities.PARSee Predictive Address Reservation.Predictive Address ReservationA process where a mobile node acquires a new network address proactively,before the actual link level hand-o� occurs.Pre-call mobilityPrior-to-call mobility, the mobile node updates its location to the home registrarwhile on move.Provisional responseIntermediary responses used for indicating the progress of transactions.QoSQuality of Service. Guaranteeing a certain level of performance for a given data�ow. Also, the overall user perceived service performance.Reference pointA point of reference, related to which the group motion occurs.Marko Repo: Master's Thesis (2008) 87



Key terminology in alphabetical order GLOSSARYRequestA message type initiated by a client to trigger some network functionality.ResponseAmessage initiated by a server as an answer or acknowledgment for an incomingRequest.Seamless hand-o�A hand-o� which maintains the current session without degradation in theexperienced QoS.Seamless mobilityThe ability to move between subnets or network domains without degradationin the experienced QoS.Sequential forkingThe most preferred contact address will be tried �rst, in decreasing order.Service mobilityThe user can access the same set of services with unaltered pro�les, regardlessof his/hers location in the network.Serving BSThe AP/BS currently having the control of a session, releasing the connectionduring a hand-o�.Session mobilityThe user may change network devices during a session, without the sessionbeing interrupted.SigCompSignaling compression aiming to improve signaling e�ciency by removing theunnecessary redundancy.SignalingUsing electronic signals to indicate or alter the state of communication,exchanging information relevant to the functions of the network.Stateful proxyA SIP network entity with an ability to maintain call contexts.Stateless proxyA SIP network entity without a functional transaction user layer; unable tomaintain call contexts.Target BSA network which gains the control of a session as a result of a hand-o�.Terminal mobilityA network is able to maintain the established session, regardless of the nodemoving between neighboring networks.Trapezoid routinga typical phenomenon in SIP networks, the signaling and the payload tra�ctake di�erent paths.Triangular routingThe up-/downlink tra�c is asymmetric; the incoming and outgoing tra�cMarko Repo: Master's Thesis (2008) 88



Key terminology in alphabetical order GLOSSARYtake di�erent paths.Uniform Resource Identi�erA strings of characters, identifying uniquely a network user or a resource.Universal mobilityRefers to the terminal, user, service and session mobility types together.User mobilityThe user is able to retain his/hers identity while moving around the network.Virtual tunnelA route between group participants known by a HSR clusterhead entity.
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