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Speech is a compound that consists of a sequence of syllables. Ultimately, it can
be seen as a simple time series. In speech comprehension this physical repre-
sentation is robustly linked to its meaning. Auditory processing in the human
brain is organized into parallel streams, each stream containing hierarchical
structures presumably specialized in a distinct part of this process. In the present
study, activation in the cortex was studied during listening to speech of varying
intelligibility, under varying levels of attention and past experience.

The auditory evoked field (P1m, N1m, P2m and sustained field SF), elicited
during the presentation of complete Finnish sentences, was studied using mag-
netoencephalography. Controlled reduction of intelligibility was achieved by
reducing the number of bits to represent the signal samples. Contribution of
memory-related processes was studied using consecutive presentations of degraded
and good-quality sentences.

As a result of stimulus degradation, the amplitudes of the P1m, N1m, P2m and
SF increased, while the latencies of the N1m and P2m decreased. These effects
were bihemispheric and localized to the vicinity of the auditory cortex. The de-
graded sentences were better understood after listening to the original ones. In
the passive condition, this resulted in increased activation within the inferior pari-
etal regions during the P1m, within the right-hemispheric central superior parietal
region during the N1m, and within the central and anterior superior temporal re-
gions (AST) and the posterior inferior temporal region during the P2m. Higher
activation within the AST was further linked to stimulus intelligibility. Atten-
tion was associated with increase of SF amplitude and lower activation within the
central and posterior superior parietal and the central inferior temporal region.

Keywords: attention, auditory cortex, auditory evoked response, comprehensi-
bility, human, magnetoencephalography, memory, N1m, P1m, P2m,
speech, sustained field
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Elektroniikan, tietoliikenteen ja automaation tiedekunta
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Puhe muodostuu peräkkäisten äänteiden erilaisista yhdistelmistä. Pohjimmiltaan
sen voidaan ajatella muodostavan yksinkertaisen aikasarjan, joka kuunneltaessa
yhdistetään vankasti sen merkitykseen. Tämän tapahtumasarjan on osoitettu
olevan aivoissa jakautunut useisiin erikoistuneisiin peräkkäisiin ja rinnakkaisiin
osioihin. Tässä tutkimuksessa tarkasteltiin kuinka puheen ymmärrettävyys,
siihen kohdistettu tarkkaavaisuus sekä aiempi kokemus heikkolaatuisen puheen
sisällöstä vaikuttavat aivokuoressa tapahtuvaan aktivaatioon.

Lauseiden kuuntelun aiheuttamaa kuuloherätevastetta (P1m, N1m, P2m ja SF)
tutkittiin käyttäen avuksi magnetoenkefalografiaa. Lauseiden laatua heiken-
nettiin alentamalla ääninäytteissä käytettävien kvantisointitasojen lukumäärää.
Muistiperäisten toimintojen osallisuutta tarkasteltiin vertailemalla heikkolaatuis-
ten lauseiden aiheuttamaa aktivaatiota kun aiempaa kokemusta niiden sisällöstä
ei ollut sekä kun ne olivat sisältönsä puolesta tuttuja.

Laadun heikennys johti molempien aivopuoliskojen kuuloaivokuorelta mitattujen
P1m, N1m ja P2m vasteiden amplitudien kasvuun ja N1m ja P2m vasteiden viivei-
den laskuun. Aiemman kokemuksen myötä heikkolaatuiset lauseet ymmärrettiin
paremmin kuin alun perin, mikä johti muutoksiin aktivaatiossa passiivisen kuun-
telun aikana. Aktivaatio lisääntyi P1m vasteen aikana päänlaenlohkon alaosissa,
N1m vasteen aikana oikean puoleisen ylemmän päänlaenlohkon keskiosassa ja P2m
vasteen aikana alemman ohimolohkon takaosassa ja ylemmän ohimolohkon keski-
ja etuosissa. Viimeiseksi mainitun alueen korkeampi aktivaatio näyttää liittyvän
lisäksi lauseiden ymmärrettävyyteen. Tarkkaavaisuus johti kuuloaivokuorelta mi-
tatun SF vasteen amplitudin kasvuun ja alhaisempaan aktivaatioon alemman ohi-
molohkon keskiosassa ja ylemmän päänlaenlohkon keski- ja takasosissa.

Avainsanat: ihminen, kuuloaivokuori, kuuloherätevaste, magnetoenkefalografia,
muisti, N1m, P1m, P2m, puhe, sustained field, tarkkaavaisuus,
ymmärrettävyys
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2000) are calculated by using the standard deviation computed from the noise-only
covariance, sLORETA (standardized low resolution brain electromagnetic tomogra-
phy, Pascual-Marqui 2002) is a method employing the standard deviation calculated
from the data covariance (Pantazis & Leahy 2010, p. 254-255). It has been shown
that theoretically the sLORETA produces a zero location error (Pascual-Marqui
2002), making it preferable over dSPM. However, in realistic noise conditions the
difference between the methods has been characterized as being less dramatic than
claimed (Hämäläinen et al. 2010). The differences between estimates produced by
the methods are illustrated in Figure 2.

Figure 2: Estimates produced by the different methods visualized on the inflated surface of
an average brain. Pictures show N1 response grand-averaged over the subjects. The data
used for the simulation was obtained from the present study. The images were produced
by averaging a 40-ms time window around the estimates of each subject’s responses. The
noise-normalized MNE was produced by displaying only those MNE voxels that have a
value over 50 % of the maximum value in the sLORETA estimate. The scalings are set to
show the maximum values of each type of estimate.

2.2.7 Interpreting the results of the minimum-norm estimates

Even though the point-spread function of the noise-normalized estimates (dSPM and
sLORETA) is more uniform in space than that of MNE (Hämäläinen et al. 2010, p.
194), it should be noted that the roles of the MNE and the noise-normalized esti-
mates are different. MNE provides an estimate of the current amplitude in physical
units while the noise-normalized distributions are test statistics to be used as sig-
nificance measures. Therefore, ideally the estimates should be used in combination,
using the statistical significance map to delineate the regions of activity with high
signal-to-noise ratio and consulting MNE for the true current amplitudes in those
areas (Hämäläinen 2007, Hämäläinen et al. 2010).

To present the results as graphics, thresholding the displayed values is necessary.
For the threshold value, which is used to crop the areas, it seems a common consen-
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sus has not yet been reached. Employing sLORETA, Wagner et al. (2004) set the
threshold at 50 % of the maximum value of the significance map. When locating
regions of interests (ROIs), Dammers et al. (2007) used a threshold of 80 % of the
maximal activity. Nummenmaa et al. (2007) remarked that the thresholding prob-
lem is relevant with all distributed inverse methods such as dSPM and sLORETA
in which the prior variance is assumed to be uniform across the cortex such as the
dSPM and the sLORETA. However, also they settled in setting the threshold ”some-
what arbitrarily” to either display only a certain number of most relevant source
locations or to include only sources which were above some percentage of the largest
source amplitude (Nummenmaa et al. 2007). Halgren et al. (2002) applied dSPMs
to create more focal representations from MNE estimates. However also this time,
Jensen & Hesse (2010, p. 176) commented that the threshold applied in the study
was somewhat arbitrary.

Gross et al. (2010) emphasize that it is important to understand the limitations
of the methods especially when interpreting the results - most localization techniques
cannot be reliably used to estimate the extent of an activated brain area. Even in the
case of sophisticated statistical thresholding, the resulting area is often more related
to some properties of the data such as signal-to-noise ratio than to the extent of
the actual activation. (Gross et al. 2010). It should be noted that the quest for
a perfect threshold value is actually not very valuable since the validation of the
results should, as suggested by Hämäläinen (2007), be performed using the original
MNE values.
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2.3 Aims of the study

A known property of speech perception is its resilience to distortion. Humans are
able to construct logical interpretations of signal which would be impossible to deci-
pher with a computational algorithm. Instead of relying only on the acoustic features
heard, one can assume that in humans this process is intertwined with memory -
understanding a distorted stimulus requires knowing what to expect. If an initially
incomprehensible degraded sentence was preceded by its intact correspondent, the
degraded sentence should, anticipatedly, be better understood by the subject. Thus,
if the subject first listened to a degraded sentence, then to its intact version, and
finally to the very same degraded sentence again, the latter presentation of the de-
graded sentence would be physically identical to the first presentation while only
the latter one would be comprehensible. This opens up an attractive possibility to
study the underlying the memory-related processes and the effects of comprehensi-
bility without altering the stimulus in any way.

The objectives of this study were to examine: (1) How does speech degradation
itself affect the elicited cortical activation? (2) How does a priori information on
the sentences affect activation and more specifically, to which region of the cortex
are the memory-related processes localized? (3) In what way is attention involved
in this process? The hypotheses for the current study were:

(a) The degraded sentences are initally difficult to comprehend.

(b) Listening to the intact sentences prior to the degraded sentences will contribute
to understanding the degraded sentences.

(c) This contribution is introduced by memory-related processes and is reflected
in the cortical activation.

Hypotheses (a) and (b) were futher tested with both subjective and objective mea-
sures.
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3 Methods

3.1 MEG registrations

3.1.1 Auditory stimuli

The stimuli of the study were generated from Finnish sentences spoken by a native
female speaker. The speaker produced altogether 84 sentences whose length varied
from six to seven words and from 3 to 4.4 seconds. The structure of the sentences
is presented in Figure 3. The sentences were constructed from three parts, each
sentence representing a unique combination of the parts. The recordings of the data
took place in the anechoic chamber of the Department of Signal Processing and
Acoustics at Aalto University by utilizing a condenser microphone (Bruel&Kjaer
4188) and an AD-converter with a resolution of 16 bits and a sampling frequency of
22050 Hz. All the signals were high-pass filtered with a 6th order Butterworth filter
(cut-off frequency at 60 Hz) to remove any low frequency fluctuation picked up by
the microphone.

Figure 3: Structure of the sentences. Altogether 84 sentences beginning with either /aa/,
/oo/ or /uu/ were generated.

In order to intentionally vary the perceptual quality of the spoken sentences,
the data were processed with uniform scalar quantization (USQ, Cattermole, 1969).
Controlled reduction of sound quality was achieved by decreasing the number of bits
used in USQ from 16 to 1 bits. This resulted in two categories of sentences: natural
sounding (16 bit) and degraded (1 bit). Before processing the signals with USQ,
the maximum absolute signal value in the entire data set was identified. With this
value, the signals were scaled so that the maximum absolute value corresponded
to the largest positive level in the 16 bit scale (i.e. 32767). The amplitude scale
adjusted in this manner was then used for all the sentences.

3.1.2 Experimental design

The experiment was designed to study the effects of three factors: sound degrada-
tion, attention and learning. These goals were achieved by taking advantage of the
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lexical meaning of the sentences and the controlled reduction of sound quality pro-
vided by the USQ method. To study the effects of attention, both attentive active
condition and passive ignore condition were used. To observe the effects of learning,
consecutive presentations of reduced quality and good quality sentences were used.

The experimental design is illustrated in Figure 4. The experiment comprised of
six sessions divided into active and passive parts (sessions 1-3 and 4-6 respectively).
The active and passive parts were each further divided into three stimulus blocks,
in which the first and third block consisted of the 1-bit-sentences, degraded using
USQ and the intervening second block of good quality sentences (16-bit USQ). Each
block comprised 120 sentences, selected from the 84 different ones, so that there was
an equal amount of sentences starting with syllables /aa/, /oo/ and /uu/ (40 each).

During the first presentation of the degraded sentences (session 1), the subjects
were expected to not understand the presented sentences, whereas due to the experi-
ence gained while listening the good-quality sounds, during the second presentation
(session 3) the degraded sentences were expected to be better recognized. During
the active listening condition (sessions 1 - 3) the ability of the subjects to understand
the sentences was tested with both subjective and objective measures obtained from
answers between sentences and questionnaires carried out between sessions. During
the active condition, the trials consisted of a fixation cross, followed by an auditory
stimulus (1 second interval), after which a question screen, inquiring whether the
sentence was understood or not, was displayed. The passive condition comprised
the same stimuli as the active condition. However, the participants were instructed
to watch a silent movie of their choice while ignoring the auditory stimuli.

Figure 4: Experimental design. The experiment consisted of an active condition (sessions
1 - 3) and a passive condition (sessions 4 - 6). During the active condition, the ability of
the subjects to comprehend the sentences was tested with questions.
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3.1.3 Data acquisition

Ten right-handed volunteers (9 females, 1 male) participated in the study with
informed consent. All of the participants were native Finnish speakers. The exper-
iment was carried out in a magnetically shielded room at the Biomag Laboratory
at Helsinki University Central Hospital. Auditory evoked fields were recorded using
a 306-channel whole-head MEG system (Vectorview, Elekta Neuromag), the chan-
nels comprising 102 sensor elements, each containing one magnetometer and two
orthogonally aligned gradiometers. The measured signals were sampled 600 times
per second and low-pass filtered online with a cut-off frequency of 172 Hz. Addi-
tionally, for artifact rejection, the subject’s eye movements were monitored using
two pairs of EOG (Electrooculography) channels, one electrode pair set to measure
horizontal and another vertical motion. In order to monitor head position, four head
position indicator (HPI) coils were placed on the forehead and on the mastoids of
the subject and localized within the MEG helmet using an Isotrak digitizer before
the beginning of the first session. During the experiment, the subject was expected
to remain sufficiently stationary. The auditory stimulus was presented binaurally
through a pair of plastic tubes. The MEG signal was time-locked to the beginning of
the auditory stimuli. The subjective questions, concerning the understanding of the
stimuli, were presented visually and the answers inputted using two buttons placed
under the index fingers, the left one implying a ’no’ and the right one a ’yes’ answer.

3.2 Data processing

3.2.1 Offline preprocessing

To identify recording artifacts and channels with noticeably lower signal-to-noise
ratio (SNR), the recorded data was first visually inspected. Artifact-contaminated
channels were omitted from later processing. After this, to suppress magnetic noise,
spatio-temporal signal-space separation (Maxwell filtering with temporal extension)
was performed for the data using Elekta Neuromag MaxFilter 2.0 software.

After spatiotemporal signal-space separation, two data sets with different fil-
tering and averaging parameters were extracted from the data - one to study the
transient responses, the P1, the N1 and the P2, and the other to study the com-
plete AEF. The data for the analysis of the transient responses was filtered using
a band-pass filter with a lower cutoff frequency of 2Hz (half-amplitude point) and
an upper cutoff frequency of 30Hz. The finite impulse response (FIR) filter had a
zero phase shift and transition band widths of 5Hz. For the analysis of the complete
field, only low-pass filtering was performed. The filter had same characteristics as
the low-pass filter used to process the previous data set.

After filtering, the data sets were corrected using a 100 ms pre-stimulus baseline.
For averaging, the epochs were time locked to the beginning of the first word of the
sentence using information recorded on the trigger channel. Epochs in which the
peak-to-peak amplitude recorded using any of the gradiometer channels exceeded
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2000 fT/cm were omitted from the average. For both of the EOG channel pairs,
monitoring subjects’ eye movements, the rejection threshold was 150 µV. For the
analysis of the transient responses, to maximize the amount of artifact free epochs,
the epochs were extracted using a 500 ms window. For the analysis of the complete
auditory evoked field, a window of 3000 ms post-stimulus was used.

Due to an excessive amount of artifacts related to eye activity and a weak SNR,
the data for one subjects was discarded from all further analyses. In addition,
the data for one subject had to be omitted from the analysis of the SF due to
an insufficient amount of averaged samples (i.e., 11 averaged epochs per session
compared to an average of 81 epochs per session for the other subjects).

3.2.2 Latency and amplitude

The latencies and amplitudes of the transient responses were studied using ampli-
tude values derived from the averaged gradiometer data. To maintain focus on the
auditory areas of the brain, this was done by using a pair of gradiometers exhibiting
the most prominent N1m response within 140 ms after stimulus onset. In order to
perform the search, gradient amplitude distributions were calculated for the prepro-
cessed and averaged data sets using equation 1 (p. 13). The analysis was carried
out separately for each session, subject, and hemisphere and performed using Math-
Works Matlab R2009b software.

The peaks of N1m, P1m and P2m responses were obtained using a semi-automatic
approach. The peaks were located for each response by selecting a single time point
with the highest local maximum within an expected time range. The P1m was
expected to be found within 30 - 80 ms, the N1m within 90 - 140 ms and the
P2m within 150 - 250 ms after stimulus onset. In cases where the peaks of re-
sponses proved to be difficult to locate, the gradiometer data was used to support
the selection. Providing information on the direction of the field, the corresponding
gradiometer channels proved to be helpful in selecting the time points in unclear
cases. If a local maximum was not found within the expected latency in the calcu-
lated gradient amplitude, the data from the individual gradiometers was manually
searched for prominent extreme values within the same time range.

3.2.3 Source localization

The magnetometer channels, being sensitive to homogenous fields often caused by
distant noise sources (Hämäläinen & Hari 2002, p. 233), were discarded from the
source analysis. Subsets of 44 gradiometer channels centered around the left and
the right auditory cortices were used. The same selection has also previously been
used to delimit the number of channels used for source modeling (see e.g. Huoti-
lainen 1997, Miettinen et al. 2010, Liikkanen et al. 2007, Aho 2010). This kind of
selection is large enough to produce unbiased estimates of the source locations in
each auditory cortex, while containing no contribution from the opposite hemisphere.
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To study the source locations of the found transient responses, single ECDs
were fitted to the averaged data sets using Elekta Neuromag xfit Source Modeling
Software v5.5. For modeling the conductivity of the head, a spherically symmetric
model was used. Due to differences in the sizes and shapes of the subjects’ heads,
an accurately defined head position is essential for performing reliable dipole fitting.
Before the first session, the head position of each subject was estimated with the
help of points digitized from the head surface. Prior to ECD modeling, a sphere was
fitted to these points in order to estimate the radius and the location of the origin
of the sphere model. The coordinate system used in ECD modeling is defined in
Figure 5. The x-axis passes through the two preauricular points and has a direction
from left to right, y-axis passes through the nasion and points to the front. The
z-axis points upwards.

A common approach is to fit dipoles sequentially, at short intervals within the ex-
pected time range of the response and to choose the dipole that results in the largest
absolute dipole moment and an appropriate orientation of the dipole moment vector
(e.g. Miettinen et al. 2010, Liikkanen et al. 2007, Alho 2010). However, in some
cases, such as inadequate SNR, this kind of approach may prove unfeasible due to
problems in identifying clear local maxima from the resulting absolute dipole mo-
ment values, inevitably leading to discarding a part of data from the analysis. A
more robust solution is to use pre-existing information on the response latencies. In
the current analyses, the dipoles were fitted at the peak latencies of the P1m, the
N1m and the P2m responses (see 3.2.2), for each hemisphere separately.

Figure 5: Coordinate system and anatomical terms of locations as used in ECD modeling.
The x-axis passed through the two preauricular points and had a direction from left to
right, y-axis passed through the nasion and pointed to the front. The z-axis pointed
upwards.
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3.2.4 The mean amplitude of the sustained field

After filtering and averaging, two time intervals could be distinguished in the SF
of the AEF waveform (see Figure 16, page 36). The SF began as a large negative
deflection that started at approximately 300 ms, reached its peak between 500 - 700
ms and ended at around 1000 ms after stimulus onset. For the rest of the stimulus
duration, the amplitude of the SF remained relatively static.

As the nature of sustained response is not clear and it is thus difficult to identify
the components of which the responses consist of, a recommended approach is to
take a simple mean amplitude measurement over the waveform over a defined time
interval (Picton et al. 2000). Thereby, mean amplitudes (Gp) were calculated over
the two intervals of 300 - 1000 ms and 1000 - 3000 ms using equation 3:

Gp =
1

t1 − t0

t1∑
t=t0

√
∂Bz

∂x
(t)

2

+
∂Bz

∂y
(t)

2

, (3)

where ∂Bz

∂x
and ∂Bz

∂y
denote the two orthogonal derivatives of the field components

normal to the sensor surfaces and t0 and t1 the interval limits. The analysis was
carried out separately for each hemisphere using the previously selected gradiometers
displaying the highest N1m response amplitude. Calculations were made using the
low-pass filtered data.

3.2.5 Current distribution estimates

To study activation spread in cortex, noise-normalized MNEs were calculated us-
ing the low-pass filtered data sets with the MNE Software (v2.7, Matti Hämäläinen).
Noise-covariance matrices were calculated using the individual epochs of the Maxwell-
filtered raw data files. Only the baseline period of 100 ms pre-stimulus was employed
to the calculations. The forward solutions and the inverse operators were calculated
for each session separately. For this purpose, a boundary-element model computed
using average head and skull surface reconstructions (fsaverage) provided with the
MNE software was used. Due to the average surface used, no orientation constraints
were applied. Two different estimates, MNE and sLORETA, were calculated at in-
tervals of 5 ms using the averaged datasets of each subject individually. To study
the differences in current distribution during the transient responses in different
conditions, both of the estimates were further averaged over 40-ms time windows,
centered around the peaks of the responses. The latencies for these peaks, sepa-
rately for each hemisphere of each subject, were obtained from previous analyses
of transient responses (see 3.2.2). The two distinguishable periods of the SF were
averaged in a similar fashion, however by using fixed time windows of 300 - 1000 ms
for the early part and 1000 - 3000 ms for the late part of the SF. Finally, in order to
perform noise-normalization, the calculated MNE estimates were delineated using
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the values in the sLORETA estimates. The threshold value was set to 50 % of the
maximum value of each estimate separately. The averaging was performed using
Matlab software and the results were visualized using MNE software.

3.2.6 Region of interest analysis

To study the effects of attention and stimulus degradation on the cortical current
distribution during the transient responses and the SF, the left- and the right-
hemispheric cortices were each divided into 12 separate regions of interest (ROIs),
six regions covering the temporal and six regions covering the parietal areas of the
cortex. The regions were labeled according to their physical location: anterior,
central or posterior and inferior or superior temporal/parietal region. The ROIs
used for the analysis are illustrated in Figure 6. The mean current was calculated for
each ROI using the MNE averages already calculated over the 40-ms time windows
around the P1m, N1m and P2m peaks and over the two time periods of the SF.
Since MNEs contain information on the current at each voxel of the cortical surface,
the mean currents were obtained by calculating an average over all of the voxels
belonging to each ROI. As suggested by Hämäläinen (2007), the MNE values were
extracted from to original MNEs without noise-normalization. The labels for the
ROIs were selected by hand using MNE software and the calculations were further
done using Matlab software.

Figure 6: The regions of interest used for calculating the mean currents. The regions were
labeled according to their physical locations. The first letter of the abbreviations refer
to anterior/central/posterior, the second letter to inferior/superior and the third letter to
parietal/temporal region

3.2.7 Statistical confirmation

The effects of the independent variables on the latencies, amplitudes, source loca-
tion coordinates, mean amplitudes, and mean currents were studied using three-way
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repeated-measures analysis of variance (ANOVA). The studied factors were hemi-
sphere (left vs. right), attention (active vs. passive listening condition), and stimulus
degradation (1 bit 1st presentation vs. 16 bit vs. 1 bit 2nd presentation). For all of
the statistically significant results, Newman-Keuls post-hoc tests were performed.
The calculations were done using Statistica software (v7.1, StatSoft).
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4 Results

4.1 Identification accuracy

During the experiment, the subjects were first presented with sentences of degraded
sound quality, followed by the same set of sentences in good sound quality. Finally,
the subjects heard again the set of degraded sentences. According to hypothesis (b),
during the second presentation, the participants would understand the degraded sen-
tences better. This was tested during the active condition with questions in between
the sentences. The identification percentage, that is, the proportion of sentences the
subject reported having completely understood, rose significantly between the first
and the second presentation of the degraded sentences for all of the subjects (see
Figure 7). The mean identification percentages over the subjects were for the first
and the second presentation 30.2 % (SEM: ± 7.6 %) and 78.9 % (± 3.7 %) respec-
tively, indicating a remarkable increase of 48.7 percentage points (F[1, 7] = 43.26,
p < 0.0005). In the case of the good quality sentences, the mean identification
percentage was 94.8 % (± 0.9 %).

Figure 7: Mean identification percentage during the active listening condition. Error bars
indicate standard error of the mean (SEM).

4.2 MEG observations

4.2.1 Amplitude and latency of the transient response

The P1m, N1m and P2m responses, elicited at the beginning of each sentence,
were clearly observable in the waveforms of the auditory evoked fields, the P1m
peaking on average at 66.3 ms, the N1m at 117.9 ms, and the P2m at 181.2 ms.
The P1m had a mean amplitude of 21.9 fT/cm, the N1m 55.1 fT/cm and the P2m
31.3 fT/cm. Figure 8 shows the beginning part of the grand-averaged AEFs from
the left- and right-hemispheric gradiometer channels displaying the maximum N1m
response amplitudes. For the complete AEF, see Figure 16 on page 36. The mean
amplitudes and the latencies of the P1m, N1m and P2m in the different conditions
and stimulus types are shown in Figures 9, 10 and 11 respectively.
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Figure 8: The grand-averaged waveforms of the transient responses in the different condi-
tions for the left- and right-hemispheric gradiometer channels exhibiting the most promi-
nent N1m responses (MEG 0242 and MEG 1332). The solid lines represent the response to
the sentences during active and the dotted lines during passive listening. The amplitudes
of the P1m, N1m and P2m increased and the latencies of the N1m and P2m dramatically
decreased as an effect of stimulus degradation (green vs. dark lines). The latencies were
affected more in the right hemisphere (green lines, the upper vs. the lower part of the
figure). Also notice the difference in amplitude between the right-hemispheric P2m re-
sponses during the first and the second presentation of the degraded sentences (black vs.
blue lines). Before averaging, the epochs were baseline corrected (100 ms pre-stimulus)
and band-pass filtered (2-30Hz).


