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Chapter 1

Introduction

The exponential growth of computing power during the past few decades has made
21st century science increasingly data-intensive. This is especially true for the field
of high energy physics, where the scientist working at CERN, the European Orga-
nization for Nuclear Research, analyze annually some 15 petabytes of data recorded
at the world’s most powerful particle accelerator, the Large Hadron Collider (LHC).
The study of these massive amounts of data is hoped to shed light on some the biggest
mysteries of the Universe, such as the origin of mass, the nature of the mysterious
dark matter or the apparent asymmetry between ordinary matter and antimatter.
Apart from the obvious computational challenges related to the sheer size of the
data set, the complex internal structure of the LHC data requires scientists to use
complicated statistical techniques ranging from state-of-the-art multivariate classi-
fiers to advanced statistical hypothesis testing to ensure the correct analysis and
interpretation of these data. Moreover, these unprecedented statistical challenges
make LHC data analysis a fertile ground for innovation on novel statistical data
analysis methods.

This thesis studies a particular data analysis task, called the unfolding problem
[13, 6, 41], encountered in the analysis of data produced by the LHC. Namely,
the observations recorded with any real-world particle detector are always subject
to undesired experimental effects, such as limited detector resolution, noise and
detection inefficiencies. The observation of such distorted collision events instead of
the desired true events is called smearing or folding of the data and often results
in broadening of the physical spectra measured by the LHC experiments. Unfolding
then refers to using the smeared observations to infer the true physical distribution
of the events.

In high energy physics, probability distributions are, for practical reasons, often
discretized using histograms. In this case, smearing of the true physical histogram x,
where x is a vector containing the bin counts of the histogram, can be understood as
stochastic migration of events to their neighboring bins due to the noise in the detec-
tor. As a result of these migrations, we then actually observe the smeared histogram
denoted by y. An illustration of the effect of such smearing on the observations is
shown in Figure 1.1 for a two-component Gaussian mixture model. Here, each ob-
servation constituting the true histogram x is smeared by additive Gaussian white
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Figure 1.1: Illustration of smearing of a two-component Gaussian mixture model by a
convolution operator. The peaks of the true histogram shown in Figure (a) are less promi-
nent in the smeared histogram of Figure (b). The goal of unfolding is, roughly speaking,
to recover the true histogram of Figure (a) given the observed smeared histogram of Fig-
ure (b).

noise which represents one of the simplest special cases of smearing encountered in
experimental high energy physics.

In addition to smearing, there is another stochastic component in these obser-
vations. Namely, it follows from the laws of physics that the total number of ob-
servations in the histograms is Poisson distributed. As a result, all the bins of both
the true histogram x and the smeared histogram y are Poisson distributed with bin
means λ and µ, respectively. We then assume that we can model the smearing by
relating the bin means via µ = Kλ, where K a known smearing matrix. Here the
(i, j)th element of K corresponds to the probability of observing an event in the
ith bin of the smeared histogram given that it originates from the jth bin of the
true histogram. The task in unfolding is then to use the observed smeared Poisson
counts y to infer the Poisson means λ of the true histogram. As such, the high
energy physics unfolding problem is related to deconvolution in optics and image
reconstruction in medical imaging where the data are often also assumed to follow
a Poisson distribution.

There are at least three reasons why it would be desirable to unfold the mea-
surements. Firstly, publication of a non-fundamental smeared histogram is obviously
intellectually dissatisfying if it was possible to publish an estimate of the true phys-
ical distribution of events. Secondly, unfolding enables comparison of measurements
of two different experiments with different experimental resolutions, and thirdly, the
unfolded histograms can be directly compared with theoretical predictions. This is
especially valuable when a theorist comes up with a new physical theory many years
from now and wants to compare his predictions with previously published measure-
ments. Nevertheless, it should be noted that many measurements in high energy
physics can be carried out using the smeared observations in which case most of the
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complications discussed in this thesis can be avoided altogether.
The main problem with unfolding is that it is a challenging statistical inverse

problem [31, 21, 20, 2]. In the discrete case, this means that the smearing matrix
K is ill-conditioned in the sense that the solution of the linear system of equations
µ = Kλ is extremely sensitive to the value of µ which has to be inferred from
the observations y. Another way of putting this is to say that the (generalized)
inverse of the smearing matrix corresponds to a nearly discontinuous linear map,
which means that any noise in the observations might be amplified arbitrarily by
the inversion. Because of the Poisson fluctuations, such noise is always present in
our data and hence straightforward usage of the inverse to unfold the distribution
often leads to completely unacceptable solutions. Luckily, this problem can be dealt
with by injecting additional outside information into the problem, which is called
regularization of the solution.

Due to the mathematical and statistical challenges involved, unfolding has caused
a lot of confusion and controversy among the high energy physics community. Tra-
ditionally, the problem is solved by what is called bin-by-bin correction factors. This
means that we use a Monte Carlo (MC) generator to estimate the mean λMC of the
true histograms as well as the mean µMC of the smeared histogram. The multiplica-
tive factor between each bin of the two Ci = λMC

i /µMC
i is then used to correct the

observed histogram y to the truth-level. Hence, the scaled values λ̂i = Ciyi are used
as an estimator of λ. The problem with this approach is that it essentially corrects
for the “efficiency” of each bin instead of the migration of events between the bins.
By doing so, the method has been shown to introduce a major bias for the MC
model used in deriving the correction factors Ci [41].

Recently, a number of methods that perform unfolding by correcting for the bin-
to-bin migrations have been proposed as an alternative to bin-by-bin corrections.
The two most widely used methods are the “Bayesian” D’Agostini iteration1 de-
scribed in [16] and the SVD method of Höcker and Kartvelishvili [28]. Nevertheless,
both theoretical and practical understanding of these techniques has remained some-
what limited. There have been concerns especially about the error estimation of the
unfolded solutions provided by these methods. Namely, it seems that in some cases
these methods can provide errors that appear to be smaller that the ones obtained
in an ideal perfect detector without any smearing.

With this background, the goals of this thesis are two-fold. Firstly, we aim at
mathematically rigorous understanding of the unfolding problem and the methods
that are currently used for finding the unfolded solution. After gaining a solid un-
derstanding about the problem at hand and the limitations of the current unfolding
methods, the second goal of this work is to determine which techniques developed
by the inverse problems and statistics communities would be the most suitable for
solving the high energy physics unfolding problem.

We begin by formulating in Chapter 2 a mathematical model for the smeared
observations using the theory of Poisson point processes. This chapter also fixes most

1For reasons explained later, the term “Bayesian” in the name of the D’Agostini iteration is
an unfortunate misnomer originating from the fact that D’Agostini used repeated application of
Bayes’ rule to derive the method.

3



of the notation used in the rest of this thesis. We also provide an alternative, more
accessible discrete model for the observations which has traditionally been used in
the relevant physics literature. Before discussing unfolding in detail, we also review
in Chapter 3 the well-understood statistical inference techniques for the Poisson
means λ in the case of direct observations without smearing.

Chapter 4 is aimed at understanding the tools provided by frequentist statistics
for solving the unfolding problem. Among other things, we study the identifiability of
the parameters of the model and then explain maximum likelihood and least squares
estimation of the unknown means λ. It is shown that the D’Agostini iteration in
fact corresponds to the famous expectation-maximization (EM) algorithm [19] for
the maximum likelihood estimator of λ. That is, there is nothing “Bayesian” about
the method. Similarly, we note that the SVD method of Höcker and Kartvelishvili is
a certain generalization of Tikhonov regularization. We also explain that the error
estimation of the frequentist unfolding techniques is challenging because of the bias
of the regularized estimators which means that the estimated standard deviations of
the estimators can no longer be used to construct approximate confidence intervals
for the solution. In fact, if the bias is ignored, it is possible to make the error bars
of the solution arbitrarily small by increasing the strength of the regularization.

Since the main problem with frequentist point estimates appears to be the charac-
terization of the error associated with the solution, we move on to Bayesian analysis
of the problem in Chapter 5. The use of Bayesian techniques in unfolding was re-
cently proposed by Choudalakis in [11]. The motivation for this is that the Bayesian
posterior provides a very natural way of estimating the uncertainty of the solution
via Bayesian credible intervals. We show that the problem can be regularized by an
appropriate choice of the prior distribution in Bayes’ theorem and that Bayesian
inference can then be carried out by using the Metropolis–Hastings algorithm to
sample from the posterior.

The problem that remains with Bayesian unfolding is that one has to find a way
of choosing the regularization strength imposed by the prior distribution, which
can have a major impact on the outcome of the unfolding procedure. In Chap-
ter 6, we propose tackling this problem using empirical Bayes techniques where the
hyperparameters of the prior are fitted to the data by maximizing their marginal
likelihood. To achieve this, we derive a variant of the EM algorithm for finding the
marginal maximum likelihood estimator of the unknown free hyperparameters. Us-
ing such frequentist point estimator of the hyperparameters enables us to choose the
optimal regularization strength objectively based on the observed data instead of
performing subjective inference inherent in fully Bayesian unfolding. Even though
empirical Bayes has been used earlier in solving especially geophysical inverse prob-
lems [42, 46], this is, to the best of our knowledge, the first time the technique has
been applied to solving the high energy physics unfolding problem. Hence, Chapter 6
represents the main novel contribution of this thesis.

Chapter 7 is devoted to computational demonstration of unfolding with a partic-
ular emphasis on empirical Bayes unfolding. The method is first used for unfolding
the Gaussian mixture model data shown in Figure 1.1 and then for unfolding a
simulated data set corresponding to the inclusive jet cross section measurement [51]
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at the Compact Muon Solenoid (CMS) experiment at the LHC. It is shown that
by using empirical Bayes unfolding, the true histogram can be recovered with high
accuracy in both of these cases, while unregularized inversion produces unsatisfac-
tory results. We discuss ways of improving the unfolding techniques presented in
this thesis in Chapter 8 before concluding with a set of general observations and
recommendations on unfolding.

The presentation of this thesis assumes a good working knowledge of the main
concepts of measure-theoretic probability theory, mathematical statistics, advanced
linear algebra (especially the singular value decomposition and Moore–Penrose pseu-
doinverse) and the mathematical theory of inverse problems. A reader unfamiliar
with these subjects is recommended to consult Appendix A where these topics are
reviewed before proceeding with the main contents of the thesis.
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Chapter 2

Formulation of the Unfolding
Problem

The aim of this chapter is to establish a connection between the smeared observa-
tions and the true histogram. Statistical inference for the resulting mathematical
model will form the basis of unfolding discussed in the rest of this thesis. We will
provide two alternative formulations for the unfolding problem. The first formula-
tion is based on indirectly observed Poisson point processes and is treated in Sec-
tion 2.1. The model is formulated for continuous intensity functions of the Poisson
processes and then discretized using histograms. We also provide a more accessible
but less general alternative formulation for the unfolding problem starting from the
discretized setting in Section 2.2.

2.1 Formulation as an Indirectly Observed Poisson
Point Process

The mathematical theory of Poisson point processes provides a natural theoretical
framework for the high energy physics unfolding problem. In this section, we formu-
late the unfolding problem in terms of an indirectly observed Poisson point process
following the treatment presented in [49]. Other standard references for measure-
theoretic introduction to Poisson point processes include [33, 17], while [14, 34]
provide a more accessible treatment of the subject.

2.1.1 Introduction to Point Processes

Let us start with the definition of a point measure. Let E be a state space repre-
senting the space of our physical observables of interest. In this work, we require
E to be a Borel set of the d-dimensional real space Rd, although the theory is ap-
plicable in more general spaces as well. Let BE be the Borel σ-algebra on E and
{xi ∈ E : i ∈ I}, for some index set I, be a set of points in E. A point measure is
then defined as the measure which counts the number of these points belonging to
a Borel set B ∈ BE.

6



Definition 2.1. A point measure is the discrete measure

ξ : BE → N0, B 7→ ξ(B) =
∑

i∈I

δxi
(B),

where δx(B) = 1B(x) is the Dirac measure of the set B ∈ BE at x ∈ E. The set of
all such measures is denoted by Ξ(E).

A point process is a random point measure, that is, a measurable mapping from
an underlying probability space (Ω,F , P ) to the space of point measures Ξ(E).

Definition 2.2. A point process M : Ω→ Ξ(E) is a point measure valued random
element.

Hence, the value M(B), B ∈ BE, is a random integer counting the number of
points xi contained in B. In our case, this corresponds to the number of events seen
in the particle detector with the numerical values of the observables in B. To see
how to define a σ-algebra in the space of point measures, which is required to check
the measurability of M , we refer the reader to [49, Section 1.1].

We are often interested in the expected number of points in a given Borel set.
This information is given by the mean measure of the point process of interest.

Definition 2.3. The mean measure λ : BE → R+ of a point process M is defined
by the expectations

λ(B) = E[M(B)], B ∈ BE.

One can easily show that the mean measure is indeed a measure. In what follows,
we often assume that the mean measure λ is absolutely continuous and hence, by
the Radon–Nikodym theorem, we have

λ(B) =

ˆ
B

f(x) dx, ∀B ∈ BE,

where the almost everywhere unique density f : E → [0,+∞) is called the intensity
function of the mean measure λ.

The following theorem can be used to check the distributional equivalence of two
point processes.

Theorem 2.4. Let M1 and M2 be point processes on state space E. Then the fol-
lowing two are equivalent:

(i) M1
d
= M2.

(ii) For every finite collection of pairwise disjoint sets B1, . . . , Bn ∈ BE:
[
M1(B1), . . . ,M1(Bn)

] d
=
[
M2(B1), . . . ,M2(Bn)

]
.

Proof. See Theorem 1.1.1 and Criterion 1.1.2 in [49].
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2.1.2 Poisson Point Processes

We now proceed to give the definition of a Poisson point process.

Definition 2.5. Let λ be a finite measure. Then the point process M : Ω→ Ξ(E)
is a Poisson point process if

(i) M(B) ∼ Poisson(λ(B)) for all B ∈ BE and

(ii) M(B1), . . . ,M(Bn) are independent for all pairwise disjoint sets
B1, . . . , Bn ∈ BE.

A Poisson point process, or a Poisson process for short, is hence a point process
where the number of observed points M(B) on any Borel set B ∈ BE follows a
Poisson distribution. Since E[M(B)] = λ(B), the measure λ in the definition is also
the mean measure of the Poisson process. According to the following theorem, it
uniquely determines the distribution of a Poisson process.

Theorem 2.6. Poisson point processes with equal finite mean measures λ are equal
in distribution.

Proof. Let M1 and M2 be Poisson point processes with mean measure λ. Then it
follows from Definition 2.5 that for disjoint sets B1, . . . , Bn ∈ BE, we have

[
M1(B1), . . . ,M1(Bn)

] d
=
[
M2(B1), . . . ,M2(Bn)

]
.

Hence, by Theorem 2.4, we have M1
d
= M2.

Let us note that such a result does not hold for general point processes. The-
orem 2.6 is important because it tells us that we can use the mean measure λ, or
its intensity function f , to characterize a Poisson process. When the intensity is
constant, i.e., f(x) ≡ C, C ≥ 0, we call the Poisson process homogeneous. When
this is not the case, we talk about inhomogeneous Poisson processes.

The following theorem establishes a convenient, explicit representation for a Pois-
son process.

Theorem 2.7. Let λ be a finite measure with λ(E) > 0 and let

M =
τ∑

i=1

δXi
(2.1)

be a point process, where τ,X1,X2, . . . are independent random variables with τ ∼
Poisson(λ(E)) and the points X1,X2, . . . ∈ E are identically distributed with distri-
bution PXi

(B) = PX(B) = λ(B)/λ(E), B ∈ BE. Then M is a Poisson point process
with mean measure λ.

Proof. See Theorem 1.2.1(i) in [49].
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Note that τ is the random total number of observed points, M(E) = τ . In fact,
such a representation exists not only for Poisson point processes but also for a class
of more general point processes given certain regularity conditions on the measures
involved [33]. Since in this work we are only interested in Poisson processes, the less
general Theorem 2.7 will suffice for our needs.

Theorem 2.7 has a number of important consequences. Firstly, Equation (2.1)
can be used to numerically sample from the Poisson process by first sampling τ from
the Poisson distribution with parameter λ(E) and then sampling X1, . . . ,Xτ from
the distribution PX = λ/λ(E). Secondly, we have

λ(B) = λ(E)PX(B) = E[τ ]PX(B), ∀B ∈ BE. (2.2)

Hence, when densities exist, we have the relation

f(x) = E[τ ]pX(x) a.e. (2.3)

between the intensity function f of M and the probability density function pX of
X1,X2, . . . Thus, if the pointsX1,X2, . . . are distributed according to pX and their
total number follows a Poisson distribution, we see that this is a Poisson process
whose intensity function is simply the density function pX scaled by the expected
number of points E[τ ].

A number of standard, elementary operations for Poisson point processes, such
as transformations and truncations, are often studied in the literature. Out of these,
the concept of thinning turns out to be important for modeling the efficiency of a
detector.

Definition 2.8. Let τ, (X1, Z1), (X2, Z2), . . . be independent random variables with
τ Poisson distributed and (Xi, Zi) ∈ E × {0, 1} identically distributed for all i.
Furthermore, denote ε(x) = P (Z = 1|X = x). We then call

M∗ =
τ∑

i=1

ZiδXi

a thinned Poisson point process with thinning function ε(x) and underlying Poisson
point process M =

∑τ
i=1 δXi

.

Hence, a thinned Poisson process is a Poisson process where each point Xi is
observed with probability ε(Xi). The random variables Zi are indicator variables
indicating if the point Xi is observed or not. The following proposition establishes
the mean measure of a thinned Poisson process.

Proposition 2.9. Let M be a Poisson process with mean measure λ and M∗ a
thinning of M with thinning function ε(x). The mean measure λ∗ of M∗ is then

λ∗(B) =

ˆ
B

ε(x) dλ(x), B ∈ BE.
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Proof. By Definition 2.3, we have

λ∗(B) = E[M∗(B)]

= E

[
τ∑

i=1

ZiδXi
(B)

]

= E

[
E

[
τ∑

i=1

ZiδXi
(B)

∣∣∣∣∣ τ
]]

= E

[
τ∑

i=1

E[ZiδXi
(B)]

]
,

where the conditioning on τ can be dropped on the last line since (Xi, Zi) are
independent of τ . Here we have

E[ZiδXi
(B)] = E[E[ZiδXi

(B)|Xi]]

= E[δXi
(B)E[Zi|Xi]]

= E[δXi
(B)P (Zi = 1|Xi)]

= E[1B(Xi)ε(Xi)]

=

ˆ
1B(x)ε(x) dPX(x)

=

ˆ
B

ε(x) dPX(x),

where the dependence on the index i can be dropped since Xi are identically dis-
tributed. Hence

λ∗(B) = E

[
τ∑

i=1

1

]ˆ
B

ε(x) dPX(x) = E[τ ]

ˆ
B

ε(x) dPX(x) =

ˆ
B

ε(x) dλ(x),

where the last equality follows from Equation (2.2).

Hence, the intensity of M∗ is f ∗(x) = ε(x)f(x), where f(x) is the intensity
function of M .

In many real-life situations, one observes a total of t i.i.d. points x1, . . . ,xt ∈ E.
If we know in addition that the total number of points is Poisson distributed and
independent of the observations, we are then dealing with a single realization of
a Poisson point process and could be interested in inferring its intensity function
given the data. We call this the inference of the intensity function of a directly
observed Poisson point process. For example, in experimental high energy physics,
one usually performs the measurement of the physical quantity of interest on some
interval E = [a, b] and it follows from the underlying physics that the total number
of observations falling on this interval is Poisson distributed. The data analysis task
is then to infer the intensity function of the corresponding Poisson process, which is
then used validate, reject or constrain physical theories.
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2.1.3 Indirectly Observed Poisson Point Processes

Let us assume that we are interested in the Poisson process

M =
τ∑

i=1

δXi
,

where the points X1,X2, . . . ∈ E are independent and identically distributed with
pdf pX . Imagine, however, that instead of M , we were to observe another Poisson
process

N =
τ∑

i=1

δYi
,

where the points Y1,Y2, . . . ∈ E are known to be noisy versions of X1,X2, . . . More
formally, we assume that

Yi = m(Xi,Ei), i = 1, 2, . . . (2.4)

for some function m and random variables Ei. In addition, we assume that the pairs
(X1,E1), (X2,E2), . . . are i.i.d. and hence the resulting Yi are also i.i.d. random
variables. The pdfs pX and pY of the points Xi and Yi are then related by the
integral equation

pY (y) =

ˆ
pY |X=x(y)pX(x) dx =

ˆ
k(x,y)pX(x) dx, (2.5)

where we have defined k(x,y) := pY |X=x(y). The function k : E×E → R+ is called
the kernel function and, in this case, satisfies

´
k(x,y) dy = 1, ∀x ∈ E.

A classical example of such a situation is when the points Xi are corrupted
by additive noise Ei, i.e., Yi = Xi +Ei, where Ei are independent and identically
distributed with pdf pE and independent of theXi. The pdf of the noisy observations
Yi is then given by the convolution

pY (y) = (pX ∗ pE)(y) =

ˆ
pE(y − x)pX(x) dx

and we have k(x,y) = pE(y − x).
Using Equation (2.2), we then know that the mean measure λ ofM is λ = E[τ ]PX

and the mean measure µ of N is µ = E[τ ]PY . When f and h denote the intensity
functions ofM and N , respectively, we then have by Equation (2.3) that f = E[τ ]pX
and h = E[τ ]pY . Hence, using Equation (2.5) we get

h(y) = E[τ ]

ˆ
k(x,y)pX(x) dx =

ˆ
k(x,y)f(x) dx.

From this, we see that the kernel k also relates the intensities of the two Poisson
processes. In such a case, we call M an indirectly observed Poisson process.
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Definition 2.10. Let M and N be Poisson point processes with state spaces E
and F , mean measures λ and µ and intensity functions f and h, respectively, and
assume that we observe N . Assume further that µ =

´
K(x, ·) dλ(x) for kernel K

and furthermore that k(x, ·) is the density of K(x, ·) for all x ∈ E so that h(y) =´
k(x,y)f(x) dx. We then call M an indirectly observed Poisson point process.

Note that this definition is more general than the treatment above since here
we need not assume that the two processes share the same state space or that they
always have the same number of points. The processes are also only assumed to
be related on the level of intensity functions and we need not necessarily assume a
relation on the point level, such as the one given by Equation (2.4).

Since the intensity function fully characterizes a Poisson process, the obvious
statistical inference problem related to indirectly observed Poisson processes is to
ask what can we say about the intensity function f of the process of interestM given
that we have only access to the indirect observations N . In the following subsection,
the unfolding problem is formulated in terms of this framework.

2.1.4 Forward Model for Unfolding

In order to formulate the unfolding problem using indirectly observed Poisson point
processes, we will need to generalize the treatment of the previous subsection to
include the limited efficiency of the detector. Let the Poisson process of interest M
be as above

M =
τ∑

i=1

δXi

with state space E and intensity function f(x). Here the points Xi correspond to
the true values of the physical observable of interest and τ is the total number of
events in the data sample.

Due to limitations of detector technology, some of these events might be lost
in a real-world detector. Let us thus accompany each Xi by an indicator variable
Zi ∈ {0, 1}. Having Zi = 1 indicates that Xi is observed, while Zi = 0 means that
Xi is lost. Let ε(x) = P (Z = 1|X = x) be the efficiency function which should be
understood to account for all kinds of losses incurred in the detector. These losses
can range from a simple non-detection of a particle traversing the detector without
interacting with the detection medium to the smearing of Xi to a value outside of
the detectable space. Removal of the lost events gives us the thinned Poisson point
process

M∗ =
τ∑

i=1

ZiδXi

with efficiency ε(x) as the thinning function. Let us rewrite this as

M∗ =

ζ∑

i=1

δX∗i ,
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where X∗1 , . . . ,X∗ζ are the observed points out of the initial points X1, . . . ,Xτ and
ζ =

∑τ
i=1 Zi. By Proposition 2.9, the intensity function f ∗ of the thinned process

M∗ is
f ∗(x∗) = ε(x∗)f(x∗).

Let us then assume that the pointsX∗i are smeared and let us denote the smeared
observations by Yi. We assume that the points Yi lie in the space F which is not
necessarily equal to the original state space E. The observed smeared Poisson point
process is then

N =

ζ∑

i=1

δYi

with state space F and by following the same line of reasoning as in the previous
subsection, we find that the intensity h of N is

h(y) =

ˆ
pY |X∗=x∗(y)f ∗(x∗) dx∗

=

ˆ
pY |X∗=x∗(y)ε(x∗)f(x∗) dx∗

=

ˆ
k(x,y)f(x) dx,

(2.6)

where we have denoted k(x,y) := pY |X∗=x(y)ε(x). Hence, according to Defini-
tion 2.10, M is an indirectly observed Poisson point process with observations
N and smearing kernel k. We see that the effect of taking into account possible
losses in the detector is that the efficiency ε(x) appears in the kernel and we have´
k(x,y) dy = ε(x) ∈ [0, 1], ∀x ∈ E instead of the kernel integrating into unity over
y.

It is now easy to see the relation between indirectly observed Poisson processes
and the high energy physics unfolding problem. The points Y1, . . . ,Yζ of N corre-
spond to the smeared observations seen in the particle detector and the kernel k
describes the noise, efficiency and other unwanted effects induced by the imperfect
measurement device. Unfolding then corresponds to the inference of the intensity
function f of the true physical process M of primary interest.

Let us note that in some cases, it might be sensible to perform a second thinning
for the smeared Poisson process N using a post-smearing efficiency function εPS. As
we will later see in Section 7.2, this is for example the case when trigger prescaling
needs to be accounted for since the trigger of the experiment naturally operates with
the smeared measurements. This post-smearing thinning would give us a process N∗
with the intensity function

h∗(y∗) = εPS(y∗)

ˆ
pY |X∗=x∗(y

∗)ε(x∗)f(x∗) dx∗.

Denoting

C(x∗) =

(ˆ
εPS(y∗)pY |X∗=x∗(y

∗) dy∗
)−1

,
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we can write this intensity in the form

h∗(y∗) =

ˆ
C(x∗)εPS(y∗)pY |X∗=x∗(y

∗)
ε(x∗)

C(x∗)
f(x∗) dx∗.

Comparing this with (2.6) shows that as a result of the second thinning, we end up
with the same intensity function as the one we would have in the case we simply
thinned the true process M with the thinning function ε(x∗)/C(x∗) and then used
C(x∗)εPS(y∗)pY |X∗=x∗(y

∗) as the conditional probability of the smeared observa-
tions. Since, by Theorem 2.6, the intensity function fully characterizes the observed
Poisson process N , we see that the model (2.6) with only a single thinning is general
enough to cover also the case of post-smearing thinning.

2.1.5 Discretization

We now discretize the unfolding problem using histograms to estimate the inten-
sity functions. To this end, assume that the spaces E and F are either the one-
dimensional real line R or some intervals of the real line. Let E = {E1, . . . , Ep} and
F = {F1, . . . , Fq} be sets of intervals that form partitions of E and F , respectively.
The Poisson processes M and N then correspond to the random vectors

x =
[
M(E1), . . . ,M(Ep)

]T
,

y =
[
N(F1), . . . , N(Fq)

]T
,

where x ∈ Np
0 represents the unobservable true histogram for binning E and y ∈

Nq
0 represents the observed smeared histogram for binning F . Similarly, for mean

measures, we have

λ =
[
λ(E1), . . . , λ(Ep)

]T
=
[´

E1
f(x) dx, . . . ,

´
Ep
f(x) dx

]T

, (2.7)

µ =
[
µ(F1), . . . , µ(Fq)

]T
=
[´

F1
h(y) dy, . . . ,

´
Fq
h(y) dy

]T

, (2.8)

where λ ∈ Rp
+ and µ ∈ Rq

+ represent the means of the true histogram x and
the smeared histogram y, respectively. Note that λ and µ also serve as discrete
approximations of the intensity functions f and h via the relations

f(x) ≈ λi
ν(Ei)

, x ∈ Ei, i = 1, . . . , p, (2.9)

h(y) ≈ µi
ν(Fi)

, y ∈ Fi, i = 1, . . . , q,

where ν denotes the Lebesgue measure, i.e., the length of the bin Ei or Fi.
By Definition 2.5, we know that the elements of x and y are independent and

Poisson distributed

x|λ ∼ Poisson(λ), ⊥⊥ xi|λ,
y|µ ∼ Poisson(µ), ⊥⊥ yi|µ.
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To see how these two Poisson distributions are related, let us use Equation (2.6)
to write

µi =

ˆ
Fi

h(y) dy

=

ˆ
Fi

ˆ
E

k(x, y)f(x) dx dy

=

ˆ
Fi

(
p∑

j=1

ˆ
Ej

k(x, y)f(x) dx

)
dy

=

p∑

j=1

ˆ
Fi

ˆ
Ej

k(x, y)f(x) dx dy

=

p∑

j=1

´
Fi

´
Ej
k(x, y)f(x) dx dy´
Ej
f(x) dx

λj

=

p∑

j=1

Kijλj, i = 1, . . . , q,

where

Kij =

´
Fi

´
Ej
k(x, y)f(x) dx dy´
Ej
f(x) dx

, i = 1, . . . , q, j = 1, . . . , p (2.10)

are the elements of the smearing matrix K, which can be regarded as a discretized
version of the smearing kernel k. Hence, we have the relation

µ = Kλ

for the Poisson means µ and λ.
The following proposition shows that the elements Kij of the smearing matrix

correspond to the probability of observing an event in smeared bin Fi when it orig-
inates from the true bin Ej. Hence, they are the migration probabilities from the
true bin Ej to the smeared bin Fi.

Proposition 2.11. The elements Kij of the smearing matrix defined by Equa-
tion (2.10) satisfy

Kij = P (Y ∈ Fi|X ∈ Ej),
where Y is a point of the smeared Poisson point process N and X the corresponding
point of the true process M .

Proof. Using Z to indicate if X is observed, we have

P (Y ∈ Fi|X ∈ Ej)
= P (Y ∈ Fi, Z = 1|X ∈ Ej) + P (Y ∈ Fi, Z = 0|X ∈ Ej)
= P (Y ∈ Fi, Z = 1|X ∈ Ej).
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Here we can write

P (Y ∈ Fi, Z = 1|X ∈ Ej) =
P (Y ∈ Fi, X ∈ Ej, Z = 1)

P (X ∈ Ej)

=
P (Y ∈ Fi, X ∈ Ej|Z = 1)P (Z = 1)

P (X ∈ Ej)

=

´
Fi

´
Ej
pX,Y |Z=1(x, y)P (Z = 1) dx dy´

Ej
pX(x) dx

We can rewrite the integrand in the numerator as

pX,Y |Z=1(x, y)P (Z = 1) = pY |X=x,Z=1(y)pX|Z=1(x)P (Z = 1)

= pY |X∗=x(y)P (Z = 1|X = x)pX(x)

= pY |X∗=x(y)ε(x)pX(x)

= k(x, y)pX(x)

and hence we get

P (Y ∈ Fi|X ∈ Ej) =

´
Fi

´
Ej
k(x, y)pX(x) dx dy´
Ej
pX(x) dx

=

´
Fi

´
Ej
k(x, y)f(x) dx dy´
Ej
f(x) dx

= Kij,

where the second equality follows from Equation (2.3).

Note that due to the efficiency ε(x) it is possible to have
∑

iKij < 1. In fact,
this sum is the efficiency εj of the true bin Ej since

∑

i

Kij =
∑

i

P (Y ∈ Fi|X ∈ Ej) = P (Y ∈ F |X ∈ Ej) := εj.

In the following, these efficiencies are collected to the efficiency vector
ε =

[
ε1, . . . , εp

]T.
We see from Equation (2.10) that the smearing matrix K depends on the un-

known intensity f and that the significance of this dependence increases with the size
of the true bins Ej. For small enough binning, we can use some approximation ofK
to remove this dependence. In real physics analyses, K is determined using Monte
Carlo simulations, in which case its computation is based on an MC approximation
fMC of f . In the numerical experiments of this thesis, we simulate this by using a
slightly perturbed version of the true intensity f for determining K. Alternatively,
we can use Equation (2.9) to approximate

Kij =

´
Fi

´
Ej
k(x, y)f(x) dx dy´
Ej
f(x) dx

≈ 1

ν(Ej)

ˆ
Fi

ˆ
Ej

k(x, y) dx dy. (2.11)
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This approximation holds as an equality if the intensity f happens to be constant
over the histogram bin Ej.

To summarize, in the discrete version of the unfolding problem, we observe
the smeared histogram y, which follows the Poisson distribution with parameter
µ = Kλ, that is,

y|λ ∼ Poisson(Kλ), ⊥⊥ yi|λ, (2.12)

and our task is to infer the unknown Poisson means λ of the true histogram x.
These can, in turn, be used to construct a piecewise constant approximation of the
intensity function f of the process of interest M using Equation (2.9).

2.2 An Alternative Formulation
In this section, we give an alternative formulation for the unfolding problem without
using Poisson point processes. The formulation is less general than the one presented
above as it applies only in the discrete case. On the other hand, the problem can be
formulated as a simple hierarchical model and there is not need to resort to measure
theory or integral equations. The key element of the formulation is the following
lemma:

Lemma 2.12. Let N and X =
[
X1, . . . , Xd

]T be random variables with
N ∼ Poisson(λ) and X|N = n ∼ Mult(p, n), where p = [p1, . . . , pd]

T is a vec-
tor of probabilities that sum up to one. Then the components Xi are independent
and Xi ∼ Poisson(piλ), i = 1, . . . , d.

Proof. We have

p(X = x) =
∞∑

n=0

p(X = x|N = n)p(N = n)

=
∞∑

n=0

n!

x1! · · · xd!
px11 · · · pxdd 1{∑i xi=n}(x)

λn

n!
e−λ

= e−λ
d∏

i=1

pxii
xi!

∞∑

n=0

1{∑i xi=n}(x)λn.

Here we have

∞∑

n=0

1{∑i xi=n}(x)λn = λ
∑

i xi =
d∏

i=1

λxi

and

e−λ = e−λ
∑

i pi =
d∏

i=1

e−piλ.
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Hence,

p(X = x) =
d∏

i=1

(piλ)xi

xi!
e−piλ =

d∏

i=1

p(Xi = xi),

from which we can see that the Xi are independent and Poisson distributed:

⊥⊥ Xi and Xi ∼ Poisson(piλ), i = 1, . . . , d.

Now, let us assume that we arrange the true event counts before smearing in the
histogram x =

[
x1, . . . , xp

]T corresponding to a partition E = {E1, . . . , Ep} of the
real line or some interval of the real line. Similarly, the event counts after smearing
are recorded in the histogram y =

[
y1, . . . , yq

]T for the binning F = {F1, . . . , Fq}.
Note that we do not assume the binnings E and F to be equal or for the same
intervals of the real line.

Let τ denote the total number of events in the true histogram x, τ =
∑

i xi.
We can regard the events forming the histogram as τ independent random trials
with p possible outcomes corresponding to each of the histogram bins. Hence x|τ
follows a multinomial distribution. Since we know from the underlying physics that
τ is Poisson distributed, we can use Lemma 2.12 to deduce that the bins xi are
independent and Poisson distributed with some parameter λ

x|λ ∼ Poisson(λ), ⊥⊥ xi|λ.

Let us then assume that an event belonging to the true bin Ei is observed with
an efficiency εi. In other words, for each true bin Ei, the efficiency vector ε =[
ε1, . . . , εp

]T consists of the probabilities of observing an event belonging to that
bin. As above, the efficiencies are assumed to take into account all sources of losses
incurred in the detector. Given the true histogram x, we can then think of performing
a Bernoulli trial for each event in the histogram with success probabilities εi with
the index i chosen according to the bin of the event. We then collect the successful
events into a new histogram x∗ corresponding to the true histogram after taking
into account the inefficiency of the detector. Since the binomial distribution of the
Bernoulli trials is a special case of the multinomial distribution, we can employ
Lemma 2.12 to deduce that

x∗i |λi ∼ Poisson(εiλi).

To show the independence of these histogram bins, we need to assume that the
inefficiency is independent from one bin to another

p(x∗|x) =
∏

i

p(x∗i |xi).
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We then have

p(x∗|λ) =
∑

x

p(x∗|x)p(x|λ)

=
∑

x1

· · ·
∑

xp

p∏

i=1

p(x∗i |xi)p(xi|λi)

=
∑

x1

· · ·
∑

xp−1

p−1∏

i=1

p(x∗i |xi)p(xi|λi)
∑

xp

p(x∗p|xp)p(xp|λp)

=
∑

x1

· · ·
∑

xp−1

p−1∏

i=1

p(x∗i |xi)p(xi|λi)p(x∗p|λp)

= p(x∗p|λp)
∑

x1

· · ·
∑

xp−1

p−1∏

i=1

p(x∗i |xi)p(xi|λi)

= p(x∗p|λp)p(x∗p−1|λp−1)
∑

x1

· · ·
∑

xp−2

p−2∏

i=1

p(x∗i |xi)p(xi|λi)

= . . . =

p∏

i=1

p(x∗i |λi).

(2.13)

Hence, we see that the histogram bins x∗i are conditionally independent given λ,
⊥⊥ x∗i |λ.

We then proceed to form the smeared matrix y. To this end, let us introduce the
migration probabilities

pij = P (event in bin Fi of y|event in bin Ej of x∗).

These are the probabilities of observing the smeared event in bin Fi given that the
corresponding true event was in bin Ej of the histogram x∗.

Let us now denote by zij the number of events that are observed in the smeared
bin Fi and originate from the true bin Ej of x∗. We have

zj|x∗j ∼ Mult(pj, x
∗
j),

where zj =
[
z1j, . . . , zqj

]T and pj =
[
p1j, . . . , pqj

]T. Using Lemma 2.12, we get

zij|λj ∼ Poisson(pijεjλj). (2.14)

For the independence, we need to again assume that the smearing is independent
from one bin to another

p(Z|x) =
∏

j

p(zj|xj),

where Z = (zij), which gives us

p(Z|λ) =
∏

j

p(zj|λj) =
∏

ij

p(zij|λj),
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...
λp


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
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...
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
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

x∗1
...
x∗p


 pij→




...
. . . zi−1,j

zij

zi+1,j
. . .

...




∑
j→



y1
...
yq




Figure 2.1: Generative forward model for unfolding. The Poisson means λ generate the
true histogram x. The histogram x∗ is generated when some of these events are lost
with probability 1 − εj due to the inefficiency of the detector. These events migrate with
probability pij from the jth true bin to the ith smeared bin and the corresponding smeared
event counts are given by zij . Finally, the row sums of the Z matrix yield the observed
event counts of the smeared matrix y.

where the first equality follows from a similar line of reasoning as above in Equa-
tion (2.13) and the second equality follows again from Lemma 2.12. Hence, we have
⊥⊥ zij|λ.

The observed event counts yi of the smeared histogram are given by the row
sums of the random matrix Z

yi =
∑

j

zij.

Since the zij are independent and Poisson distributed, we have

yi|λ ∼ Poisson

(∑

j

pijεjλj

)
, ⊥⊥ yi|λ.

When we denote here Kij := pijεj, we have shown for the smeared histogram y the
following:

y|λ ∼ Poisson(Kλ), ⊥⊥ yi|λ, (2.15)

where we callK the smearing matrix. In what follows, we will occasionally use µ to
denote the mean of the smeared histogram y, i.e., µ = Kλ. This generative forward
model for unfolding is illustrated Figure 2.1.

Since

P (Y ∈ Fi|X ∈ Ej) = P (Y ∈ Fi|X∗ ∈ Ej)P (X∗ ∈ Ej|X ∈ Ej)
= pijεj = Kij,

where X, X∗ and Y denote events belonging to histograms x, x∗ and y, respectively,
we see from Proposition 2.11 that the definition of the smearing matrixK coincides
with the definition given earlier in Section 2.1.5. Hence, Equation (2.10) gives an
analytic expression for the elements Kij. As above, some form of approximation is
needed in determiningK since the elementsKij depend on the unknown distribution
of events within the true bins Ej.
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To summarize, we have shown two ways of deriving the same forward model for
the discrete version of the unfolding problem. These probabilistic forward models
are given be Equations (2.12) and (2.15). Given this model, the unfolding task can
then be formulated as follows:

Given the smeared observations y following the model (2.12) (or
equivalently (2.15)), what can be said about the means λ of the
true histogram x?

The rest of this thesis is concerned with computational techniques for providing a
solution to this statistical inference problem.
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Chapter 3

Inference for Direct Observations

Before discussing unfolding, we will, in this chapter, explain the inference of the
Poisson means for the case of direct observations, that is, the smearing matrixK = I
in Equation (2.12). Hence, the statistical model is

y|λ ∼ Poisson(λ), ⊥⊥ yi|λ (3.1)

and our task is to infer the mean vector λ. This is a well-understood, routine problem
in experimental high energy physics, at least as long as no underlying structure
connecting the means λi is assumed and hence the bins can be treated separately.
For an overview of the techniques used in HEP for inference under Poisson statistics,
see e.g. [12].

We first provide a point estimator of λ via maximum likelihood in Section 3.1.
We then explain the standard procedure for computing the confidence intervals of
the solution in Section 3.2 followed by the corresponding Bayesian treatment in
Section 3.3. In Section 3.4, we make some brief remarks about situations where λ is
assumed to vary smoothly from one bin to another.

3.1 Maximum Likelihood Solution
The likelihood of the parameter λ ∈ Rp

+ in model (3.1) is

L(λ) = p(y|λ) =
∏

i

λyii
yi!
e−λi =

∏

i

p(yi|λi) =
∏

i

L(λi). (3.2)

Since the full likelihood factorizes with respect to λ, we can maximize each of the
likelihoods L(λi) separately. Setting the derivative to zero, we find

L′(λi) =
yiλ

yi−1
i

yi!
e−λi − λyii

yi!
e−λi = 0 ⇒ λi = yi.

Hence, the MLE for λ is λ̂ = y. This estimator is unbiased

E[λ̂|λ] = E[y|λ] = λ
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and has the covariance

Cov[λ̂|λ] = Cov[y|λ] = diag(λ1, . . . , λp) = diag(λ).

Plugging the MLE for λ in the equation above, we get an estimator of the covariance
of λ̂

Ĉov[λ̂|λ] = diag(λ̂) = diag(y). (3.3)
Hence, the estimated standard deviation of the MLE is

Ŝtd[λ̂i|λi] =

√
Ĉov[λ̂|λ]ii =

√
yi.

If we agree to use the estimated standard deviation to quantify the uncertainty of the
inference, we could report the outcome of the measurement in the form λ̂i±Ŝtd[λ̂i|λi].
Hence, for the MLE in the case of Poisson statistics, we would report that the mean
of the ith bin is yi ±√yi. In a graphical representation, this would give symmetric
error bars of total length 2

√
yi around the estimated mean yi. These are often referred

to as the
√
n error bars, where n denotes the number of observations in the bin.

3.2 Frequentist Confidence Intervals
The rationale behind reporting yi±√yi as the outcome of the measurement is that
asymptotically the distribution of the MLE λ̂i tends to a Gaussian with mean λi and
standard deviation

√
λi and hence for each bin Ei, this corresponds to the 68.27 %

asymptotic confidence interval for the mean λi of the bin. The problem is that this
coverage probability does not necessarily hold for finite sample sizes. Fortunately,
there is a rather simple way of computing the central confidence interval for λi with
guaranteed finite-sample coverage. While this confidence interval was first derived
by Garwood [22], we follow here the more accessible modern presentation by Cowan
[13, p. 126].

The central confidence interval [ai, bi] for λi at confidence level 1 − α can be
constructed by solving for ai and bi in the following equations:

α

2
=

ˆ ∞
λ̂i

dPλ̂i|λi=ai ,

α

2
=

ˆ λ̂i

−∞
dPλ̂i|λi=bi .

In other words, we are looking for a lower limit ai (an upper limit bi) with the
property that if the true value λi equals ai (bi), then the probability of getting the
observed value of the estimator λ̂i or a value greater (smaller) than this is α/2. For
the case of Poisson observations and the estimator λ̂i = yi, these equations become

α

2
=

ˆ ∞
yi

dPyi|λi=ai =
∞∑

k=yi

aki
k!
e−ai ,

α

2
=

ˆ yi

0

dPyi|λi=bi =

yi∑

k=0

bki
k!
e−bi .
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One can show that the solution of these equations is given by

ai =
1

2
F−1
χ2

( α
2

∣∣∣ 2yi
)
, (3.4)

bi =
1

2
F−1
χ2

(
1− α

2

∣∣∣ 2(yi + 1)
)
, (3.5)

where F−1
χ2 (·|k) denotes the inverse of the cdf of the χ2 distribution with k degrees

of freedom1.
It is known that the resulting random interval [ai, bi] = [ai(λ̂i), bi(λ̂i)] obtained

by this construction satisfies the coverage property

P
(
ai(λ̂i) ≤ λi ≤ bi(λ̂i)

∣∣∣λi
)
≥ 1− α, ∀λi > 0.

This means that the confidence interval [ai, bi] is guaranteed to satisfy the minimum
coverage of 1− α with possible overcoverage for some values of λi. In fact, one can
further show, that the minimum coverage is attained in the asymptotic limit λi →∞
and that the interval [ai, bi] is conservative (i.e. it overcovers λi) for any finite true
value λi. Due to the discrete nature of the Poisson distribution, it is not possible to
construct confidence intervals for λi with exact coverage. If one requires a minimum
coverage of 1−α, there will always be overcoverage for some true values of λi, while
the alternative requirement for mean coverage of 1−α would result in undercoverage
for some values of λi. For a coverage plot of the central confidence interval [ai, bi],
see [27, p. 13].

When confidence intervals are used to report the outcome of a HEP experiment,
the standard convention is to report the 68.27 % confidence intervals2 obtained
by setting α = 1 − 0.6827 = 0.3173. The result of the experiment is then usually
expressed in the form yi

+di
−ci , where ci = yi−ai and di = bi−yi and yi is the MLE of λi.

In graphical form, the outcome would be expressed as asymmetric error bars ranging
from ai to bi with the point estimate at yi. By a simple computational experiment,
it is easy to verify that with small yi the these error bars are significantly distinct
from the naïve ±√yi symmetric error bars, but when the number of observations yi
tends to infinity, the error bars become increasingly symmetric and converge to the
±√yi errors, as one would expect based on the discussion above on asymptotics.

3.3 Bayesian Credible Intervals
We now proceed to find Bayesian credible intervals for the means λ in model (3.1).
Using Bayes’ theorem (A.8), we can write the posterior of λ as

p(λ|y) =
p(y|λ)p(λ)

p(y)
=

p(y|λ)p(λ)´
p(y|λ)p(λ) dλ

, (3.6)

1Note that Equation (3.4) cannot be used for setting the lower limit when we have zero observed
counts, yi = 0. In this case, the lower limit is set to ai = 0 and analogously with Equation (3.5),
we can obtain the upper bound bi at confidence level 1− α from bi =

1
2F
−1
χ2 (1− α| 2(yi + 1)).

2These are also called 1σ confidence intervals since 0.6827 corresponds to the probability mass
contained within µ± 1σ of a Gaussian pdf with mean µ and standard deviation σ.
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where the likelihood p(y|λ) is given by Equation (3.2). Assuming prior independence
of the means, i.e., p(λ) =

∏
i p(λi), the posterior factorizes with respect to λ

p(λ|y) =
∏

i

p(yi|λi)p(λi)´
p(yi|λi)p(λi) dλi

=
∏

i

p(λi|yi).

Hence, the λi are independent in the posterior and we can perform the inference
individually for each of them. We see that the posterior of λi is proportional to the
likelihood times the prior

p(λi|yi) ∝ p(yi|λi)p(λi).

Assuming the uniform non-negativity prior, p(λi) ∝ 1[0,∞)(λi), we can write this as

p(λi|yi) ∝ p(yi|λi)1[0,∞)(λi).

Writing out the normalization coefficient, we have

p(λi|yi) =
p(yi|λi)´∞

0
p(yi|λi) dλi

1[0,∞)(λi)

=
λyii e

−λi´∞
0
λyii e

−λi dλi
1[0,∞)(λi)

=
λyii e

−λi

Γ(yi + 1)
1[0,∞)(λi),

where Γ(·) is the gamma function. Via a change of variables zi = 2λi, we find

p(zi|yi) =
1

2yi+1Γ(yi + 1)
zyii e

−zi/21[0,∞)(zi),

which is the χ2 distribution with 2(yi + 1) degrees of freedom

zi|yi = 2λi|yi ∼ χ2(2(yi + 1)). (3.7)

The 100(1 − α)% Bayesian central credible interval [ai, bi] can then be found as a
solution of the following two equations:

α

2
=

ˆ ai

0

p(λi|yi) dλi =

ˆ 2ai

0

p(zi|yi) dλi = Fχ2(2ai|2(yi + 1)),

α

2
=

ˆ ∞
bi

p(λi|yi) dλi =

ˆ ∞
2bi

p(zi|yi) dλi = 1− Fχ2(2bi|2(yi + 1)),

where Fχ2(·|k) is the cdf of the χ2 distribution with k degrees of freedom. Hence, we
have

ai =
1

2
F−1
χ2

( α
2

∣∣∣ 2(yi + 1)
)
, (3.8)

bi =
1

2
F−1
χ2

(
1− α

2

∣∣∣ 2(yi + 1)
)
. (3.9)
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Comparison of these Bayesian limits to the corresponding frequentist limits given in
Equations (3.4) and (3.5), shows that the resulting upper limits bi are equal, but the
lower limits are different. The frequentist lower limit is computed with 2yi degrees of
freedom, while the Bayesian limit uses 2(yi+1) degrees of freedom corresponding to
the frequentist limit with one more observation. Hence, the Bayesian credible inter-
vals are are always shorter than the corresponding frequentist confidence intervals.

The Bayesian credible intervals of Equations (3.8) and (3.9) were obtained using
the prior p(λi) ∝ 1[0,∞)(λi), which is the uniform prior on the non-negative real axis
and represents the choice of an uninformative prior for λi. The first disconcerting
feature of this choice is that p(λi) cannot be normalized to be a pdf. However, the
posterior (3.7) turns out to be a valid density function, which is often the case with
such improper priors, and hence this is not a major concern. A more significant issue
with the uniform prior is the fact that it is not invariant under nonlinear changes
of variables. That is, the distribution of g(λi), where g is some nonlinear function,
is not in general the uniform distribution. Hence, p(λi) is uninformative for λi but
informative for g(λi). Because of this complication, the choice of an uninformative
prior is not unambiguous and one can come up with various “uninformative” priors
depending on which metric one decides to be uninformative. For example, p(λi) ∝
1
λ2i

1[0,∞)(λi) would be uniform for 1
λi
, while p(λi) ∝ 1

λi
1[0,∞)(λi) would be uniform for

log λi. Yet another widely-used prior is p(λi) ∝ 1√
λi

1[0,∞)(λi), which is the so-called
Jeffreys prior [30] for the case of Poisson observations. Out of the various possible
options, we will mostly be using p(λi) ∝ 1[0,∞)(λi) as the uninformative prior, but
it is important to keep in mind that this is essentially just a convenient arbitrary
choice.

When comparing the frequentist confidence intervals (Equations (3.4) and (3.5))
and the Bayesian credible intervals (Equations (3.8) and (3.9)), it is also important
to keep in mind that these results describe two fundamentally different things. In
the frequentist paradigm, the parameter λi is a non-negative real number with some
fixed true value and not a random variable. The 100(1−α)% frequentist confidence
interval is a random interval which covers this true value in at least 100(1 − α)%
of the cases when the experiment is repeated infinitely many times. On the other
hand, in the Bayesian paradigm, λi is a random variable and the posterior describes
our degree of belief about its true value encoded in the form of a probability density.
The 100(1 − α)% Bayesian credible interval then represents the interval where we
expect to find the true value with a probability of 1 − α given the observation yi
and our prior beliefs p(λi).

3.4 Smoothing
We have so far considered inference of the means λi in cases where absolutely nothing
is known about them in advance and we have shown that in such a case one can
perform the inference individually for each of the bins. It is, however, often the case
that one does have more information at hand about the structure of the intensity
function f(x) of the underlying Poisson process. In some cases, there are theoretical
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justifications for a certain parametric family of intensity functions f(x) = f(x|θ) and
the task is then to infer the parameters θ given the observations y by, e.g., maximum
likelihood estimation. One could also make a more general nonparametric statement
about the expected characteristics of the intensity. We could for example argue that
physically plausible intensities should be smooth functions. In the discrete case, the
corresponding statement is that the finite differences for the vector λ should be
small. We now proceed to show how to incorporate such a criterion in both the
frequentist maximum likelihood paradigm and the Bayesian framework.

We showed in Section 3.1 that the maximum likelihood solution to the direct
inference problem is λ̂ = y, which can alternatively also be regarded as the solution
of the least squares problem

λ̂ = arg min
λ

‖λ− y‖2. (3.10)

To impose smoothness of the solution, we penalize for the finite differences of the
solution and hence consider the following optimization problem:

λ̂ = arg min
λ

(
‖λ− y‖2 + δ‖Lλ‖2

)
, (3.11)

where L is the finite-difference matrix of desired order and δ > 0 a suitably chosen
smoothing parameter. The larger the value of δ, the smoother solutions we obtain,
while δ → 0 yields the maximum likelihood solution.

When we move from Equation (3.10) to (3.11), we are no longer able to consider
each λi separately since the neighboring values are connected via the matrix L. The
important consequence of this is that the variance of each estimated mean λ̂i is
reduced from the nominal value λi at the expense of having a biased estimator. The
reason for this is that one is able to use observations from the neighboring bins in
addition to the observation yi from the current bin to estimate the mean λi which
reduces the uncertainty of the estimate. Since Equation (3.11) is a special case of
Tikhonov regularization for unfolding, we postpone a more thorough analysis of the
solution to Section 4.2.2.

In the Bayesian paradigm, one can impose the smoothness of the solution by
choosing the prior distribution p(λ) in (3.6) appropriately. One possibility is to use
the truncated multivariate Gaussian distribution

p(λ) ∝ 1Rp
+

(λ) exp
(
−α‖Lλ‖2

)
,

where L is again a finite-difference matrix and the hyperparameter α controls the
strength of this Gaussian smoothness prior. The resulting posterior is

p(λ|y) ∝ p(y|λ)p(λ) = 1Rp
+

(λ)

(∏

i

λyii
yi!
e−λi

)
exp

(
−α‖Lλ‖2

)
, (3.12)

which does not factorize with respect to λ because of the matrix L. Hence, the
λi are not independent in the posterior and one needs to resort to more advanced
techniques than above in order to find the Bayesian credible intervals for λi. We
discuss methods for exploring posteriors of the type of (3.12) as well as techniques
for selecting the hyperparameter α later in Chapters 5 and 6 in the context of
Bayesian and empirical Bayes unfolding.
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Chapter 4

Frequentist Unfolding Techniques

This chapter provides an overview of the unfolding techniques provided by the fre-
quentist paradigm of statistics. We tackle the problem of estimating λ in model
(2.12) using two different approaches. In Section 4.1, we study maximum likelihood
estimation of λ. It turns out that there is no closed form expression for the MLE and
we will have to resort to expectation-maximization algorithm with early stopping
in order to solve and regularize the problem. In Section 4.2, the unfolding problem
is formulated as a least squares optimization problem. In this case, the problem
can be regularized using the truncated singular value decomposition or Tikhonov
regularization. Although these point estimates for λ are both conceptually and com-
putationally simple, their major limitation is that there is no straightforward way
of estimating the uncertainty of the solutions in a non-asymptotic way. We conclude
this chapter by making brief remarks about the optimal choice of the regularization
strength of the frequentist unfolding algorithms in Section 4.3.

4.1 Maximum Likelihood Estimation
The likelihood of the mean of the true histogram λ in model (2.12) is

L(λ) = p(y|λ) =
∏

i

(∑
jKijλj

)yi

yi!
e−

∑
j Kijλj , λ ∈ Rp

+. (4.1)

We can equivalently parametrize the model using the mean of the smeared histogram
µ = Kλ in which case the likelihood is

L(µ) = p(y|µ) =
∏

i

µyii
yi!
e−µi , µ ∈ Rq

+.

Let us first study the identifiability of λ and µ. This is established in the following
theorem:

Theorem 4.1. In model (2.12), µ = Kλ is always identifiable and λ is identifiable
if and only if K ∈ Rq×p has full column rank (i.e. rank(K) = p).

28



Proof. Let us first consider the situation with q = 1, i.e., the smeared histogram has
only a single bin. Then for µ1, µ

′
1 > 0 we have:

p(y1|µ1) = p(y1|µ′1), ∀y1 ∈ N0

⇔ µy11

y1!
e−µ1 =

µ′1
y1

y1!
e−µ

′
1

⇔ µy11 e
−µ1 = µ′1

y1e−µ
′
1

⇒
{
µ1e

−µ1 = µ′1e
−µ′1

µ2
1e
−µ1 = µ′21 e

−µ′1

⇒ µ2
1e
−µ1

µ1e−µ1
=
µ′21 e

−µ′1

µ′1e
−µ′1

⇔ µ1 = µ′1

Clearly the implication also holds if µ1 = 0 or µ′1 = 0. Hence µ1 is identifiable. When
q > 1, the ith marginal p(yi|µi) only depends on µi. Since p(y|µ) = p(y|µ′), ∀y
implies that the marginals have to be equal, i.e., p(yi|µi) = p(yi|µ′i), ∀yi ∈ N0, i =
1, . . . , q, we can use the argument above to deduce that µ = µ′ and thus µ is
identifiable.

Let us then study the identifiability of λ. Using the identifiability of µ we have:

p(y|λ) = p(y|λ′)
⇔ Kλ = Kλ′

⇔ K(λ− λ′) = 0

⇔ λ− λ′ ∈ ker(K)

⇔ λ = λ′ +w, w ∈ ker(K) (4.2)

Hence we see that λ is identifiable if and only if ker(K) = {0} or equivalently K
has full column rank.

We see from Equation (4.2) that if K does not have full column rank, all the
elements of the set

Sλ = {λ+w : w ∈ ker(K)} ∩ Rp
+ (4.3)

will generate smeared histograms y following the same distribution as the histograms
generated by the true parameter λ. This means that using only the data y, there
is no way to discriminate between the elements of this set and without additional
information about plausible solutions, the best we can hope to achieve in unfolding
is to identify the correct set Sλ. However, using additional constraints related for
instance to the smoothness of the solution, it is possible to remove such an ambiguity
as will be demonstrated in several examples throughout this chapter.

Let us then consider the problem of finding the maximum likelihood estimator
of λ. Hence, our task is to maximize (4.1) subject to the non-negativity constraint
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λj ≥ 0, j = 1, . . . , p. Equivalently, we could try to find the maximum of the log-
likelihood function

l(λ) = log p(y|λ) =
∑

i

[
yi log

(∑

j

Kijλj

)
−
∑

j

Kijλj

]
+ const (4.4)

=
∑

i

(
yi log µi − µi

)
+ const,

where µ = Kλ is the mean of the smeared histogram. Hence, the maximum likeli-
hood estimator λ̂MLE is the solution to the following optimization problem:

max
λ

l(λ) =
∑

i

[
yi log

(∑

j

Kijλj

)
−
∑

j

Kijλj

]
+ const

subject to: λ ≥ 0

(4.5)

It turns out that this optimization problem is not as innocuous as it would
seem on the first glance. We start our analysis with the following theorem which
shows that we will not have to worry about local maxima when maximizing (4.4).
Furthermore, when λ is identifiable, the maximum is unique. These results were first
shown in [56].

Theorem 4.2. Assume Kij > 0 and y 6= 0. Then the following hold for the log-
likelihood l : Rp

+ → R ∪ {−∞} defined by Equation (4.4):

(i) The log-likelihood has a maximum.

(ii) The log-likelihood is concave and hence all the maxima are global maxima.

(iii) The maximum is unique if and only if K has full column rank.

Proof.

(i) l(λ) is continuous in Rp
+ except for the singularity at λ = 0. But limλ→0 l(λ) =

−∞ and hence the singularity will not cause problems for the existence of a
maximum. Furthermore, l(λ) → −∞ when we take any number of λj’s to
infinity. Hence, we conclude that a maximum exists.

(ii) The first and second derivative of the log-likelihood are

∂l

∂λj
=
∑

i

∂l

∂µi

∂µi
∂λj

=
∑

i

Kij

(
yi
µi
− 1

)

∂2l

∂λj∂λk
=
∑

l

(
∂

∂µl

∂l

∂λj

)
∂µl
∂λk

= −
∑

l

KljKlk
yl
µ2
l

.
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From this, we find that the quadratic form of the Hessian matrix is negative
semidefinite

wTHw =
∑

j

∑

k

∂2l

∂λj∂λk
wjwk

= −
∑

j

∑

k

∑

l

KljKlk
yl
µ2
l

wjwk

= −
∑

l

yl
µ2
l

(∑

j

Kljwj

)(∑

k

Klkwk

)

= −
∑

l

yl
µ2
l

w̃2
l ≤ 0, (4.6)

where w ∈ Rp\{0} is arbitrary and we have denoted w̃l =
∑

jKljwj. It follows
that l(λ) is concave.

(iii) l(λ) has a unique maximum if it is strictly concave or equivalently its Hessian
is negative definite. We have an equality in (4.6) for some w ∈ Rp\{0} iff∑

jKljwj = 0, ∀l or equivalently kl ⊥ w, ∀l, where kl =
[
Kl1, . . . , Klp

]T is
the transpose of the lth row of K. This is equivalent to span(k1, . . . ,kq) 6= Rp

and consequently to rank(K) < p. Hence, the quadratic form is negative
definite iff rank(K) = p.

Theorem 4.2 shows that the MLE always exists but need not be unique. However,
in same cases, it should be possible to circumvent this issue by reducing the number
of bins p of the true histogram untilK has full column rank. A more serious practical
issue is that it is not possible to express the MLE in a closed form. The reason for
this is that we are dealing with a nonlinear constrained optimization problem. Such
problems often have to be solved using various numerical techniques. To see the
extent of the problem, assume that K is an invertible square matrix. By µ = Kλ,
we then have a one-to-one correspondence between µ and λ. From Section 3.1, we
know that the MLE of µ is y and hence it would seem that we could find the MLE
of λ as the solution of

y = Kλ. (4.7)

The problem is that there is no guarantee that y ∈ ran(K)+, where ran(K)+ =
{Kλ : λ ≥ 0}. Hence, inversion of (4.7) could give us a solution which does not
satisfy the non-negativity constraint of (4.5). Luckily efficient numerical techniques
have been developed for finding the MLE and we will discuss below in Sections 4.1.1
and 4.1.2 one possible solution based on the expectation-maximization algorithm
with guaranteed convergence to the non-negative MLE.

The last and most fundamental problem with the MLE is nevertheless due to
the ill-posedness of the unfolding problem. Namely, it turns out that in practice
the maximum likelihood solutions are highly oscillating and often unusable. This
is due to the very high variance of the MLE which can be reduced using some
form of regularization. When iterative algorithms are used it is customary to impose
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regularization by stopping the iteration before oscillations start to appear. Another
option would be to add a penalty term G(λ) with regularization parameter δ > 0
to the likelihood

L̃(λ) = L(λ)− δG(λ)

and then maximize L̃(λ) subject to λ ≥ 0. This is called penalized maximum likeli-
hood estimation.

4.1.1 The Expectation-Maximization Algorithm

We now describe the expectation-maximization (EM) algorithm for finding the MLE
of the parameters θ of a parametric model p(y|θ) for the data y. We then show in the
next subsection how the algorithm can be used for finding the MLE of the unfolding
problem. The EM algorithm is a versatile iterative technique for finding the MLE
in problems where the observations y can be regarded as incomplete in a sense that
will be made precise below. The algorithm has been discovered independently in
various forms on several different fields of science but it was the famous paper by
Dempster, Laird and Rubin [19] in 1977 that made the EM algorithm popular by
presenting the algorithm in its general, widely applicable form and by establishing
the main theoretical properties of the algorithm. We will follow in our treatment the
book by McLachnan and Krishnan [43] which is a comprehensive, modern reference
on the EM algorithm and various related computational methods.

Assume that we have observed the random variable y and we know that its
distribution depends on some parameters θ. We would then like to find the MLE
of θ by maximizing the likelihood L(θ;y) = p(y|θ) but find that for numerical or
algorithmic reasons this is difficult to accomplish. Assume then that we can regard
y as an incomplete version of some complete data random variable x with density
p(x|θ). That is, y = g(x) for some many-to-one function g and the incomplete-data
likelihood L(θ;y) is given by

L(θ;y) = p(y|θ) =

ˆ
{x:y=g(x)}

p(x|θ) dx =

ˆ
g−1(y)

p(x|θ) dx =

ˆ
g−1(y)

L(θ;x) dx,

where g−1(y) is the preimage of y and L(θ;x) = p(x|θ) is the complete-data
likelihood. It is often the case that we have x = (y, z) with g the projection to
the y-component of x and z some unobserved latent variables. In this case, the
incomplete-data likelihood is simply given by

L(θ;y) =

ˆ
p(y, z|θ) dz =

ˆ
L(θ;y, z) dz. (4.8)

The power of the EM algorithm lies on the fact that in many cases the complete data
x can be chosen in such a way that the complete-data likelihood L(θ;x) = p(x|θ),
or equivalently the complete-data log-likelihood l(θ;x) = log p(x|θ), can be easily
maximized. The EM algorithm then exploits this to indirectly find the maximum of
the original incomplete-data likelihood L(θ;y) = p(y|θ).
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It follows that we would like to maximize l(θ;x), but since the complete data
x cannot be observed, we compute the expectation of l(θ;x) over the unobservable
parts of x given the observations y and the current value of θ. That is, in the
expectation step (or E-step) of the algorithm, we compute

Q(θ;θ(k)) = E
[
l(θ;x)|y,θ(k)

]
= E

[
log p(x|θ)|y,θ(k)

]
,

where θ(k) is the current value of the parameters θ(k). In the special case of
x = (y, z), this expectation is given by

Q(θ;θ(k)) = E
[
l(θ;y, z)|y,θ(k)

]

= E
[
log p(y, z|θ)|y,θ(k)

]

=

ˆ
p(z|y,θ(k)) log p(y, z|θ) dz

=

ˆ
p(y, z|θ(k))

p(y|θ(k))
log p(y, z|θ) dz.

On the subsequent maximization step (or M-step) of the algorithm, the parameters
for the next iteration are found as the maximizer of this expected complete-data
log-likelihood with respect to θ, that is

θ(k+1) = arg max
θ

Q(θ;θ(k)).

In essence, this algorithm uses the current values of the parameters θ to fix the
values of the unknown parts of the complete data x and then uses this estimate to
update the values of the parameters θ.

To summarize, the EM algorithm for finding the maximum of the incomplete-
data likelihood function L(θ;y) = p(y|θ) and hence the maximum likelihood esti-
mator θ̂MLE of θ is given by the following iteration:

1. Pick some initial guess θ(0) and set k = 0.

2. E-step: Compute Q(θ;θ(k)) = E
[
log p(x|θ)|y,θ(k)

]
, where x is the complete

data.

3. M-step: Set θ(k+1) = arg max
θ

Q(θ;θ(k)).

4. Set k ← k + 1.

5. If some stopping rule C(θ(k),θ(k−1), . . . ,θ(0)) is satisfied, set θ̂MLE = θ(k) and
terminate the iteration, else go to step 2.

If on some iteration the maximum of Q(θ;θ(k)) in the M-step of the algorithm is
not unique, it suffices to choose any of the θ’s that maximize Q(θ;θ(k)) as the next
iterate. The stopping rule is often selected to be based on how much the parameter θ
or the incomplete-data log-likelihood l(θ;y) changed on the last iteration. One could
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for example say that the algorithm has converged when l(θ(k);y)− l(θ(k−1);y) < ε
for some constant ε > 0.

It was proved by Dempster, Laird and Rubin [19] that after each EM itera-
tion, the original incomplete-data likelihood L(θ;y) = p(y|θ) is either increased or
remains at its current value.

Theorem 4.3. The EM sequence of likelihoods {L(θ(k);y)} increases monotonically,
that is, L(θ(k+1);y) ≥ L(θ(k);y) for all k = 0, 1, 2, . . .

Proof. See [19, Theorem 1] or alternatively [43, Section 3.2].

Corollary 4.4. If the EM sequence of likelihoods {L(θ(k);y)} is bounded, it con-
verges monotonically to some value L∗, that is L(θ(k);y) ↑ L∗ ∈ R+.

Proof. The claim follows directly from the monotonicity of the EM sequence of
likelihoods {L(θ(k);y)}.

Hence we know that for bounded likelihoods L(θ;y), the likelihood sequence
{L(θ(k);y)} converges. However, this does not imply the existence of a point θ∗ such
that L∗ = L(θ∗), nor does it imply that L∗ would be the maximum of L(θ;y). How-
ever, under weak regularity conditions, it can be shown that L(θ(k);y) ↑ L(θ∗;y),
where θ∗ is a stationary point of the likelihood L(θ;y). Furthermore, in many cases,
it can also be shown that the iterates θ(k) converge to a stationary point θ∗ of the
likelihood L(θ;y). [61]

In most practical applications, the more serious convergence issue with the EM
algorithm is that there are often no guarantees for the stationary point θ∗ to be
the global maximum of the likelihood L(θ;y). In particular, convergence to a local
maximum of the likelihood L(θ;y) is often a serious issue with the EM iteration.
Fortunately, Theorem 4.2 tells us that all the maxima of the likelihood of the un-
folding problem are global and hence we need not worry about local maxima when
using the EM algorithm for unfolding.

4.1.2 Unfolding with the EM Algorithm

We now describe the use of the EM algorithm for finding the maximum of the log-
likelihood l(λ;y) = p(y|λ) given by Equation (4.4). These results were discovered
independently by Shepp and Vardi [53] and Lange and Carson [37] in the beginning
of the 1980s in the context of image reconstruction in positron emission tomography.
This work was later extended by Vardi, Shepp and Kaufman in the subsequent paper
[56]. Our treatment here follows the presentation of [43, Section 2.5].

The natural choice for the complete data of this problem are the counts zij of
Equation (2.14). Recall from Section 2.2 that the random variable zij represents the
number of events originating from the jth true bin and observed in the ith smeared
bin. Hence, the incomplete data y are related to the complete data Z = (zij) via
the row sums

y = g(Z) =
[∑

j z1j, . . . ,
∑

j zpj
]T
.
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We also know from Section 2.2 that the random variable zij are Poisson distributed
and conditionally independent

zij|λj ∼ Poisson(Kijλj), ⊥⊥ zij|λ.

Hence, the complete-data log-likelihood l(λ;Z) = p(Z|λ) is given by

l(λ;Z) =
∑

ij

(
zij log(Kijλj)− log zij!−Kijλj

)
.

On the E-step of the EM algorithm, we compute the conditional expectation of
the complete-data log-likelihood l(λ;Z) given the observations y and the current
value λ(k) of the unknown parameter λ

Q(λ;λ(k)) = E
[
l(λ;Z)|y,λ(k)

]
∝
∑

ij

(
log(Kijλj)E

[
zij|yi,λ(k)

]
−Kijλj

)
. (4.9)

To find the conditional distribution p(zij|yi,λ(k)) of zij, we note that we have yi
observations for the ith smeared bin and these observations can either originate
from the jth true bin or some other true bin besides the jth bin. Hence, we can
regard zij as indicating the number of successes in yi Bernoulli trials with success
probability Kijλ

(k)
j /

(∑
lKilλ

(k)
l

)
. It follows that

zij|yi,λ(k) ∼ Bin

(
Kijλ

(k)
j∑

lKilλ
(k)
l

, yi

)
.

Hence, in Equation (4.9),

E
[
zij|yi,λ(k)

]
=

Kijλ
(k)
j∑

lKilλ
(k)
l

yi

and we need to find the maximum of

Q̃(λ;λ(k)) =
∑

ij

(
Kijλ

(k)
j∑

lKilλ
(k)
l

log(Kijλj)yi −Kijλj

)

with respect to λ on the M-step of the algorithm.
To find the maximum of Q̃, we set the derivative with respect to the mth com-

ponent to zero

∂

∂λm
Q̃(λ;λ(k)) =

∑

i

(
Kimλ

(k)
m∑

lKilλ
(k)
l

yi
λm
−Kim

)
= 0.

Solving this for λm and replacing m with j leads us to update λj on the M-step
using

λ
(k+1)
j =

λ
(k)
j∑
iKij

∑

i

Kijyi∑
lKilλ

(k)
l

.
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Hence, the EM iteration for finding the MLE of λ in model (2.15) is simply given
by the following iteration:

1. Pick some initial guess λ(0) > 0 and set k = 0.

2. Compute:

λ
(k+1)
j =

λ
(k)
j∑
iKij

∑

i

Kijyi∑
lKilλ

(k)
l

, j = 1, . . . , p. (4.10)

3. Set k ← k + 1.

4. If some stopping rule C(λ(k),λ(k−1), . . . ,λ(0)) is satisfied, set λ̂MLE = λ(k) and
terminate the iteration, else go to step 2.

If we now compare the iteration outlined above to the one derived by D’Agostini
in [16], we find that the D’Agostini iteration is equal to the EM iteration. This
is a quite remarkable coincidence given that D’Agostini derives his iteration by
repeatedly applying Bayes’ theorem to infer the values of the bin means λj. This
leads him to call the iteration “Bayesian” unfolding, although we now see that it is
merely a frequentist iteration for the MLE. Some authors have previously identified
the equivalence of the EM and D’Agostini iterations (see, e.g., [55, Section 1]), but
it appears that this finding has not received much attention in the HEP community.
In fact, as early as in the 1980s right after the publication of the seminal paper [56]
by Vardi, Shepp and Kaufman, some preliminary work was carried out at CERN
on applying the EM iteration to the HEP unfolding problem [48], but for some
reason the iteration only came to be used in real physics analyses as a result of
D’Agostini’s work. In addition, it turns out that the same iteration is also used in
optics and astronomy for removing optical distortions from images [50, 40]. In these
fields, the algorithm goes by the name of Lucy–Richardson deconvolution.

The EM iteration for unfolding has a number of convenient properties. Firstly,
we see that given that each component of the first iterate λ(0) is strictly pos-
itive, the iteration (4.10) will always produce strictly positive solutions. Hence,
the non-negativity constraint of the maximum likelihood problem (4.5) is satis-
fied for the maximum likelihood estimator λ̂MLE produced by the iteration. When
it comes to the convergence of the iteration, it is quite interesting to note that
the standard EM convergence theorems of Wu [61] are not applicable here. Never-
theless, the convergence of the resulting EM sequence of iterates {λ(k)} to a max-
imum of the log-likelihood l(λ;y) was shown by Vardi, Shepp and Kaufman in
[56, Theorem A.1].

As noted earlier, the ill-posedness of the problem means that we are, in fact,
in most cases, not interested in the maximum likelihood solution of the unfolding
problem since it often exhibits large oscillations due to the large variance of the
estimator. However, when we are using an iterative method for finding the MLE, it
is straightforward to regularize the solution by stopping the iteration prematurely
before oscillations start to appear. Hence, the number of EM iterations performed
controls the strength of the regularization and the sooner the iteration is terminated,
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the more we regularize the problem. For a discussion on various alternative stopping
rules for the iteration, see Section 4.3.

We conclude this section by noting that there is one major drawback with the
EM algorithm when used in HEP applications. Namely, since the iteration (4.10)
is nonlinear in λ, we cannot use the methods outlined in Section 4.2.3 to estimate
the standard deviations of the resulting estimator and hence to quantify the uncer-
tainty of the solution. Nevertheless, when the EM iteration is allowed to converge
to the MLE, standard, well-understood methods exist for estimating the standard
deviations of the solution, see [43, Chapter 4]. The problem is that it is not immedi-
ately clear how these methods should be adapted to the case where the iteration is
stopped prematurely to avoid oscillating solutions. On the other hand, in the HEP
literature, D’Agostini [16] provides a way of estimating the errors of the solution,
but his calculations have been criticized by Adye [1]. For the time being, it appears
that the error estimation of the EM iteration remains an issue that that has not yet
been completely settled.

4.2 Least Squares Estimation
Let us study method of moments (MoM) estimation of λ. The expectation of the
smeared data y is given by

E[y|λ] = µ = Kλ.

Since we have only one observation of the smeared histogram, we use it as an es-
timator of the mean. Equating the sample mean y with the theoretical mean, we
have

y = Kλ. (4.11)

The solution of this equation would then give us the method of moments estimator
λ̂MoM. Unfortunately, there are no guarantees about the existence or uniqueness of
the solution of this linear system of equation. When K is row-rank deficient (i.e.
not surjective), it could be that y /∈ ran(K) in which case the MoM estimator does
not exist. On the other hand, when K is column-rank deficient (i.e. not injective),
when it exists, the solution would not be unique.

To find an estimator that always exists, let us consider the least squares solution
λLS to Equation (4.11) defined by

‖KλLS − y‖2 = min
λ∈Rp
‖Kλ− y‖2. (4.12)

The following theorem establishes the existence of the least squares solution λLS and
gives an explicit formula for the solution using the Moore–Penrose pseudoinverse.

Theorem 4.5. The least squares solution λLS in (4.12) always exists, but is not
necessarily unique, and all the solutions are given by

λLS = K†y + (I −K†K)w, w ∈ Rp, (4.13)

where K† denotes the Moore–Penrose pseudoinverse of K.
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Proof. The existence and nonuniqueness of the least squares solution λLS is a well-
known property of the least squares problem (4.12). For proof, see e.g. [38, Theorem
2.3]. For proof1 of Equation (4.13), see [4, Corollary 3.1].

The following corollary shows that when λ is identifiable, the least squares so-
lution is unique.

Corollary 4.6. If K has full column rank, the least squares solution λLS is unique
and given by

λLS = K†y = (KTK)−1KTy.

Proof. When K has full column rank, the pseudoinverse is given by

K† = (KTK)−1KT.

Substituting this in (4.13), gives us

λLS = (KTK)−1KTy + (I − (KTK)−1(KTK))w = (KTK)−1KTy.

In cases whereK is column-rank deficient, we can still get around the nonunique-
ness of the least squares solution by picking the solution with the smallest norm.

Theorem 4.7. Let S be the set of all solutions to the least squares problem (4.12).
Then the problem

min
λLS∈S

‖λLS‖ (4.14)

has a unique solution λ∗LS given by λ∗LS = K†y.

Proof. To prove this, we use the closest-point theorem from convex analysis [3, The-
orem 2.4.1] which, when applied to our case, states that if S is a closed convex set,
then there exists a unique point λ∗LS ∈ S with minimum norm and λ∗LS ∈ S is this
minimizing point if and only if

(λ∗LS)T(λLS − λ∗LS) ≥ 0, ∀λLS ∈ S. (4.15)

Using Equation (4.13), we see that

S = {K†y + (I −K†K)w : w ∈ Rp}.

Since I−K†K is the orthogonal projection onto ker(K), we can equivalently write
this as

S = {K†y + v : v ∈ ker(K)}.
Since ker(K) is a linear subspace of Rp, is it closed and convex. It follows that
also S is closed and convex and problem (4.14) has a unique solution. Clearly,

1The formula shown in [4, Corollary 3.1] is in fact for a more general inverse of K but includes
the Moore–Penrose pseudoinverse K† as a special case.

38



λ∗LS = K†y ∈ S and hence is the solution to (4.14) if it satisfies the condition
(4.15). We have:

(λ∗LS)T(λLS − λ∗LS) ≥ 0, ∀λLS ∈ S
⇔ (K†y)T(K†y + v −K†y) ≥ 0, ∀v ∈ ker(K)

⇔ (K†y)Tv ≥ 0, ∀v ∈ ker(K) (4.16)

SinceK†y ∈ ran(K†) = ran(KT) = ker(K)⊥, we have (K†y)Tv = 0, ∀v ∈ ker(K).
Hence, (4.16) is a true statement and it follows that the condition (4.15) is satisfied.

We call this minimum norm least squares solution λ∗LS the least squares estimator
λ̂LS of λ. Hence, the least squares estimator is given by

λ̂LS = λ∗LS = K†y.

The least squares estimator λ̂LS has several attractive features. Firstly, it is
simple to implement provided that the computational platform in use provides a
ready-made implementation for the pseudoinverse. Secondly, when λ is identifiable,
λ̂LS is unbiased.

Proposition 4.8. When K has full column rank, the least squares estimator λ̂LS =
K†y is unbiased.

Proof. Using a similar line of reasoning as in the proof of Corollary 4.6, we find

E[λ̂LS|λ] = K†E[y|λ] = K†Kλ = (KTK)−1(KTK)λ = λ

and hence λ̂LS is unbiased.

On the other hand, when K is column-rank deficient, we have

E[λ̂LS|λ] = K†Kλ = λ− (I −K†K)λ = λ− Pλ, (4.17)

where P : Rp → ker(K) is the orthogonal projection onto the kernel of K. Com-
parison of this with the discussion on identifiability of λ in Section 4.1 shows that
the potential bias in λ̂LS is an inevitable consequence of the unidentifiability of λ.
Nevertheless, it could happen that E[λ̂LS|λ] /∈ Sλ as defined by Equation (4.3) since
there are no guarantees about the non-negativity of the expectation. This reveals
the first major problem with the least squares estimator. Namely, it could, and in
practice often does, give solutions with negative values.

As with all naïve estimators of λ, the second major problem with λ̂LS is the
extremely large variance of the estimator caused by the ill-posedness of the unfolding
problem. Using Equation (A.6), the covariance of λ̂LS can be written as

Cov[λ̂LS|λ] = K†Cov[y|λ] (K†)T. (4.18)
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Here Cov[y|λ] = diag(µ) = diag(Kλ). Especially in cases, where the condition
number cond(K) is large, the diagonal elements of Cov[λ̂LS|λ] can become signif-
icantly larger than the diagonal elements of Cov[y|λ]. Hence, unfolding of data y
with reasonable errors can lead to huge variations in the unfolded spectrum if the
plain least squares estimator is used. Note also that in general Cov[λ̂LS|λ] is not
diagonal meaning that the components of the least squares estimator are correlated
even though the bins of both the true histogram x and the smeared histogram y
are independent.

4.2.1 Truncated Singular Value Decomposition

We now turn our attention into showing how the variance of the least squares esti-
mator λ̂LS can be reduced by using regularization. Using Theorem A.28, the singular
value decomposition of the smearing matrix K ∈ Rq×p can be written as

K = UΣV T, (4.19)

where U ∈ Rq×q and V ∈ Rp×p are orthogonal matrices and Σ ∈ Rq×p is a diagonal
matrix with the non-negative singular values σi on the diagonal. Let r = rank(K),
1 ≤ r ≤ min(p, q). Consequently, by Proposition A.29, r coincides with the number
of strictly positive singular values of K, i.e., σ1 ≥ σ2 ≥ · · · ≥ σr > σr+1 = · · · =
σmin(p,q) = 0. By Proposition A.32, we can use the singular value decomposition
(4.19) to write the pseudoinverse of K as

K† = V Σ†UT, (4.20)

where Σ† ∈ Rp×q is the pseudoinverse of Σ given by

Σ† = diag(1/σ1, . . . , 1/σr, 0, . . . , 0)p×q.

Writing out the matrix product in Equation (4.20), the least squares estimator λ̂LS

can be written as

λ̂LS = K†y = V Σ†UTy =
r∑

i=1

1

σi
(uT

i y)vi, (4.21)

where ui is the ith column of U and vi the ith column of V . From this form, it is
intuitively clear what is the source of the large oscillations observed with the least
squares estimator. Namely, the factor 1/σi significantly amplifies fluctuations in y
if the corresponding singular value σi is very small. Hence, we can expect trouble in
cases where the smallest singular values of K are close to zero which is, more often
than not, the case with real-world smearing matrices K.

Equation (4.21) immediately suggest a possible way of taming these oscillations
by simply ignoring the problematic terms in the sum. To this end, let us introduce
a truncation index t, t ≤ r, and truncate the sum in (4.21) above this index. We
call the resulting estimator

λ̂TSVD =
t∑

i=1

1

σi
(uT

i y)vi (4.22)
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the truncated singular value decomposition (TSVD) estimator of λ [31]. Letting

K†t = V Σ†tU
T,

where Σ†t = diag(1/σ1, . . . , 1/σt, 0, . . . , 0)p×q is a truncation of Σ†, we can equiva-
lently write (4.22) in the matrix form

λ̂TSVD = K†ty = V Σ†tU
Ty. (4.23)

The truncation index t represents the regularization parameter of the TSVD esti-
mator λ̂TSVD. The smaller the value of t, the smoother the resulting estimates, while
setting t = r takes us back to the least squares estimator λ̂LS. Methods for choosing
the value of t are discussed below in Section 4.3.

Using Equation (A.6), the covariance of λ̂TSVD can be written as

Cov[λ̂TSVD|λ] = K†t Cov[y|λ] (K†t )
T,

which is better behaved than the covariance of Cov[λ̂LS|λ] given in Equation (4.18)
because of the truncation in K†t . However, this reduction of variance comes with a
price. Namely, the TSVD estimator is biased.

Proposition 4.9. The bias of the TSVD estimator (4.23) is given by

bias
(
λ̂TSVD

)
= (K†t −K†)Kλ− Pλ,

where P = I −K†K is the orthogonal projection onto ker(K).

Proof. By definition
bias

(
λ̂TSVD

)
= E[λ̂TSVD|λ]− λ.

Here we can write

λ̂TSVD = K†ty = K†y + (K†t −K†)y.

Using the linearity of the expectation and Equation (4.17), we find

bias
(
λ̂TSVD

)
= K†Kλ+ (K†t −K†)Kλ− λ = (K†t −K†)Kλ− Pλ,

where P = I −K†K.

When K has full column rank, ker(K) = {0} and hence Pλ = 0, ∀λ giving us
the bias

bias
(
λ̂TSVD

)
= (K†t −K†)Kλ.

Naturally, the bias vanishes by setting t = r.
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4.2.2 Tikhonov Regularization

Instead of taming the oscillations of the solution by truncating the singular value
spectrum of the smearing matrix, we could try to explicitly enforce some desired
properties of the solution. This is the general idea of Tikhonov regularization [31]. In
its simplest from, the Tikhonov regularized estimator λ̂Tik is defined as the solution
to the following penalized least squares problem, where the penalty term is equal to
the squared 2-norm of the solution.

Definition 4.10. Let δ > 0 be a constant. Then the Tikhonov regularized estimator
λ̂Tik of λ is the solution to the optimization problem

min
λ
‖Kλ− y‖2 + δ‖λ‖2. (4.24)

The constant δ is called the regularization parameter.

This means that we are trying to strike a balance between fitting the data, i.e.,
making ‖Kλ−y‖2 small, and finding a solution with a small norm ‖λ‖2. The degree
of this compromise is controlled with the regularization parameter δ. The larger the
parameter δ, the smaller the norm of the solution, while taking δ → 0 gives us the
least squares solution. The choice of δ is discussed in Section 4.3.

The following theorem shows that the Tikhonov regularized estimator exists
and is unique. Furthermore, it establishes a convenient formula for computing the
solution.

Theorem 4.11. The Tikhonov regularized estimator λ̂Tik exists and is unique for
all smearing matrices K ∈ Rq×p. Furthermore, the estimator is given by

λ̂Tik = (KTK + δI)−1KTy. (4.25)

Proof. We can write

‖Kλ− y‖2 + δ‖λ‖2 = ‖Kλ− y‖2 + ‖
√
δλ‖2

=

∥∥∥∥
[
Kλ− y√

δλ

]∥∥∥∥
2

=

∥∥∥∥
[
K√
δI

]
λ−

[
y
0

]∥∥∥∥
2

= ‖Aλ− b‖2,

(4.26)

where

A =

[
K√
δI

]
, b =

[
y
0

]
.

Hence, we see that the Tikhonov optimization problem (4.24) is equal to the least
squares problem for matrixA and vector b and hence, by Theorem 4.5, the Tikhonov
regularized estimator λ̂Tik exists. Furthermore, since the augmented matrix A has
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linearly independent columns and hence full column rank, we can use Corollary 4.6
to deduce that the solution us unique and given by

λ̂Tik = (ATA)−1ATb. (4.27)

Here

ATA =
[
KT
√
δI
] [ K√

δI

]
= KTK + δI

and
ATb =

[
KT
√
δI
] [y

0

]
= KTy.

Substituting to (4.27), we find

λ̂Tik = (KTK + δI)−1KTy. (4.28)

Using the singular value decomposition of K, we gain another perspective on
the workings of Tikhonov regularization.

Corollary 4.12. Let {ui}pi=1 be the left singular vector, {vi}qi=1 be the right singular
vectors and {σi}min(p,q)

i=1 be the singular values of the smearing matrix K. Then the
Tikhonov regularized estimator is given by

λ̂Tik =
r∑

i=1

σi
σ2
i + δ

(uT
i y)vi, (4.29)

where r = rank(K).

Proof. Writing out the SVD of K given by Equation (4.19), we get

K = UΣV T =
r∑

i=1

σiuiv
T
i ,

where r = rank(K). Using this, we can write

KTK + δI =

(
r∑

i=1

σiviu
T
i

)(
r∑

j=1

σjujv
T
j

)
+ δI

=
r∑

i=1

r∑

j=1

σiσjviu
T
i ujv

T
j + δI.

Since U is orthogonal, its columns are orthonormal. Hence, uT
i uj = δij, where

δij =

{
1, if i = j

0, if i 6= j
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is the Kronecker delta and we have

KTK + δI =
r∑

i=1

σ2
i viv

T
i + δI.

Letting Σ2 = diag(σ2
1, . . . , σ

2
r , 0, . . . , 0)p×p and using the orthogonality of V , we can

write this in matrix form

KTK + δI = V Σ2V T + δI

= V Σ2V T + δV V T

= V (Σ2 + δI)V T.

Since Σ2 +δI is a diagonal p×p matrix with strictly positive diagonal elements and
V is orthogonal, we have

(KTK + δI)−1 = V (Σ2 + δI)−1V T =

p∑

i=1

1

σ2
i + δ

viv
T
i . (4.30)

Similarly,

KTy =
r∑

i=1

σi(u
T
i y)vi. (4.31)

Substituting (4.30) and (4.31) in (4.25), we obtain

λ̂Tik = (KTK + δI)−1KTy

=

p∑

i=1

r∑

j=1

σj
σ2
i + δ

(uT
j y)viv

T
i vj

=

p∑

i=1

r∑

j=1

σj
σ2
i + δ

(uT
j y)δijvi

=
r∑

i=1

σi
σ2
i + δ

(uT
i y)vi.

Comparing Equations (4.21) and (4.29), we see that Tikhonov regularization
stabilizes the least squares solution by replacing the multiplicative factor 1/σi with
σi/(σ

2
i + δ). When σi � δ, σi/(σ2

i + δ) ≈ 1/σi showing that the terms related to
large singular values are left unaffected by the regularization. On the other hand,
when σi → 0, σi/(σ2

i + δ) → 0 which avoids the instabilities related to the small
singular values. Furthermore, comparing Equations (4.22) and (4.29) allows us to
easily see how Tikhonov regularization differs from TSVD. Namely, in TSVD, we
imposed a hard cut-off for small singular values above some truncation index t, while
in Tikhonov regularization, these singular values are truncated using a soft cut-off
dictated by the regularization parameter δ.

Tikhonov regularization can be generalized by changing the original optimization
problem (4.24). The most commonly encountered variation of the problem replaces
the original penalty term by the squared norm of some linear mapping of λ.
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Definition 4.13. Let δ > 0 be a constant regularization parameter. Then the gener-
alized Tikhonov regularized estimator λ̂Tik,L of λ is the solution to the optimization
problem

min
λ
‖Kλ− y‖2 + δ‖Lλ‖2, (4.32)

where L is a matrix with p columns.

The matrix L is usually chosen to be the discretized version of either the first-
order or the second-order derivative operator. In this case, the generalized penalty
term ‖Lλ‖2 penalizes, respectively, either for the slope or the curvature of the
solution. Obviously, setting L = I takes us back to the original Tikhonov regularized
solution.

The following theorem shows that the matrix L need not have full column rank
to guarantee the uniqueness of the generalized Tikhonov regularized estimator.

Theorem 4.14. The generalized Tikhonov regularized estimator λ̂Tik,L always ex-
ists. Furthermore, when the intersection of the null spaces of K and L is trivial,
i.e., ker(K) ∩ ker(L) = {0}, the solution is unique and given by

λ̂Tik,L = (KTK + δLTL)−1KTy. (4.33)

Proof. Using the same line of reasoning as in Equation (4.26), we find that the
generalized problem (4.32) is equivalent to the least squares problem

min
λ
‖Aλ− b‖2,

where

A =

[
K√
δL

]
, b =

[
y
0

]
.

Hence, Theorem 4.5 guarantees the existence of the generalized Tikhonov regularized
estimator λ̂Tik,L. Similarly, Corollary 4.6 guarantees the uniqueness of the solution
if the augmented matrix A has full column rank. This is equivalent to saying that
the null space of A is trivial. Furthermore,

ker(A) = {0}
⇔ (Aλ = 0⇔ λ = 0)

⇔
([

Kλ√
δLλ

]
= 0⇔ λ = 0

)

⇔ (Kλ = 0 & Lλ = 0⇔ λ = 0)

⇔ (λ ∈ ker(K) & λ ∈ ker(L)⇔ λ = 0)

⇔ (λ ∈ ker(K) ∩ ker(L)⇔ λ = 0)

⇔ ker(K) ∩ ker(L) = {0}

showing that the solution is unique if the intersection of ker(K) and ker(L) is trivial.
Equation (4.33) follows from a similar computation as the one in Equations (4.27)–
(4.28).
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If ker(K) ∩ ker(L) 6= {0}, λ̂Tik,L is not unique but we can still compute one
solution using

λ̂Tik,L = A†b =

[
K√
δL

]† [
y
0

]

and Theorem 4.7 guarantees that this is the the minimum-norm solution.
Using a generalization of the singular value decomposition, the generalized

Tikhonov regularized estimator λ̂Tik,L given by Equation (4.33) can be written in
a form analogous to the SVD form (4.29) of λ̂Tik. For more details, we refer the
interested reader to [2, Section 5.4].

We then turn our attention to the explicit form of the matrix L appearing in the
generalized penalty term ‖Lλ‖2. Firstly, if we wish to penalize for the magnitude
of the intensity function f of the true Poisson process, we may set L = I := L0

which takes us back to standard Tikhonov regularization. Let us then assume that
we would instead like to penalize for the first derivative of the intensity function
f and that we are using bins of uniform size ν(E) in the discretization of f , i.e.,
ν(Ei) = ν(E), ∀i. We can use the forward finite-difference approximation of f ′ and
Equation (2.9) to write

f ′(xi) ≈
f(xi+1)− f(xi)

ν(E)
≈ λi+1 − λi

(ν(E))2
,

where xi denotes the center of the ith bin. Since the factor 1/(ν(E))2 can be absorbed
into the regularization parameter δ, we can choose L to be

L1
1 =




−1 1
−1 1

. . . . . .
−1 1


 ∈ R(p−1)×p. (4.34)

One can easily check that rank(L1
1) = p− 1. This choice for L does not enforce any

boundary conditions, but on the other hand L1
1 does not have full column rank and

we need to check for the condition ker(K) ∩ ker(L1
1) = {0} in Theorem 4.14. We

can have an L matrix with full column rank, in which case the solution is unique
for all smearing matrices K, if we use the Dirichlet boundary condition on either
boundary of the histogram. Often the spectra studied in high energy physics are
such that we know that the intensity f(x) = 0 outside the right boundary of the
true histogram. In such a case, the appropriate choice for L would be

L1
2 =




−1 1
−1 1

. . . . . .
−1 1

−1



∈ Rp×p. (4.35)

This matrix has full rank, rank(L1
2) = p.
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Alternatively, we could penalize for the curvature of the intensity function f .
Assuming again uniform binning for the true histogram, the central finite-difference
approximation for the second derivative of f is given by

f ′′(xi) ≈
f(xi+1)− 2f(xi) + f(xi−1)

(ν(E))2
≈ λi+1 − 2λi + λi−1

(ν(E))3
.

When no boundary conditions are enforced, the matrix L becomes

L2
1 =




1 −2 1
1 −2 1

. . . . . . . . .
1 −2 1


 ∈ R(p−2)×p. (4.36)

This matrix has rank(L2
1) = p − 2, i.e., full row rank but deficient column rank.

To obtain a second-order finite-difference matrix with full column rank, one has to
impose boundary conditions on both boundaries of the histogram. Assuming the
Dirichlet boundary condition for both boundaries, i.e., f(x) = 0 outside of the true
histogram, we obtain

L2
2 =




−2 1
1 −2 1

1 −2 1
. . . . . . . . .

1 −2 1
1 −2



∈ Rp×p. (4.37)

This is again a full-rank matrix, rank(L2
2) = p, and hence guarantees the uniqueness

of the corresponding generalized Tikhonov regularized estimator λ̂Tik,L2
2
.

Before discussing the statistical properties of generalized Tikhonov regulariza-
tion, let us note that several other generalizations of the standard procedure (4.24)
have been proposed in the literature. If one has a good idea about a likely unfolded
solution λ0, it is possible to change the penalty term to reflect this and consider the
problem

min
λ
‖Kλ− y‖2 + δ‖L(λ− λ0)‖2.

In the context of HEP unfolding, λ0 could be a Monte Carlo simulated theoretical
prediction for the true histogram. The obvious problem with this approach is that
this introduces a bias towards λ0.

Another commonly encountered generalization is of the form

min
λ

(Kλ− y)TC−1(Kλ− y) + δ‖Lλ‖2, (4.38)

where C = Ĉov[y|λ]. For example, the popular SVD unfolding technique by Höcker
and Kartvelishvili [28] is based on using the singular value decomposition to minimize
an objective function which has the form (4.38), but in their approach, λ is replaced
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by the ratio of the unfolded histogram to some expected theoretical histogram. The
rationale for this scaling is that the ratios should be close to unity throughout the
histogram and hence one can confidently enforce the smoothness of the resulting
vector.

As in the case of TSVD, Tikhonov regularization achieves a reduction in the
variance of the estimator by making the estimator biased. The following proposition
establishes the bias of the generalized Tikhonov regularized estimator λ̂Tik,L.

Proposition 4.15. Assume that ker(K) ∩ ker(L) = {0}. Then the bias of the
generalized Tikhonov regularized estimator λ̂Tik,L of Equation (4.33) is given by

bias
(
λ̂Tik,L

)
= −

(
1

δ
KTK +LTL

)−1

LTLλ.

Proof. The Tikhonov estimator λ̂Tik,L is equivalently given by

λ̂Tik,L = A†b,

where

A =

[
K√
δL

]
, b =

[
y
0

]
.

Hence
E[λ̂Tik,L|λ] = A†E[b|λ]. (4.39)

Here

E[b|λ] = E

[[
y
0

]∣∣∣∣λ
]

=

[
Kλ
0

]

=

([
K√
δL

]
−
[

0√
δL

])
λ

=

(
A−

[
0√
δL

])
λ.

Substituting in (4.39), we get

E
[
λ̂Tik,L

∣∣∣λ
]

= A†Aλ−A†
[

0√
δL

]
λ = λ−A†

[
0√
δL

]
λ,

where we have used A†A = I. This follows from the full column rank of A which is,
in turn, guaranteed the assumption ker(K)∩ker(L) = {0} as shown in the proof of
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Theorem 4.14. Using Corollary 4.6 and a computation similar to Equations (4.27)-
(4.28), it follows that

bias
(
λ̂Tik,L

)
= −A†

[
0√
δL

]
λ

= −(ATA)−1AT

[
0√
δLλ

]

= −(KTK + δLTL)−1δLTLλ

= −
(

1

δ
KTK +LTL

)−1

LTLλ.

The covariance of the Tikhonov estimator can again be expressed using Equa-
tions (A.6) and (4.33) as follows:

Cov[λ̂Tik,L|λ] = (KTK + δLTL)−1KT Cov[y|λ]K(KTK + δLTL)−1.

One might then be tempted to think that the square roots of the diagonal elements
of the covariance matrix Cov[λ̂Tik,L|λ] could be used to construct approximate
confidence intervals for the true means λi. Unfortunately, this is not the case as will
be explained in the next subsection.

4.2.3 Error Estimation

We have studied above the least squares estimator and two related regularized esti-
mators based on TSVD and Tikhonov regularization. All these estimators are linear
in the sense that they can be expressed in the form

λ̂ = K+y,

where in the case of the least squares estimator, K+ is the pseudoinverse of K
and in the case of TSVD and Tikhonov regularization, a regularized version of the
pseudoinverse. As we have shown, the covariance of such an estimator is given by

Cov[λ̂|λ] = K+ Cov[y|λ] (K+)T = K+diag(µ)(K+)T.

If we use the MLE, which is simply given by the observations y, to estimate µ, the
covariance can be estimated using

Ĉov[λ̂|λ] = K+diag(µ̂)(K+)T = K+diag(y)(K+)T

and we could then estimate the standard deviation of each component of the esti-
mator λ̂ with

Ŝtd[ λ̂i|λ] =

√
Ĉov[λ̂|λ]ii. (4.40)

We could then proceed as we did in Section 3.1 and report the outcome of the
measurement using λ̂i ± Ŝtd[ λ̂i|λ]. However, when regularization is involved, this
does not serve as an approximate 68.27 % confidence interval for the true mean λi.
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To see why, let us remind ourselves that the diagonal elements of Ĉov[λ̂|λ] represent
the spread of the estimator λ̂ around its expectation E[λ̂|λ]. However, only when
the estimator is unbiased, i.e., E[λ̂|λ] = λ, does this coincide with the true value of
the parameter. When the estimator is biased, E[λ̂|λ] 6= λ and hence the diagonal
elements of Ĉov[λ̂|λ] do not represent the variability of the estimator around the
true parameter value λ.

As we discussed above, regularization achieves a reduction in the variance of the
estimator by making it biased. In particular, the TSVD estimator λ̂TSVD and the
Tikhonov estimator λ̂Tik,L are in general biased as shown by Propositions 4.9 and
4.15. Hence, when these estimators are used and λ̂i ± Ŝtd[ λ̂i|λ] is reported as the
outcome of the measurement, this should not be thought of as a confidence interval
for λi. Instead, the interval λ̂i ± Ŝtd[ λ̂i|λ] represents the spread of the estimators
λ̂i if the measurement were to be repeated several times, but due to the bias, this
interval is systematically off with respect to the true parameter λi. The same is true
even for the least squares estimator when the smearing matrix K does not have full
column rank as shown by Equation (4.17).

Note also that as the regularization strength is increased, i.e., we make the regu-
larization parameter δ in Tikhonov regularization larger or the truncation index t in
TSVD smaller, the variance of the regularized estimators is decreased. With strong
enough regularization, the variance can be made arbitrarily small. For example, in
standard Tikhonov regularization (i.e. L = I), taking the limit δ → ∞ gives us
λ̂Tik = 0 with zero variance. This resolves the long-standing paradox in the high
energy physics community about obtaining errors smaller than

√
λ̂i for the unfolded

histogram seemingly providing better resolution than that obtained from a perfect
detector [41]. Namely, there is no contradiction in having the estimated standard
deviations Ŝtd[ λ̂i|λ] smaller than

√
λ̂i simply because they do not represent the res-

olution of the experiment when one does not account for the bias of the regularized
estimator.

Unfortunately, the frequentist paradigm of statistics does not provide a straight-
forward way of constructing confidence intervals for λi starting from such compli-
cated estimators as the TSVD estimator λ̂TSVD or the Tikhonov regularized estima-
tor λ̂Tik. For instance, one could naïvely try to estimate the bias of λ̂ and consider
a new estimator of the form λ̂∗ = λ̂ − b̂ias(λ̂) which should be nearly unbiased
and would hence solve most of our problems. However, since the estimator b̂ias(λ̂)
is a random variable, subtracting it from λ̂ would again cause the variance of the
resulting estimator λ̂∗ to blow up and would just take us back to square one.

4.3 Choice of the Regularization Strength
A common theme with all the unfolding techniques discussed in this chapter is that
one has to find a way to choose the regularization strength of the method. That is,
we need to strike a balance between the bias and the variance of the regularized
estimator λ̂. In the EM algorithm, the regularization strength is controlled by the
length of the iteration, in TSVD, it is the truncation index t that controls this
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balance, while in Tikhonov regularization, we need to choose the regularization
parameter δ. Several methods for choosing these parameters have been proposed in
the literature. In this discussion, we first focus on Tikhonov regularization and then
make brief remarks about the EM algorithm and TSVD at the end of this section. It
should be noted that while all methods for choosing the regularization strength are
more or less heuristic in their nature, a detailed analysis of their statistical properties
can still be carried out. In this treatment, we will merely focus on introducing some of
the most commonly encountered techniques for choosing the regularization strength
and we refer the reader to the literature for a more detailed analysis of the methods.
Good references to consider are, e.g., Chapter 4 in [20] and Chapter 7 in [58].

Recall from Section 4.2.2 that, in generalized Tikhonov regularization, we solve
the optimization problem

min
λ
‖Kλ− y‖2 + δ‖Lλ‖2 (4.41)

and the question we are trying to address here is how should the regularization
parameter δ be selected. To emphasize its dependence on δ, let us for the rest of this
section denote the solution of (4.41) by λ̂δ instead of the earlier used notation λ̂Tik,L.

The optimization problem (4.41) gives an immediate motivation for the so-called
L-curve method [25] for choosing δ. In this method, one plots on a log-log scale the
norm of the residual ‖Kλ̂δ − y‖ versus ‖Lλ̂δ‖ for different values of δ. Because
‖Lλ̂δ‖ decreases as a function of δ and ‖Kλ̂δ − y‖ increases as a function of δ,
the resulting curve often takes a distinctive shape resembling the letter L. One then
picks the parameter δ that corresponds to the corner of the curve as the optimal
regularization parameter. The rationale for this is that the point at the corner offers,
in some sense, the optimal compromise between ‖Kλ− y‖ and ‖Lλ‖.

Another commonly encountered method for choosing δ is the Morozov discrep-
ancy principle [47] (see also [31, Section 2.3]). In this method, one chooses the largest
value of δ which satisfies2

‖Kλ̂δ − y‖ ≤ ε, (4.42)

where ε characterizes the noise level of the data. The rationale behind this approach
is that we can safely expect to be able to fit the data up to the noise level, but
any solution that matches the observations with an accuracy higher than that is
potentially overfitting the data.

Unfortunately, the choice of the noise level ε in (4.42) is not unambiguous and
depends on the particular problem under consideration. For example, in the case of
unfolding, we could set

ε2 = E
[
‖µ− y‖2|µ

]
=

q∑

i=1

E
[
(µi − yi)2|µi

]

=

q∑

i=1

Var[yi|µi] =

q∑

i=1

µi = ‖µ‖1,

2Because in Tikhonov regularization the regularization parameter δ is continuous, the inequality
in (4.42) can actually be replaced by an equality. The inequality is required for cases where the
regularization parameter is discrete, such as TSVD and iterative methods.
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where y|µ ∼ Poisson(µ) and µ = Kλ. This gives us ε =
√
‖µ‖1, which is unknown

because µ is unknown. However, we can still estimate this by estimating µ using
the observations y. Hence, the estimated noise level is ε̂ =

√
‖µ̂‖1 =

√
‖y‖1 and

we would choose the regularization parameter δ so that it satisfies

‖Kλ̂δ − y‖ =
√
‖y‖1.

A third method for choosing δ is cross validation, which is a general statisti-
cal technique often used in solving parameter and model selection problems. First,
consider the Tikhonov optimization problem (4.41) where we have left out the kth
observation from the objective function, that is,

min
λ

∑

i 6=k

((Kλ)i − yi)2 + δ‖Lλ‖2. (4.43)

Let us denote the solution of this problem by λ̂[k]
δ . We would then expect that

for each k, the kth component of Kλ̂[k]
δ should be close to yk even though yk was

not used for finding λ̂[k]
δ . That is, for an appropriate choice of the regularization

parameter δ, the solution should generalize for new observations. If this is not the
case, then we could be overfitting or underfitting the data. We hence choose δ by
minimizing the cross validation function

CV(δ) =
1

q

q∑

k=1

((Kλ̂
[k]
δ )k − yk)2.

We call this approach for choosing δ the leave-one-out cross validation method.
From a computational point of view, the main issue with leave-one-out cross

validation is that, for each value of δ, one has to solve the problem (4.43) q times
in order to evaluate CV(δ). Luckily, it can be shown (see, e.g., [2, Section 5.7]) that
CV(δ) can be approximated using a generalized cross validation function GCV(δ)
that depends only on the solution λ̂δ of the full problem (4.41). Namely,

CV(δ) ≈ GCV(δ) =
q‖Kλ̂δ − y‖2

tr(I −KK+)
,

where K+ = (KTK + δLTL)−1KT. The regularization parameter δ is then chosen
by minimizing GCV(δ). The formal justification to using generalized cross validation
lies on an analysis of its asymptotic properties. For details, we refer the reader to
[15, 59].

Out of the three methods considered for choosing the regularization strength,
generalized cross validation has the best theoretical foundation but it can be easily
used only in the case of TSVD and Tikhonov regularization. On the other hand,
the L-curve technique and Morozov discrepancy principle can be used with all the
unfolding techniques discussed in this chapter, including the iterative EM algorithm.
The main problem with the discrepancy principle is the heuristic choice of the noise
level ε, while the L-curve technique suffers from arbitrariness in determining the
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corner of the L-curve. Not surprisingly, a number of other criteria for stopping the
EM iteration have also been proposed. Veklerov and Llacer [57], for example, perform
on each EM iteration a statistical hypothesis test to see if y can be regarded as a
realization of a Poisson(µ(k)) distributed random variable, where µ(k) = Kλ(k),
while in high energy physics applications, one usually uses a χ2 comparison of two
consecutive iterates λ(k) and λ(k−1) [16].
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Chapter 5

Bayesian Unfolding

Bayesian techniques are widely regarded as a versatile alternative to frequentist tech-
niques for solving inverse problems [31]. The basic idea is to use Bayes’ theorem to
compute the distribution of the unknown parameters given the observed data and
then use this posterior distribution to describe our understanding about the un-
knowns. Efficient sampling techniques based on Markov chains make this approach
computationally feasible for a wide range of models. The Bayesian perspective is
especially well suited for HEP data analysis since it provides a natural way of quan-
tifying the uncertainty of the solution via Bayesian credible intervals. The basic
concepts of Bayesian inference for unfolding are first explained in Section 5.1. We
then show in Section 5.2 how Markov chain Monte Carlo samplers can be used to
generate a sample from the posterior. The important question about the choice of
the prior distribution, which regularizes the otherwise ill-posed problem, is addressed
in Section 5.3.

5.1 Bayesian Inference for Unfolding
The key idea in Bayesian unfolding is to use Bayes’ theorem (A.8) to make inferences
about the unknown means λ given the observed histogram y distributed according
to model (2.12). This was recently proposed in the context of HEP unfolding by
Choudalakis [11]. For unfolding, Bayes’ theorem reads

p(λ|y) =
p(y|λ)p(λ)

p(y)
, (5.1)

where p(λ|y) is the posterior of the means λ, p(y|λ) is the likelihood of λ given by
Equation (4.1) and p(λ) is the prior density. The marginal p(y) does not depend on
the unknown λ and can be regarded as a normalization constant for the posterior
density.

In the strict context of the Bayesian paradigm of statistics, Bayes’ formula (5.1)
should be interpreted as follows: The prior p(λ) represents our a priori subjective
degree of belief about the true histogram λ before looking at the data y. When
the data come in, the combination of this prior information and our information
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about the process that generated the data reflected by the likelihood p(y|λ) is
used to update our degree of belief about the true histogram. This a posteriori
understanding of λ is then captured by the posterior density p(λ|y). In essence, the
posterior contains all the information we have about λ given the observations y and
our prior beliefs p(λ).

In the case of inverse problems, the prior p(λ) has an additional, important role.
Namely, it is the prior that regularizes the otherwise ill-posed problem. In Bayesian
thinking, the ill-posedness of the problem manifests itself as a likelihood function
which is almost flat for a large number of very different solutions. Since the posterior
is proportional to the product of the likelihood and the prior density, choosing, for
instance, the flat uniform prior would result in a posterior suffering from the same
flatness problem and lead to largely arbitrary inferences about λ. On the other
hand, if the prior places the majority of its probability mass on physically plausible
solutions, this will make the posterior to peak near such solutions and thus drive
the inference towards physically acceptable histograms.

Often the prior in (5.1) is chosen among some parametric family of models in
which case it depends on some hyperparameters α. In this case, Bayes’ rule can be
written as follows

p(λ|y,α) =
p(y|λ)p(λ|α)

p(y|α)
. (5.2)

This form emphasizes the fact that the posterior depends on the choice of the prior
via the parameters α. Here the denominator is given by the integral

p(y|α) =

ˆ
p(y|λ)p(λ|α) dλ. (5.3)

From the Bayesian point of view, the posterior p(λ|y,α) is the complete solution
to the unfolding problem. However, when there are p bins in the true histogram,
this is a p-dimensional probability density function. Since usually p � 1, it is not
practical to provide such a density as the outcome of the unfolding procedure. Hence,
we need some more accessible ways of summarizing the information contained in the
posterior p(λ|y,α). Some frequently used measures for the location of the posterior
are its expectation E[λ|y,α] or its mode arg max λ p(λ|y,α) assuming that these are
well-defined quantities. The estimator corresponding to the mode of the posterior is
called the maximum a posteriori (MAP) estimator λ̂MAP. Similarly, the covariance
of the posterior Cov[λ|y,α] can be used to measure the spread of the posterior
around its mean.

Recall that our main motivation for using Bayesian techniques was the possibility
of using the posterior p(λ|y,α) to construct credible intervals which are analogous to
confidence intervals in frequentist statistics. From the point of view of computation,
interpretation and presentation of the results, the most straightforward way of doing
this is to consider the one-dimensional marginals of the posterior

p(λi|y,α) =

ˆ
p(λ|y,α) dλ−i, (5.4)

where dλ−i = dλ1 · · · dλi−1dλi+1 · · · dλp. The marginal posterior p(λi|y,α) captures
all the information we have about the ith bin when we want to summarize its
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inference without making reference to the rest of the bins1. The 100(1−α)% marginal
credible interval [ai, bi] for λi is then defined as the solution to

α

2
=

ˆ ai

0

p(λi|y,α) dλi,

α

2
=

ˆ ∞
bi

p(λi|y,α) dλi.

In practice, we shall not be working with the closed-form marginal posterior
p(λi|y,α) but instead with a sample {λ(k)

i }Nk=1 from p(λi|y,α). In this case, the
lower limit ai can be estimated using the (100 · α/2)th percentile of the sample and
the upper limit using the 100(1− α/2)th percentile of the sample.

It is often desirable to complement the credible intervals [ai, bi] with other tools
from descriptive statistics to gain a maximum amount of information about the
marginal posteriors. When reporting the results of the computational experiments
of Chapter 7, we accompany the credible intervals [ai, bi] with the medians λ̂med,i

of the marginal posteriors p(λi|y,α) to summarize our understanding about their
locations. As above, λ̂med,i is obtained as the 50th percentile of the sample {λ(k)

i }Nk=1.
In addition, we use box plots of these samples to provide an alternative way of
summarizing our understanding of the marginals p(λi|y,α).

We conclude this section by showing that there is a simple relationship between
the Bayesian maximum a posteriori point estimator λ̂MAP and the frequentist max-
imum likelihood estimator λ̂MLE of the true means λ. Namely, these two estimators
coincide when we use the uniform non-negativity prior p(λ|α) = p(λ) ∝ 1Rp

+
(λ).

This is easily seen as follows:

λ̂MAP = arg max
λ∈Rp

+

p(λ|y) = arg max
λ∈Rp

+

p(y|λ)p(λ) = arg max
λ∈Rp

+

p(y|λ) = λ̂MLE.

Using different priors, various other MAP estimators can be constructed. In cases
where the parameters can take any real values, it is often possible to find a similar
correspondence between Tikhonov regularized estimators discussed in Section 4.2.2
and the MAP estimator for a suitably chosen prior. However, in our case, such a
correspondence does not exist which can be seen by noting that the MAP estimator
λ̂MAP is always non-negative2 while the components of the (generalized) Tikhonov
regularized estimator λ̂Tik,L can also take negative values.

1If needed, the full posterior p(λ|y,α) can also be used to construct confidence envelopes for
the whole histogram λ using Bayesian credible sets (see Definition A.24).

2Note that it is ultimately the likelihood p(y|λ) that enforces the non-negativity of the solution
in Bayesian unfolding and not the prior p(λ|α). This is because the likelihood, which is given in
Equation (4.1), is only defined for λ ∈ Rp+. As a result, all the integrals and densities over λ should
only be considered over Rp+ (see Sections A.1 and A.2). We could thus also write the uniform prior
in the form p(λ) ∝ 1, λ ∈ Rp+. However, for the clarity of the presentation and in order to avoid
any confusion, we prefer adopting the convention of writing the priors with the indicator function
1Rp

+
(λ) and to call such priors non-negativity priors even though this would not be absolutely

necessary.
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5.2 Markov Chain Monte Carlo Sampling
From a computational point of view, the main problem with Bayesian unfolding
is that the denominator p(y|α) of Bayes’ rule (5.2) is given by the p-dimensional
integral of Equation (5.3) which often cannot be evaluated analytically. In addition,
when the number of true bins p � 1, this becomes extremely difficult to com-
pute numerically using standard quadrature rules. This means that we are in most
cases unable to normalize the posterior density p(λ|y,α). Similarly, integrals of the
posterior, such as the one in Equation (5.4), cannot be evaluated using standard
integration techniques.

Fortunately, a class of algorithms called Markov chain Monte Carlo (MCMC)
sampling algorithms allows one to draw a sample from the posterior p(λ|y,α) with-
out the need to know the normalization constant p(y|α) [31, 23]. It is largely due
to these algorithms that Bayesian methods have become commonplace in contem-
porary statistics and have been successfully applied to a wide class of problems that
could not have been solved using traditional frequentist methods.

The main idea of MCMC sampling is to construct a time-homogeneous Markov
chain having the posterior p(λ|y,α) as its equilibrium distribution. The terminology
here is defined as follows:

Definition 5.1. A time-homogeneous Markov chain is an ordered set of random
variables {Xj}∞j=1, Xj ∈ Rd, which satisfy

PXj+1
(B|Xj = xj, . . . ,X1 = x1) = PXj+1

(B|Xj = xj) = P (xj, B), ∀B ∈ Bd,

where Bd is the Borel σ-algebra on Rd. Here, the probability measure P (x, ·) is called
the transition kernel and does not depend on the time index j.

This means that the distribution of the state of the chain at time index j + 1
only depends on the history of the chain via the state of the chain at the previous
time index j. If we know the distribution of the chain at time step j, we can use
the transition kernel P to write the distribution of the chain at the subsequent time
step j + 1

PXj+1
(B) =

ˆ
PXj+1

(B|Xj = xj)PXj
(dxj) =

ˆ
P (xj, B)PXj

(dxj).

A distribution of states which is invariant under this mapping is called the invariant
distribution of the kernel P .

Definition 5.2. A probability measure µ is the invariant distribution of the tran-
sition kernel P (x, ·) if

µ(B) =

ˆ
P (x, B)µ(dx), ∀B ∈ Bd.

Let us also define the k-step transition kernel P (k)(x, ·) using

P (k)(xi, B) = PXj+k
(B|Xj = xj), B ∈ Bd.
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Clearly, P (1) = P and the k-step transition kernel can be constructed recursively
using the one-step kernel P

P (k)(xj, B) =

ˆ
PXj+k

(B|Xj+k−1 = xj+k−1)PXj+k−1
(dxj+k−1|Xj = xj)

=

ˆ
P (xj+k−1, B)P (k−1)(xj, dxj+k−1), k > 2.

The distribution of the chain at time index k is then given by

PXk
(B) =

ˆ
PXk

(B|X1 = x1)PX1(dx1) =

ˆ
P (k−1)(x1, B)PX1(dx1). (5.5)

It can be shown [31, Proposition 3.11] that if the transition kernel P satisfies
certain regularity conditions, the asymptotic limit of the k-step transition kernel
P (k) is given by the invariant distribution µ of P . That is, for µ-almost all x1 ∈ Rd

lim
k→∞

P (k)(x1, B) = µ(B), ∀B ∈ Bd. (5.6)

If this holds, then the invariant distribution µ is called the equilibrium distribution of
the Markov chain {Xk}∞k=1. If the distribution of the starting pointX1 is degenerate
at x1, PX1 = δx1 , and µ is the equilibrium distribution of the chain, Equation (5.5)
gives us

PXk
(B) = P (k−1)(x1, B)→ µ(B)

when k →∞. This means that for large time indices k, the states Xk are approxi-
mately distributed according to µ irrespective of the starting point x1 of the chain.
It follows that if we are able to construct such a Markov chain that its equilibrium
distribution is the posterior p(λ|y,α), then for large indices k, the realizations of
the random variables Xk form a sample from the posterior.

Under the same regularity conditions required for the convergence result (5.6),
one can also show the following ergodicity property for the invariant distribution µ:

lim
N→∞

1

N

N∑

k=1

f(Xk) =

ˆ
f(x)µ(dx) a.s.

for all µ-integrable functions f . Assuming that µ is absolutely continuous with den-
sity p(x), this result shows that when {xk}Nk=1 is a large enough realization of the
Markov chain, we can perform MC integration with respect to the density p(x) using

E[f(X)] =

ˆ
f(x)p(x) dx ≈ 1

N

N∑

k=1

f(xk). (5.7)

Several algorithms for constructing a Markov chain having the posterior p(λ|y,α)
as its equilibrium distribution have been proposed in the literature. Out of these
MCMC samplers, the most well-known is the Metropolis–Hastings algorithm. As-
sume that at time step k, the chain is at point λ(k). Then, the basic idea of the
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Metropolis–Hastings algorithm is to draw a proposal for the next point λ∗ from
some proposal density p(λ∗|λ(k)). This proposal is then either accepted or rejected.
Letting π(λ) = p(λ|y,α) and q(λ(k),λ∗) = p(λ∗|λ(k)), the probability of accepting
λ∗ is

a(λ(k),λ∗) = min

(
1,

π(λ∗)q(λ∗,λ(k))

π(λ(k))q(λ(k),λ∗)

)
. (5.8)

If the proposal λ∗ is accepted, this becomes the next point of the chain λ(k+1) = λ∗.
Otherwise, the chain remains at its current location, λ(k+1) = λ(k). More specifically,
the Metropolis–Hastings algorithm for sampling N observations from the posterior
p(λ|y,α) is given by the iteration:

1. Pick the initial point λ(1) ∈ Rp
+ and let k = 1.

2. Sample the proposal λ∗ from p(λ∗|λ(k)).

3. Compute a(λ(k),λ∗) using Equation (5.8).

4. Sample r ∼ U(0, 1), where U(0, 1) is the uniform distribution on the interval
[0, 1].

5. If r ≤ a(λ(k),λ∗), accept λ∗ and set λ(k+1) = λ∗, else set λ(k+1) = λ(k).

6. Set k ← k + 1.

7. If k = N , terminate, else go to step 2.

It is easy to show that the posterior p(λ|y,α) is the invariant distribution of the
Markov chain given by the Metropolis–Hastings algorithm. To show that the poste-
rior is also the equilibrium distribution, some mild assumptions about the proposal
density p(λ∗|λ(k)) are required. For details, we refer the reader to [54].

The reason the Metropolis–Hastings algorithm is so useful in Bayesian compu-
tations is the fact that the posterior only appears in the algorithm in the ratio
π(λ∗)/π(λ(k)) in Equation (5.8). Hence, the normalization factor p(y|α) cancels out
and we are able to sample from the posterior p(λ|y,α) without having to evaluate
the problematic integral (5.3).

Naturally, different choices for the proposal density p(λ∗|λ(k)) = q(λ(k),λ∗) will
lead to different sampling schemes. A common choice, is the random-walk proposal
density, which satisfies

q(x,y) = q(x− y), q(−x) = q(x). (5.9)

It follows that q(x,y) = q(y,x) and the acceptance probability (5.8) simplifies to

a(λ(k),λ∗) = min

(
1,

π(λ∗)

π(λ(k))

)
.

This is the original version of the algorithm as proposed by Metropolis et al. in
[44]. The simplified acceptance probability has a straightforward interpretation: If
the proposed move λ∗ is in the direction of higher posterior density, it is always
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accepted, while a move to the direction of lower posterior density is accepted with
the probability given by the ratio of the posterior densities π(λ∗)/π(λ(k)). Hence,
as expected, the algorithm tends to create more observations for regions with high
posterior density.

When the posterior is the equilibrium distribution of the Metropolis–Hastings
chain, Equation (5.6) guarantees the asymptotic convergence of the chain. The ob-
vious question that arises is when is the time index k large enough so that we can
consider the observations λ(k) to follow the posterior distribution. In practice, this
is often dealt with by plotting each component λ(k)

i as a function of k and looking
for an index b after which the time series seems stationary. Then the b first ob-
servations, which are often called the burn-in of the chain, are discarded and the
remaining N − b observations can be considered as a sample from the posterior.

Another important issue with MCMC sampling is the speed of the mixing of the
chain. Because the Metropolis–Hastings chain is, in most practical cases, constructed
in such a way that the two consecutive observations λ(k) and λ(k+1) are correlated,
one is likely to find the next observation close to the previous one. Due to this
correlation, the chain explores one local part of the state space at a time and slowly
moves around the global support of the posterior. If the speed at which it explores
the posterior is very low, the chain is said to be mixing slowly. In such a case,
one needs to have a very large number of observations to get a good idea about
the global structure of the posterior. One way to monitor the mixing of the chain
is to compute the acceptance rate of the Metropolis–Hastings jumps, that is the
percentage of the proposals λ∗ that are accepted in the algorithm. If the acceptance
rate is very low, the proposed jumps are too large and the chain mostly stays still
at its current position. On the other hand, if the acceptance rate is very large, the
proposed jumps are often too small and again the chain moves around very slowly.
There are theoretical results saying that the acceptance rate should be of the order
of 20–40 % [23, Section 11.9]. Such optimal acceptance rates can be obtained by an
appropriate choice of the proposal density p(λ∗|λ(k)). The general recommendation
is to try to set the shape of the proposal density close to the shape of the posterior
and then tune the scale of the proposals to obtain the recommended acceptance
rates.

It is clear from the discussion above that the issues related to the convergence
and mixing of the Metropolis–Hastings algorithm often make its use more of an art
than exact science. Nevertheless, it is a well-understood, widely applicable sampling
algorithm which often gives satisfactory results given that the number of samples N
is large enough and at least some basic convergence checks are performed. For an
overview of more advanced convergence analysis tools for MCMC sampling, see [8].

The issues related to the suboptimal mixing of the Metropolis–Hastings chain are
partially resolved by using another popular MCMC algorithm called Gibbs sampling.
Here the basic idea is to update each component of the Markov chain by sampling
from the full posterior conditionals p(λi|λ−i,y,α), where λ−i is the vector λ with-
out the ith component, λ−i =

[
λ1, . . . , λi−1, λi+1, . . . , λp

]T. More precisely, the ith
component of the new observation λ(k+1) is sampled conditioning on the new values
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of dimensions 1, . . . , i− 1 and the previous values of dimensions i+ 1, . . . , p, that is,

λ
(k+1)
i ∼ p(λi|λ1 = λ

(k+1)
1 , . . . , λi−1 = λ

(k+1)
i−1 , λi+1 = λ

(k)
i+1, . . . , λp = λ(k)

p ,y,α).

The sampling is started by sampling λ(k+1)
1 conditional on the old values of dimen-

sions 2, . . . , p followed by sampling λ(k+1)
2 conditional on the sampled value of λ(k+1)

1

and the old values of dimensions 3, . . . , p and so forth. After p samplings, we have
obtained the next full observation λ(k+1). Note that in Gibbs sampling, all the jumps
of the chain are always accepted.

When compared to Metropolis–Hastings sampling, Gibbs sampling has several
attractive features. Firstly, there are no free parameters to tune making the algo-
rithm easy to use for the end user. Secondly, the length of the jumps in each dimen-
sion are automatically adapted to the shape of the posterior while in Metropolis–
Hastings sampling one needs to choose the shape of the proposal density p(λ∗|λ(k))
to match the shape of the posterior. Theoretically, the price one has to pay for this
flexibility is that one has to impose some mild regularity conditions on the poste-
rior p(λ|y,α) in order to guarantee that it is the equilibrium distribution of the
Gibbs sampler (see [31, Proposition 3.12]). In terms of computation, the applica-
bility of Gibbs sampling is very much dependent on the full posterior conditionals
p(λi|λ−i,y,α). If these are available in closed form and happen to belong to some
family of distributions for which efficient sampling algorithms are available, then
Gibbs sampling is usually computationally fast and explores the posterior very ef-
fectively. On the other hand, if the conditionals are not available in closed form, one
will have to resort to expensive numerical techniques in order to sample from them,
which makes Gibbs sampling very slow.

Unfortunately, the likelihood of the unfolding problem given by Equation (4.1) is
such that no choice of the prior will lead to posterior conditionals belonging to any
of the well-known, standard families of probability densities. Hence, sampling from
the conditionals is computationally challenging. Because of this, the computational
experiments of Chapter 7 are conducted using the Metropolis–Hastings algorithm.

5.3 Prior Models
The choice of the prior p(λ|α) in Bayes’ formula (5.2) is crucial for successful un-
folding. The reason for this is that due to the ill-posedness of the problem, the
information contained in the likelihood p(y|λ) alone is too vague for us to obtain
physically plausible solutions with reasonable uncertainties. Therefore, additional
information about plausible solutions needs to be injected into the problem using
the prior. For an overview of the most commonly used prior models in Bayesian
inference for inverse problems, see [31, Section 3.3]. In the case of unfolding, the
main challenge is to pick the prior in such a way that it is restrictive enough to
stabilize the problem but uninformative enough not to bias any particular solution.
In this section, we will concentrate on the choice of the family of prior densities
{p(λ|α)}α parametrized by some hyperparameters α. In fully Bayesian thinking,
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the free hyperparameters α should then be chosen by the analyst to reflect their
subjective degree of belief in the regularization imposed by the prior.

It is often the case that the prior is in fact not a density in the sense that it
cannot be normalized to integrate into unity. Such priors are called improper priors.
For example, the uniform non-negativity prior p(λ|α) = p(λ) ∝ 1Rp

+
(λ) is clearly

improper, since
´
Rp
+

1 dλ = ν(Rp
+) = ∞. In Bayesian inference, improper priors are

not considered a problem as long as they define a proper posterior density. Let
us use q(x) to denote an unnormalized pdf of the random variable x. Hence, the
possibly improper prior q(λ|α) should be chosen in such a way that the unnormalized
posterior q(λ|y,α) = p(y|λ)q(λ|α) is normalizable, i.e.,

´
q(λ|y,α) dλ ∈ (0,∞),

and hence defines a proper posterior density. The following proposition says that in
the case of unfolding this is true for most reasonable priors.

Proposition 5.3. Consider the likelihood p(y|λ) given by (4.1) and assume that
Kij > 0. Let q(λ|α) ≥ 0 be an unnormalized, possibly improper prior pdf for λ
depending on hyperparameters α. Then the unnormalized posterior q(λ|y,α) =
p(y|λ)q(λ|α) is normalizable, that is

´
Rp
+
q(λ|y,α) dλ ∈ (0,∞), if the prior pdf is

bounded and its support is a subset of Rp
+ with a strictly positive Lebesgue measure.

Proof. Let us first show the lower bound
´
Rp
+
q(λ|y,α) dλ > 0. Under the assumption

Kij > 0, the likelihood is strictly positive on Rp
+, that is p(y|λ) > 0, except for the

origin λ = 0 where the likelihood is either undefined or vanishes depending on the
value of y. We haveˆ

Rp
+

q(λ|y,α) dλ =

ˆ
Rp
+

p(y|λ)q(λ|α) dλ

=

ˆ

supp(q(λ|α))\{0}

p(y|λ)q(λ|α) dλ.

Since p(y|λ)q(λ|α) > 0 on supp(q(λ|α))\{0} and ν(supp(q(λ|α))) > 0, we con-
clude that ˆ

Rp
+

q(λ|y,α) dλ > 0.

To show that this integral is finite, we first show thatˆ
Rp
+

p(y|λ) dλ <∞. (5.10)

To this end, consider the set {λ ∈ Rp
+ : ‖λ‖∞ > M}, where M ≥ 0 is a finite

constant. By increasingM , we can make
∑

jKijλj arbitrarily large on this set, given

that Kij > 0. Hence, for large enoughM , we have the upper bound
(∑

jKijλj

)yi
≤

e
1
2

∑
j Kijλj . We can then writeˆ

Rp
+

p(y|λ) dλ =

ˆ

{λ∈Rp
+:‖λ‖∞≤M}

p(y|λ) dλ +

ˆ

{λ∈Rp
+:‖λ‖∞>M}

p(y|λ) dλ.
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Here the first term is finite since both p(y|λ) and the domain of integration are
bounded. For the second term, we have the upper bound

ˆ

{λ∈Rp
+:‖λ‖∞>M}

p(y|λ) dλ =

ˆ

{λ∈Rp
+:‖λ‖∞>M}

∏

i

(∑
jKijλj

)yi

yi!
e−

∑
j Kijλj dλ

≤
ˆ

{λ∈Rp
+:‖λ‖∞>M}

∏

i

1

yi!
e−

1
2

∑
j Kijλj dλ

≤
(∏

i

1

yi!

)ˆ
Rp
+

∏

i

e−
1
2

∑
j Kijλj dλ

=

(∏

i

1

yi!

) ˆ
Rp
+

e−
1
2

∑
ij Kijλj dλ.

Let us denote εj =
∑

iKij. By the assumptionKij > 0, we have εj > 0. Furthermore,
we can write

∑
ijKijλj =

∑
j (
∑

iKij)λj =
∑

j εjλj. Hence

ˆ

{λ∈Rp
+:‖λ‖∞>M}

p(y|λ) dλ ≤
(∏

i

1

yi!

)ˆ
Rp
+

∏

j

e−
1
2
εjλj dλ

=

(∏

i

1

yi!

)(∏

j

ˆ ∞
0

e−
1
2
εjλj dλj

)

=

(∏

i

1

yi!

)(∏

j

2

εj

)
<∞.

Hence, we have shown (5.10). Using the boundedness of q(λ|α), it then follows for
the unnormalized posterior q(λ|y,α) that

ˆ
Rp
+

q(λ|y,α) dλ =

ˆ
Rp
+

p(y|λ)q(λ|α) dλ

≤ sup
λ∈Rp

+

q(λ|α)

ˆ
Rp
+

p(y|λ) dλ <∞

since both factors in the product are finite.

Proposition 5.3 gives us the freedom of choosing any bounded function supported
on Rp

+ as the prior. It is often desirable to choose the prior in such a way that it
is as objective about the unknown as possible. Such priors are called uninformative
priors. The uniform non-negativity prior

p(λ|α) ∝ 1Rp
+

(λ) (5.11)

is a prototypical example of an uninformative prior since this prior regards all non-
negative solutions as equally likely. However, as noted in Section 3.3, the uniform
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prior is uninformative only in the current metric and becomes informative after a
change of variables. Hence, care should be taken when interpreting such a prior and
the resulting posterior.

Analogously with the case of frequentist maximum likelihood estimation, the uni-
form prior is not sufficient to regularize the ill-posed unfolding problem. In the fre-
quentist framework, this resulted in oscillating point estimates, while in the Bayesian
analysis this is evident in the large posterior uncertainty about the solution. Since
we expect in most cases the intensity function of the true Poisson process to be a
smooth function, the corresponding true histogram should also be smooth in the
sense that we expect the values of adjacent histogram bins to be close to one an-
other. Hence, we should choose a smoothness prior which incorporates this a priori
smoothness information into the unfolding problem.

Among the priors enforcing the smoothness of the solution, the most commonly
encountered example is the Gaussian smoothness prior of which we use the non-
negativity constrained version given by

p(λ|α) ∝ 1Rp
+

(λ) exp
(
−α‖L(λ− λ0)‖2

)

= 1Rp
+

(λ) exp
(
−α(λ− λ0)TLTL(λ− λ0)

)
, α > 0.

(5.12)

This type of a prior penalizes for some discrete differential operator L of the solu-
tion λ. When desired, λ0 can be used to bias the inference towards some specific
solution. The hyperparameter α controls the scale and hence the strength of the
prior and, in the fully Bayesian paradigm, has to be hand-picked by the analyst.
The larger the value of α, the stronger the regularization imposed by the prior. Us-
ing Proposition 5.3, we know that (5.12) defines a proper posterior density for all
choices of L. Hence, standard Bayesian inference can be carried out for any choice
of the matrix L among which we consider the cases where L is the identity matrix,
L = I, or one of the finite-difference matrices defined in Equations (4.34)-(4.37) of
Section 4.2.2. In the standard Bayesian framework, it is a matter of taste if L and
λ0 are regarded as hyperparameters of the prior in addition to α. However, in the
subsequent empirical Bayes formulation, we consider L and λ0 to have fixed, known
values but fit the scale α to the data y. Because of this, we will already here think
of (5.12) as being parametrized only by α.

It could also be the case that instead of smooth solutions, we expect to have an
unfolded histogram consisting of blocks of small variation and possibly discontinuous
jumps between the blocks. In that case, the more appropriate prior would be the
total variation prior

p(λ|α) ∝ 1Rp
+

(λ) exp
(
−α‖L1

1λ‖1

)
, α > 0,

where L1
1 is given by (4.34). If on the other hand, we expect to see a small number

of counts in most bins of the true histogram with a few outstanding bins, we could
use the l1 prior

p(λ|α) ∝ 1Rp
+

(λ) exp (−α‖λ‖1) , α > 0.

Nevertheless, in most cases in high energy physics, the Gaussian smoothness prior
(5.12) is the appropriate physical choice to represent our a priori knowledge about
the solution.
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Chapter 6

Empirical Bayes Unfolding

The main problem with the fully Bayesian approach to unfolding discussed in the
previous chapter is that the solution depends on the subjective choice of the hyper-
parameter α of the prior p(λ|α). In this chapter, we explain how to use empirical
Bayes techniques for choosing the prior objectively based on the data. The basic
idea of empirical Bayes, that is, marginal maximum likelihood estimation of the
hyperparameter α, is first explained in Section 6.1. We then derive a variant of the
EM algorithm for estimating α in Section 6.2 and finally explain how to implement
the algorithm for the Gaussian smoothness prior in Section 6.3.

6.1 Parametric Empirical Bayes for Unfolding
Up to now we have defined the Bayesian solution of the unfolding problem via a
sample from the posterior p(λ|y,α) and we have discussed how to select the family
of priors {p(λ|α)}α parametrized by some hyperparameters α. The problem that
remains is to find a way to select an appropriate value for α. The hyperparameter
α is analogous to the regularization parameter δ in Tikhonov regularization and the
truncation index t in TSVD in the frequentist paradigm and can have a significant
effect on the solution of the unfolding problem.

In strict Bayesian thinking, the value of α should be selected by the analyst
to reflect their subjective a priori knowledge about the solution. The problem is
that when such abstract priors as for example the Gaussian smoothness prior of
Equation (5.12) are used, it is very difficult to make an informed decision about the
hyperparameters. When we are uncertain about the value of the hyperparameters
α, the correct Bayesian procedure is to consider them part of the inference problem.
Hence, we would define a hyperprior p(α|β) for α and consider the posterior

p(λ,α|y,β) ∝ p(y|λ)p(λ|α)p(α|β).

Since, at the end of the day, we are not interested in the value of the nuisance
parameter α, we integrate it out giving us the posterior

p(λ|y,β) =

ˆ
p(λ,α|y,β) dα ∝

ˆ
p(y|λ)p(λ|α)p(α|β) dα.
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As we see, the problem here is that the hyperprior itself often depends on some
additional hyperparameters β which are often even more difficult to choose than
α. Hence, by doing this, we have done nothing more than moved the problem one
level higher up. There are arguments saying that the outcome of the inference is less
sensitive to the choice of the hyperprior p(α|β) than to the choice of the prior p(λ|α)
but nevertheless the conceptual problem remains. What is more, the subjectivity of
the results, which is inherent in standard Bayesian inference, is not too well suited to
experimental natural science aiming at reporting the outcome of the measurement
in as objective way as possible.

Empirical Bayes methods provide an essentially non-Bayesian way of selecting
the hyperparameters α objectively based on the data y. To a large extent, this solves
the issue of subjectivity of Bayesian unfolding as the only subjective choice made
in the procedure is the choice of the family of priors {p(λ|α)}α. In addition, this
results in an automatic unfolding machinery with no free parameters to fine-tune
except for the choice of the family of priors1.

The key idea of parametric empirical Bayes [10, Chapter 5] is to regard the
marginal p(y|α) in Bayes’ rule (5.2) as a parametric model for the observations y
and use any of the standard tools in frequentist statistics to find a point estimate
α̂ for the hyperparameters α. This point estimate is then plugged into Bayes’ rule
(5.2) to obtain the posterior

p(λ|y, α̂) =
p(y|λ)p(λ|α̂)

p(y|α̂)
.

The inferences based on this posterior are then regarded as the solution to the
unfolding problem. The term “parametric” appears in the name of the method since
we assume that the prior p(λ|α) can be parametrized using the hyperparameters α.
The more general alternative is nonparametric empirical Bayes where no parametric
form is assumed for the prior. Since, in our case, we actually take advantage of the
restrictive parametric form of the prior by using it to regularize the problem, we will
not pursue the nonparametric form of empirical Bayes further in here.

In terms of its interpretation, empirical Bayes unfolding can be seen as a com-
bination of frequentist and Bayesian inference: the unknown hyperparameter α is
fitted to the data y using a frequentist point estimator and the estimated value
α̂ is then used to obtain the Bayesian posterior. In fact, if we summarize the in-
formation contained in the posterior using its mean, the resulting point estimator
λ̂ = E[λ|y, α̂] admits a frequentist interpretation via statistical decision theory.
Namely, the posterior mean E[λ|y, α̂] is the decision rule that minimizes the Bayes
risk for the prior p(λ|α̂) and the squared error loss function [62, Section 3.2]. Since
in empirical Bayes the prior p(λ|α̂) is inferred from the data y, this can be seen
as a fully frequentist procedure. When credible intervals of the marginal posteriors
p(λi|y, α̂) are used, interpretation in terms of decision theory is no longer possible.
Nevertheless, we still retain the advantage of selecting the prior p(λ|α̂) objectively

1In practice, there could still be parameters related to the numerical algorithms involved but
their fine-tuning is more of a technicality than a conceptual issue. An example of such a parameter
is the scale of the proposal density p(λ∗|λ(k)) in Metropolis–Hastings sampling.
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based on the data y. Hence, the only Bayesian element present in the procedure is
the use of the posterior probability density over the unknown λ to characterize our
degree of belief about its true value. This is in stark contrast with fully Bayesian
inference where the essential defining characteristics are both the use of densities
over λ and the use of the prior p(λ|α) to quantify our subjective knowledge about
the unknown before the measurement took place.

6.2 Marginal Maximum Likelihood Estimation with
the MCEM Algorithm

While in principle any frequentist point estimator could be used when estimating
the hyperparameters α in the marginal p(y|α), the most natural way to proceed is
to regard L(α;y) = p(y|α) as the likelihood of the hyperparameters α and then
find the point estimator α̂ as the maximizer of this marginal likelihood. We will
hence use the marginal maximum likelihood estimator (MMLE) defined by

α̂MMLE = arg max
α

L(α;y) = arg max
α

p(y|α)

to estimate the hyperparameters α. Using Equation (5.3), the marginal likelihood
is given by

L(α;y) = p(y|α) =

ˆ
p(y|λ)p(λ|α) dλ.

Since this is an intractable integral, we could use the law of large numbers (Theo-
rem A.13) to find its MC approximation based on a sample from the prior

L(α;y) ≈ 1

N

N∑

i=1

p(y|λ(i)), λ(i) i.i.d.∼ p(λ|α). (6.1)

Unfortunately, this approach does not work well in practice. The reason for this
is that in the high-dimensional sample space, most of the sampled values of λ fall
on regions of the space where the likelihood is numerically zero. This is true even
for very reasonable priors p(λ|α). Hence, an extremely large sample from the prior
would be required to get even a rough idea about the value of the likelihood L(α;y).

To solve this problem, we use the EM algorithm described in Section 4.1.1 to find
the maximum of the marginal likelihood L(α;y). To do this, we regard the means of
the true histogram λ as unobserved latent variables. Hence, the complete data are
(y,λ) with the likelihood function L(α;y,λ) = p(y,λ|α) for the hyperparameters
α. The two likelihood functions are related by

L(α;y) = p(y|α) =

ˆ
p(y,λ|α) dλ =

ˆ
L(α;y,λ) dλ,

which corresponds to Equation (4.8) in our general formulation of the EM algorithm.
Denoting the complete-data log-likelihood by l(α;y,λ) = log p(y,λ|α), it follows
that on the kth E-step of the algorithm, we compute the conditional expectation

Q(α;α(k)) = E
[
l(α;y,λ)|y,α(k)

]
= E

[
log p(y,λ|α)|y,α(k)

]
.
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Since p(y,λ|α) = p(y|λ)p(λ|α) and we are only interested in how Q depends on
α, we can write

Q(α;α(k)) = E
[
log p(λ|α)|y,α(k)

]
+ E

[
log p(y|λ)|y,α(k)

]

= E
[
log p(λ|α)|y,α(k)

]
+ const

=

ˆ
p(λ|y,α(k)) log p(λ|α) dλ+ const.

This is again an intractable integral, so we use the MC approximation of Equa-
tion (5.7) to find

Q(α;α(k)) ≈ 1

N

N∑

i=1

log p(λ(i)|α) + const, λ(i) ∼ p(λ|y,α(k)),

where the sample {λ(i)}Ni=1 is produced using the Metropolis–Hastings algorithm
described in Section 5.2. Thus, on the E-step of the algorithm, we sample N ob-
servations from the posterior p(λ|y,α(k)) computed for the current iterate of the
hyperparameters. The arithmetic mean of the values of the log-prior corresponding
to this sample is then used to approximate the value of Q(α;α(k)) up to a constant
which does not depend on α. On the subsequent M-step of the algorithm, the ap-
proximate value of Q(α;α(k)) is maximized with respect to α. The difficulty of this
maximization depends on the choice of the family of priors {p(λ|α)}α. We show
below that for the Gaussian smoothness prior (5.12), the maximization can be car-
ried out analytically, while for more complicated choices of {p(λ|α)}α, it might be
necessary to find the maximum numerically using standard nonlinear optimization
algorithms.

Since we need to resort to MC integration when computing the conditional ex-
pectation, the iteration outlined above is not exactly the EM iteration described in
Section 4.1.1 but instead its stochastic Monte Carlo version. This extension of the
original EM algorithm was first proposed by Wei and Tanner in [60], who called it
the Monte Carlo EM (MCEM) algorithm. See also [43, Section 6.3] for a review of
the literature on the MCEM algorithm.

To summarize the discussion above, the MCEM algorithm for finding the marginal
maximum likelihood estimator α̂MMLE of the hyperparameters α consists of the fol-
lowing iteration:

1. Pick some initial guess α(0) and set k = 0.

2. E-step:

(a) Sample λ(1),λ(2), . . . ,λ(N) from the posterior p(λ|y,α(k)).

(b) Compute:

Q̃(α;α(k)) =
1

N

N∑

i=1

log p(λ(i)|α). (6.2)

68



3. M-step: Set α(k+1) = arg max
α

Q̃(α;α(k)).

4. Set k ← k + 1.

5. If some stopping rule C(α(k),α(k−1), . . . ,α(0)) is satisfied, set α̂MMLE = α(k)

and terminate the iteration, else go to step 2.

Replacing the E-step with its MC approximation complicates both the theoret-
ical and practical convergence analysis of the EM algorithm. Firstly, the random
fluctuations of the MC estimator invalidate the monotonicity of the original EM
algorithm (see Theorem 4.3). Secondly, the stopping rule C(α(k),α(k−1), . . . ,α(0))
should consider more than just the latest iteration of the algorithm to see if the
iterates appear to fluctuate around some central value before claiming convergence.
Nevertheless, despite these complications, the MCEM algorithm has been success-
fully applied to various problems of practical interest, see e.g. [7, 39].

The MCEM algorithm has a rather intuitive interpretation. First, on the E-step,
we use the current iterate α(k) to produce a sample of λ’s from the posterior. Since
this sample summarizes our current understanding of λ, we then tune the prior by
changing α on the M-step to match this sample as well as possible and the α that
matches the posterior sample the best will then become the next iterate α(k+1).

There are two reasons why the MCEM algorithm is numerically a lot more stable
than the first MC approximation (6.1) that we tried to use to find the MMLE.
Firstly, in MCEM, the λ’s are sampled from the posterior and hence most of them
are reasonable true histograms. This means that they should also lie within the bulk
of the prior probability density making Q̃ in Equation (6.2) well behaved. On the
contrary, in Equation (6.1), the sample is generated from the prior resulting mostly
in very unlikely true histograms. Secondly, the sum in (6.1) is over plain densities
instead of log-densities which is the case in (6.2). This makes the computations in
MCEM a lot more robust against small pdf values.

6.3 Empirical Bayes Unfolding with the Gaussian
Smoothness Prior

In the treatment above, we implicitly assumed that the prior p(λ|α) used in em-
pirical Bayes unfolding is proper. The reason for this is that if an improper prior
q(λ|α) was used, then instead of the nominal version of Bayes’ theorem

p(λ|y,α) =
p(y|λ)p(λ|α)

p(y|α)

the posterior is given by

p(λ|y,α) =
p(y|λ)q(λ|α)

q(y|α)
.
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Since the posterior has to be normalized, the denominator is given by

q(y|α) =

ˆ
p(y|λ)q(λ|α) dλ.

The problem is that this can no longer be interpreted as the marginal of y given α.
In fact, when q(λ|α) is improper, q(y|α) does not even define a proper probability
density, that is,

∑

y

q(y|α) =
∑

y

ˆ
p(y|λ)q(λ|α) dλ

=

ˆ ∑
y

p(y|λ)q(λ|α) dλ

=

ˆ
q(λ|α) dλ =∞.

Here the interchange of summation and integration is allowed by the monotone
convergence theorem. As a result, it is not clear if the value of α that maximizes
q(y|α) for the observed data y is a reasonable estimator of the hyperparameters
and, even if it was, it is not clear if the EM algorithm can, in this case, be used for
finding the maximum. Because of these complications, we will only consider proper
priors in empirical Bayes unfolding.

In the computational experiments of this thesis, we use the Gaussian smoothness
prior with the non-negativity constraint defined by Equation (5.12). The following
proposition establishes a sufficient condition for this prior to be proper.

Proposition 6.1. The Gaussian smoothness prior with the non-negativity constraint
defined by Equation (5.12) is proper if the k×p matrix L with k ≥ p has full column
rank.

Proof. Consider the unnormalized Gaussian prior

q(λ|α) = exp
(
−α‖L(λ− λ0)‖2

)
= exp

(
−α(λ− λ0)TLTL(λ− λ0)

)
.

This is a proper density if and only if the p×p matrix Λ = LTL is positive definite.
Since Λ is the Gram matrix of L, it is positive semidefinite and rank(Λ) = rank(L).
Hence, the statement that Λ is positive definite is equivalent to having rank(Λ) = p
and it follows that full column rank of L is equivalent to q(λ|α) being a proper
density. Since the prior (5.12) is the truncation of q(λ|α) to Rp

+, having rank(L) = p
then implies that (5.12) is proper.

This proposition hence guarantees that the smoothness prior is proper when
we set the L to be the identity I, the full-rank first-order finite-difference matrix
L1

2 defined by Equation (4.35) or the full-rank second-order finite-difference matrix
L2

2 of Equation (4.37). In cases where L is column-rank deficient, it depends on the
orientation of the kernel of L whether or not (5.12) can be normalized. In particular,
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due to the truncation in (5.12), it is possible to have a proper prior even in cases
where q(λ|α) in the proof above does not define a proper Gaussian density.

Unfortunately, for the two remaining prototypical choices of L, namely L1
1 of

Equation (4.34) and L2
1 of Equation (4.36), the Gaussian smoothness prior is im-

proper. To see this, let us find the kernel of L1
1. The condition L1

1λ = 0 is equivalent
to 




−λ1 + λ2 = 0

−λ2 + λ3 = 0
...

−λp−1 + λp = 0

⇔





λ1 = λ2

λ2 = λ3

...
λp−1 = λp

⇔ λ1 = λ2 = . . . = λp.

Hence, ker(L1
1) = {λ ∈ Rp : λ1 = λ2 = . . . = λp}. Now, let us consider the line

λ = λ∗ + tv, t ∈ R, where v ∈ ker(L1
1) and λ∗ ∈ Rp. It follows that for any t,

L1
1λ = L1

1λ
∗ meaning that q(λ|α) is constant on this line. Since λ∗ was arbitrary,

q(λ|α) has a constant value on any line with direction vector v ∈ ker(L1
1)\{0}.

Since ker(L1
1)∩Rp

+ 6= {0}, we can choose a non-zero element of ker(L1
1)∩Rp

+ as the
direction vector v and hence deduce that

´
Rp
+
q(λ|α) dλ =∞, when L = L1

1.
Similarly, for L2

1, we find

L2
1λ = 0⇔





λ1 − 2λ2 + λ3 = 0

λ2 − 2λ3 + λ4 = 0
...

λp−2 − 2λp−1 + λp = 0

.

Setting λ = t1, t ∈ R, where 1 is the p × 1 vector of ones, satisfies these equations
for all t. Hence, ker(L2

1) ⊃ ker(L1
1) and we can use the argument above to deduce

that
´
Rp
+
q(λ|α) dλ =∞, when L = L2

1.
In contrast to standard Bayesian inference, in empirical Bayes unfolding, we need

to be able to compute the normalization constant of the Gaussian smoothness prior,
at least up to its dependence on α. The reason for this is that on the M-step of the
MCEM algorithm we need to find the maximum of

Q̃(α;α(k)) =
1

N

N∑

i=1

log p(λ(i)|α)

with respect to α. Since α appears on the normalization coefficient of p(λ|α) we can
no longer consider the unnormalized prior. When p(λ|α) is the standard multivariate
Gaussian supported on Rp, finding the α-dependence of the normalization coefficient
is trivial. However, when we impose the non-negativity constraint, we are in fact
dealing with the truncation of this multivariate Gaussian to Rp

+. In the general
case, the normalization coefficient of a truncated multivariate Gaussian cannot be
computed in closed form. Also, its numerical computation is challenging when the
number of dimensions p is large.
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Fortunately, if we set λ0 = 0, i.e., we are not interested in biasing any particular
solution in the prior, we can find the α dependence of the normalization coefficient
analytically. To this end, consider the corresponding truncated Gaussian

p(λ|α) = 1Rp
+

(λ)C(α) exp(−α‖Lλ‖2).

Here the normalization coefficient C(α) is given by

C(α) =
1´

Rp
+

exp(−α‖Lλ‖2) dλ
.

When L has full column rank, we know that the integral in the denominator is finite.
By making the change of variables λ∗ =

√
αλ, we can write

ˆ
Rp
+

exp(−α‖Lλ‖2) dλ = α−p/2
ˆ
Rp
+

exp(−‖Lλ∗‖2) dλ∗.

Hence, we can write the prior p(λ|α) as follows

p(λ|α) = 1Rp
+

(λ)αp/2
exp(−α‖Lλ‖2)´

Rp
+

exp(−‖Lλ∗‖2) dλ∗
.

Here the difficult integral in the denominator does not depend on α. Hence, when
this pdf is considered as a function of α, we have

p(λ|α) ∝ αp/2 exp(−α‖Lλ‖2)

or equivalently for the log-density

log p(λ|α) =
p

2
logα− α‖Lλ‖2 + const,

where the constant does not depend on α. This allows us to find analytically the
maximum of Q̃(α;α(k)). Namely, we can write

Q̃(α;α(k)) =
1

N

N∑

i=1

log p(λ(i)|α)

=
1

N

N∑

i=1

(p
2

logα− α‖Lλ(i)‖2
)

+ const

=
p

2
logα− α

N

N∑

i=1

‖Lλ(i)‖2 + const.

Setting the derivative to zero

d

dα
Q̃(α;α(k)) =

p

2α
− 1

N

N∑

i=1

‖Lλ(i)‖2 = 0,
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we find
α =

1
2
pN

∑N
i=1 ‖Lλ(i)‖2

> 0. (6.3)

Since the second derivative is given by

d2

dα2
Q̃(α;α(k)) = − p

2α2
< 0,

we see that the value of α given by Equation (6.3) is the unique global maximum of
Q̃(α;α(k)).

To conclude, when the Gaussian smoothness prior (5.12) is used in empirical
Bayes unfolding, we set λ0 = 0 and require L to have full column rank. Then the
MCEM algorithm for finding the marginal maximum likelihood estimator α̂MMLE of
the hyperparameter α is given by the following iteration:

1. Pick some initial guess α(0) > 0 and set k = 0.

2. E-step: Sample λ(1),λ(2), . . . ,λ(N) from the posterior p(λ|y, α(k)).

3. M-step: Set

α(k+1) =
1

2
pN

∑N
i=1 ‖Lλ(i)‖2

. (6.4)

4. Set k ← k + 1.

5. If some stopping rule C(α(k), α(k−1), . . . , α(0)) is satisfied, set α̂MMLE = α(k) and
terminate the iteration, else go to step 2.

Once the iteration has converged, we sample M observations from the posterior
p(λ|y, α̂MMLE) and use this sample to draw inferences about λ as explained in
Section 5.1.
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Chapter 7

Computational Experiments

In this chapter, unfolding is demonstrated in practice using two different simulated
data sets. The emphasis of the computational experiments is on empirical Bayes
unfolding as described in Chapter 6. In Section 7.1, a Gaussian mixture model which
is smeared using a convolution with a Gaussian is unfolded using various levels of
regularization. In Section 7.2, a more realistic simulation study is performed by
emulating the inclusive jet cross section measurement at the CMS experiment. In
addition to the results of the computational experiments, this chapter addresses a
number of practical issues with unfolding such as the details of the MCMC sampling
scheme, the use of non-uniform binning and the choice of the spaces E and F in cases
where is it possible to have smeared events which in reality originate from outside
the observable space F . All the experiments reported in here were conducted using
custom-made implementations of the unfolding algorithms in Matlab R2011a.

7.1 Gaussian Mixture Model

7.1.1 Description of the Data

We first study the computational performance of unfolding techniques using artificial
toy data where the true observations follow a Gaussian mixture model and the
smearing operator is a simple Gaussian convolution operator. We generated the
data by sampling the number of true observations τ from a Poisson distribution
with mean T , that is E[τ ] = T . We then sampled τ observations from the Gaussian
mixture model with two components

pX(x) = π1N (x|µ1, σ
2
1) + π2N (x|µ2, σ

2
2).

Using Equation (2.3), the intensity function of the true Poisson process is thus

f(x) = E[τ ]pX(x) = π1TN (x|µ1, σ
2
1) + π2TN (x|µ2, σ

2
2).

The parameters of the first Gaussian component were set to π1 = 0.3, µ1 = −2, σ1 =
1 and the parameters of the second component to π2 = 0.7, µ2 = 2, σ2 = 1. The
expected number of observations was T = 5000.
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Figure 7.1: Intensities of the Poisson processes for the Gaussian mixture model data.
Figure (a) shows the intensity function f of the true Poisson process and Figure (b) the in-
tensity function h of the smeared Poisson process obtained by convolving the true intensity
with a Gaussian of standard deviation σn = 1.2.

The true observations were then corrupted with additive Gaussian white noise
with variance σ2

n. The magnitude of the noise was set to σn = 1.2. As discussed in
Section 2.1.3, the intensity function of the smeared Poisson process is then given by

h(y) =

ˆ
k(x, y)f(x) dx

with the smearing kernel k(x, y) = N (y − x|0, σ2
n). It follows that we can write the

smeared intensity using convolutions of Gaussian pdfs

h(y) = (N (0, σ2
n) ∗ f)(y)

= π1T (N (µ1, σ
2
1) ∗ N (0, σ2

n))(y) + π2T (N (µ2, σ
2
2) ∗ N (0, σ2

n))(y).

Using the property that the convolution of two Gaussians with means µ1 and µ2

and variances σ2
1 and σ2

2 is a Gaussian with mean µ1 + µ2 and variance σ2
1 + σ2

2, we
can write this intensity as another mixture of two Gaussians

h(y) = π1TN (µ1, σ
2
1 + σ2

n) + π2TN (µ2, σ
2
2 + σ2

n).

The intensities f and h are shown in Figure 7.1.
We then discretize the problem using histograms as described in Section 2.1.5.

When doing this we consider both the true and the smeared Poisson process on
the interval [−7, 7], that is E = F = [−7, 7]. We then discretize both of these
intervals using p = q = 40 histogram bins of uniform size. The observations of the
two processes are then recorded into the histograms corresponding to this binning
resulting in the true histogram x and the smeared histogram y. The bin means λ
and µ of these histograms are obtained from the intensity function f and h using
Equations (2.7) and (2.8). Figure 7.2 shows one realization of the these histograms
along with their means.
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Figure 7.2: Discretization of the Gaussian mixture model data on the interval [−7, 7] using
histograms with 40 bins. Figure (a) shows one realization of the true histogram x and its
mean λ and Figure (b) shows the corresponding realization of the smeared histogram y
along with its mean µ. The task in unfolding is to infer λ using the observations y.

The smearing matrixK ∈ R40×40 was computed using the approximation (2.11).
The resulting approximate smearing matrix has a (numerical) rank of 34. This was
computed using the Matlab command rank which uses SVD for determining the
rank. Hence, K is (numerically) singular and we know by Theorem 4.1 that λ is
in fact non-identifiable. Nevertheless, as we shall see, we will be able to estimate λ
rather well by injecting more information into the problem via regularization. The
condition number of K is cond(K) = 1.6 · 1017 which is consistent with a singular
or badly ill-posed matrix.

7.1.2 Sampling Scheme

In the Bayesian and empirical Bayes unfolding experiments that follow, we use the
Metropolis–Hastings algorithm for sampling from the posterior p(λ|y, α) as de-
scribed on Section 5.2. The proposal density in the Metropolis–Hastings sampler
is chosen to be a multivariate Gaussian

p(λ∗|λ(k)) = N (λ∗|λ(k),Σ).

Since this satisfies (5.9), the resulting algorithm is an example of random-walk
Metropolis–Hastings sampling. As noted in Section 5.2, the shape of the proposal
density should be close to the shape of the posterior. If this is not the case, it could
happen that we propose large jumps for bins with only a few events and small jumps
for bins with a huge number of events which naturally results in slow convergence
and mixing of the chain. Hence, in our case, it is especially important to have the
relative sizes of the jumps on different dimensions to be somewhat similar to the
expected relative heights of the corresponding true histogram bins. To this end, we
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take the proposal covariance to be diagonal and set the proposal variance on each
dimension either to

σ2
1,i = γ max(1, yi) (7.1)

or
σ2

2,i = (γ max(1, yi))
2. (7.2)

The idea with the first choice σ2
1,i is to first set the variance of each component

to the value of the corresponding smeared observation yi since this would be the
estimated variance of the MLE in the case with no smearing (see Equation (3.3)).
All the variances are then scaled using the parameter γ to achieve steps of optimal
size. The second choice σ2

2,i is based on first setting the standard deviations of each
dimension to yi which fixes the relative sizes of the dimensions to reasonable values.
After fixing the shape of the density, we then scale the standard deviations by γ
to optimize the spread of the proposal density. The maximum is required in the
definitions to deal with bins with no observations.

We start the Metropolis–Hastings chain from the observations y, that is λ(1) = y.
This allows us to start sampling from a reasonable region of the state space which
should not be too far away from the bulk of the posterior probability mass and
hence facilitates convergence of the chain. To deal with burn-in, we produce a chain
of length 3

2
N , when N observations are needed, and simply discard the first third of

the chain. The convergence and mixing of the chain are then verified by plotting the
time series of each dimension λi and computing the acceptance rate for the sample
with the burn-in removed.

7.1.3 Unfolding Results

As expected, unfolding of y to find λ without any regularization results in a com-
pletely unacceptable solution. We demonstrate this by using the least squares esti-
mator λ̂LS = K†y of λ. The resulting estimator is shown in Figure 7.3. The figure
also shows λ, but the oscillations of the LS estimator λ̂LS have such a high amplitude
that the histogram for λ is indistinguishable from the horizontal axis of the plot.

From Figure 7.3, it is clear that some sort of regularization is needed to find a
reasonable estimate of λ. In what follows, we demonstrate Bayesian and empirical
Bayes unfolding with various regularization schemes in increasing order of regular-
ization strength. We start with Bayesian unfolding with the uniform non-negativity
prior (5.11). We then demonstrate empirical Bayes unfolding using the truncated
Gaussian smoothness prior defined by Equation (5.12). As discussed in Section 6.3,
we set λ0 = 0 and set the matrix L either to the identity I, the first-order finite-
difference matrix L1

2 with the Dirichlet boundary condition for the right boundary
(4.35) or the second-order finite-difference matrix L2

2 with the Dirichlet boundary
condition for both boundaries (4.37). We see from Figure 7.1(a) that the desired
solution to the problem at hand satisfies these boundary conditions. We found em-
pirically that when less regularization is applied, the Metropolis–Hastings sampler
mixes better with the proposal variance σ2

2,i of Equation (7.2), while in the case
of stronger regularization, σ2

1,i gives better performance. Based on this analysis, we
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Figure 7.3: Unfolding of the Gaussian mixture model data using the least squares estima-
tor λ̂LS =K†y of λ. Due to the scale of the least squares estimator, the true histogram λ
is indistinguishable from the horizontal axis. Because of the ill-posedness of the problem,
the resulting solution is completely unacceptable.

used σ2
2,i with the uniform prior and with the Gaussian smoothness prior for L = I

and σ2
1,i with the Gaussian smoothness prior for L = L1

2 and L = L2
2.

We performed Bayesian unfolding with the uniform non-negativity prior by sam-
pling N = 400 000 observations from the corresponding posterior p(λ|y)1. The size
of the steps γ was adjusted until the acceptance rate after burn-in was roughly 30 %.
We settled on the choice γ = 0.035 which gave an acceptance rate of 32 %. Figure 7.4
shows the time series of the Metropolis–Hastings chain for each component λi. We
see that the mixing of the chain in rather good in the central bins of the histogram
but the chain has some trouble sampling the bins near the boundaries of the his-
togram. The behavior of the chain in acceptable but we will later see examples of
chains that mix a lot better than the one in here.

Each dimension of the Metropolis–Hastings sample forms a sample from the
marginal posterior p(λi|y). Figure 7.5(a) shows the central 68.27 % credible intervals
for each mean λi computed using these marginal posterior samples. Although the
solution has a high uncertainty, we see that we are already doing a lot better than
with the least squares estimator. The most likely reason for this is that the Bayesian
approach forces the solution to be non-negative which can be seen as a first step
towards regularizing the problem. The red error bars in Figure 7.5(a) represent the

1Note that here the prior does not depend on any hyperparameters α and hence we have omitted
the dependence on α in the posterior too.
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Figure 7.4: Time series of the components λi of the Metropolis–Hastings chain with the
uniform non-negativity prior. The component indices i increase from left to right and top
to bottom. The vertical red lines show the length of the burn-in.

so-called
√
n errors. They show how large the errors would have been if the medians

of the marginal posteriors had been our frequentist MLEs for each λi and there
was no smearing. They are used here and in further experiments to compare the
errors of the unfolded histogram to the errors we would have gotten had we used a
hypothetical perfect detector without any smearing.

Furthermore, Figure 7.5(b) shows a box plot of the marginal posterior samples.
The horizontal lines of the plot are the medians of the samples and the boxes show
their interquartile ranges (IQRs). The whiskers extend to the smallest (largest) data
point still within 1.5 IQR from the lower (upper) quartile. The whiskers constructed
this way can be interpreted as the range of the data excluding outliers. When plotted
this way, we see that there is indeed a large uncertainty about the solution. For
example, all the lower whiskers extend all the way to the limiting horizontal axis.

We now move on to describe the empirical Bayes experiments. In all these ex-
periments, we ran the MCEM algorithm as described in Section 6.3 for 30 iterations
starting with α(0) = 1·10−4 and verified the convergence of the algorithm by plotting
the time series of the iterates α(k). On each iteration of the algorithm N = 100 000
observations were sampled from the current posterior using the Metropolis–Hastings
algorithm. The step size γ was chosen to have approximately 30 % acceptance rate
at the convergence of the algorithm. The last iterate from MCEM was then chosen
as our MMLE of α and was used in another Metropolis–Hastings chain of length
M = 400 000 to produce a sample from the posterior p(λ|y, α̂MMLE). This sample
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Figure 7.5: Comparison of the results of Bayesian unfolding of the Gaussian mixture
model data to the correct value of λ (green histograms) when using the uniform non-
negativity prior. Figure (a) shows the central 68.27 % credible intervals for each marginal
posterior p(λi|y). For comparison purposes, the red error bars show the

√
n errors of a

perfect detector without any smearing. Figure (b) shows box plots which are computed
for samples from the marginal posteriors p(λi|y). The horizontal lines are the sample
medians and the boxes show the interquartile ranges while the whiskers extend to the
smallest (largest) datum still within 1.5 times the interquartile range from the lower (upper)
quartile.

80



was then used to make inferences about λ in the same way we described above for
Bayesian unfolding.

Let us first set L = I in the prior and investigate the convergence of the MCEM
algorithm. Figure 7.6 shows that the iteration converges to a value of α̂MMLE =
1.2 · 10−5 in just a couple of iterations and that there is little MC variation in
the sequence. Figure 7.7 shows the time series of the Metropolis–Hastings chain for
the MMLE and indicates that the chain converges and mixes nicely except for the
boundary bins. The step size was γ = 0.04 in all these experiments which resulted
in an acceptance rate of 29 % in the final Metropolis–Hastings chain. The unfolded
histograms are then shown in Figure 7.8. We see that we have managed to reduce the
uncertainty of the solution slightly in comparison to the mere uniform non-negativity
prior but the variance of the posterior is still considerably large.

We then penalize for the first derivatives by setting L = L1
2 in the prior. Fig-

ure 7.9 shows that now the MCEM algorithm converges in roughly 10 iterations to
α̂MMLE = 2.2 ·10−4 with only slight MC variation in the sequence. The time series of
the Metropolis–Hastings chain for the MMLE are shown in Figure 7.10. This time
around, it seems that all the components of the chain converge and explore the pos-
terior very well. The step size was set to γ = 0.06 giving an acceptance rate of 32 %
in the final Metropolis–Hastings sampling. The unfolded histograms are shown in
Figure 7.11. Regularization with the first derivatives substantially reduces the un-
certainty of the solution while still mostly maintaining the correct value of λi within
the 68.27 % error bars. In addition, the whiskers of the box plot of Figure 7.11(b)
nicely cover the correct histogram.

To conclude the empirical Bayes experiments, we penalize for the second deriva-
tive by setting L = L2

2 in the prior. Figure 7.12 shows that the MCEM algorithm
converges nicely to the hyperparameter α̂MMLE = 1.0 · 10−3 and Figure 7.13 shows
that the Metropolis–Hastings chain corresponding to the MMLE mixes very well
for all the components λi. These results were obtained with the step size γ = 0.025
which gave an acceptance rate of 34 % for the final sample. The unfolded histograms
are shown in Figure 7.14. We see that we have managed to further reduce the un-
certainty of the solution. We also see that with such a strong regularization we are
approaching the ideal-detector

√
n errors on some bins near the right-hand peak.

The reason for this is that especially in this region of high curvature the regulariza-
tion makes the solution biased while at the same time decreasing its variance and
hence the credible intervals are short and slightly off the desired values. It is a matter
of taste whether one prefers the results obtained in Figure 7.11 for L = L1

2 to the
ones obtained in here for L = L2

2. On one hand, one could be inclined to say that
L = L2

2 overregularizes the problem, while on the other hand, with L = L1
2, there

still remains considerable uncertainty about the solution across the whole histogram.
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Figure 7.6: Convergence of the MCEM algorithm in empirical Bayes unfolding for the
truncated Gaussian smoothness prior penalizing for the norm of the solution with L = I.

Figure 7.7: Time series of the components λi of the Metropolis–Hastings chain for the
MMLE obtained from the MCEM algorithm in empirical Bayes unfolding for the trun-
cated Gaussian smoothness prior penalizing for the norm of the solution with L = I. The
component indices i increase from left to right and top to bottom. The vertical red lines
show the length of the burn-in.
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Figure 7.8: Comparison of the results of empirical Bayes unfolding of the Gaussian mix-
ture model data to the correct value of λ (green histograms) when using the truncated
Gaussian smoothness prior penalizing for the norm of the solution with L = I. Figure (a)
shows the central 68.27 % credible intervals for each marginal posterior p(λi|y, α̂MMLE).
For comparison purposes, the red error bars show the

√
n errors of a perfect detector with-

out any smearing. Figure (b) shows box plots which are computed for samples from the
marginal posteriors p(λi|y, α̂MMLE). The horizontal lines are the sample medians and the
boxes show the interquartile ranges while the whiskers extend to the smallest (largest)
datum still within 1.5 times the interquartile range from the lower (upper) quartile.
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Figure 7.9: Convergence of the MCEM algorithm in empirical Bayes unfolding for the
truncated Gaussian smoothness prior penalizing for the first derivatives with L = L1

2.

Figure 7.10: Time series of the components λi of the Metropolis–Hastings chain for the
MMLE obtained from the MCEM algorithm in empirical Bayes unfolding for the truncated
Gaussian smoothness prior penalizing for the first derivatives with L = L1

2. The component
indices i increase from left to right and top to bottom. The vertical red lines show the length
of the burn-in.
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Figure 7.11: Comparison of the results of empirical Bayes unfolding of the Gaussian
mixture model data to the correct value of λ (green histograms) when using the truncated
Gaussian smoothness prior penalizing for the first derivatives with L = L1

2. Figure (a)
shows the central 68.27 % credible intervals for each marginal posterior p(λi|y, α̂MMLE).
For comparison purposes, the red error bars show the

√
n errors of a perfect detector

without any smearing. Figure (b) shows box plots which are computed for samples from
the marginal posteriors p(λi|y, α̂MMLE). The horizontal lines are the sample medians and
the boxes show the interquartile ranges while the whiskers extend to the smallest (largest)
datum still within 1.5 times the interquartile range from the lower (upper) quartile.
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Figure 7.12: Convergence of the MCEM algorithm in empirical Bayes unfolding for the
truncated Gaussian smoothness prior penalizing for the second derivatives with L = L2

2.

Figure 7.13: Time series of the components λi of the Metropolis–Hastings chain for
the MMLE obtained from the MCEM algorithm in empirical Bayes unfolding for the
truncated Gaussian smoothness prior penalizing for the second derivatives with L = L2

2.
The component indices i increase from left to right and top to bottom. The vertical red
lines show the length of the burn-in.
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Figure 7.14: Comparison of the results of empirical Bayes unfolding of the Gaussian
mixture model data to the correct value of λ (green histograms) when using the truncated
Gaussian smoothness prior penalizing for the second derivatives with L = L2

2. Figure (a)
shows the central 68.27 % credible intervals for each marginal posterior p(λi|y, α̂MMLE).
For comparison purposes, the red error bars show the

√
n errors of a perfect detector

without any smearing. Figure (b) shows box plots which are computed for samples from
the marginal posteriors p(λi|y, α̂MMLE). The horizontal lines are the sample medians and
the boxes show the interquartile ranges while the whiskers extend to the smallest (largest)
datum still within 1.5 times the interquartile range from the lower (upper) quartile.
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7.2 Inclusive Jet Cross Section

7.2.1 Description of the Data

We now demonstrate unfolding of a steeply falling spectrum of events. The goal of
this analysis is to mimic with a simulation study the analysis of the inclusive jet
cross section measurement at the Compact Muon Solenoid (CMS) experiment of the
Large Hadron Collider at CERN. The latest version of this analysis is presented in
[51] for a center-of-mass energy of

√
s = 7 TeV and an integrated luminosity2 of

L = 34 pb−1.
A jet is a collimated stream of energetic particles seen in a particle detector.

The detection of a jet indicates that either a quark or a gluon was created in a
proton–proton collision at the heart of the detector. The goal of the inclusive jet
analysis is to measure the probability of jet production as a function of the transverse
momentum3 pT and the rapidity4 y of the jet. To be more precise, the goal is to
measure the differential cross section of the jets

d2σ

dpTdy
=

1

L

d2N

dpTdy
, (7.3)

where N is the expected number of jets produced. Mathematically, the differential
cross section is the function which integrated over the desired values of pT and y and
multiplied by the integrated luminosity L gives the Poisson mean for the number
of jets. Hence, up to the multiplicative factor 1/L, this is the intensity function of
the underlying Poisson point process. In what follows, we consider the differential
cross section integrated over the rapidity range |y| < 0.5 corresponding to the part
of the detector perpendicular to the beam and hence regard the Poisson intensity
as a function of pT only.

Following the parametrization used in [51], we assume that the intensity function
f(pT) of the true Poisson process is given by

f(pT) = LN0

( pT

GeV

)−α(
1− 2√

s
pT cosh(ymin)

)β
e−γ/pT , (7.4)

where L is the integrated luminosity,
√
s is the center-of-mass energy, N0, α, β and

γ are free parameters and ymin is the minimum of |y| on the rapidity range under
consideration, in our case ymin = 0. For most values of pT, this spectrum follows
approximately the power law p−αT but for large values of pT there is a kinematic cut-
off at

√
s/(2 cosh(ymin)) which is the maximum possible jet transverse momentum for

2The integrated luminosity L is a measure of the amount of data collected in a physics experi-
ment. It relates the cross section σ to the total number of events N via the relation N = Lσ.

3The transverse momentum pT is the component of the momentum vector which is perpendicular
to the direction of the proton beam.

4The rapidity y is defined by y = tanh−1
(
pz
E

)
, where pz is the component of the momentum

along the beam line and E is energy. Because of its invariance properties this is a handy variable
in special relativity and can be roughly understood as a reparametrization of the polar angle θ
between the jet and the proton beam.
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Figure 7.15: The intensity f(pT) used to generate the inclusive jet data and a slightly
perturbed version of the intensity used for computing the smearing matrix K.

a collision at the center-of-mass energy
√
s. The parameters of the model are set to

N0 = 1014 pb/GeV, α = 5, β = 10 and γ = 10 GeV. To enable comparison with the
results in [51], the data are generated for an integrated luminosity of L = 34 pb−1

and a center-of-mass energy of
√
s = 7 TeV. We also consider a slightly perturbed

version of this model with parameters N0 = 1.3 · 1014 pb/GeV, α = 5.2, β = 8 and
γ = 8 GeV when computing the smearing matrix in order to avoid getting overly
optimistic, unrealistic results by assuming the correct spectrum for this computation.
The two intensities are shown in Figure 7.15.

We assume that the measurement of the transverse momentum pT of the jets is
smeared by the Gaussian N (0, σ(pT)2), where the standard deviation σ(pT) is given
by the standard parametrization of calorimeter resolution

σ(pT) = pT

(
N

pT

⊕ S√
pT

⊕ C
)

= pT

√
N2

p2
T

+
S2

pT

+ C2.

The three terms of this parametrization are called the noise, stochastic and constant
terms, respectively, and ⊕ is used to denote the summation of the squares of the
terms. In this parametrization, the noise term is the dominant one for low pT values,
the stochastic term dominates for medium pT values and for large pT the constant
term becomes the most important one. The parameters of this smearing were set to
N = 1 GeV, S = 1 GeV1/2 and C = 0.05.

In a measurement like this, it is crucial to choose the true space E and the
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smeared space F appropriately. Since the integral of the intensity (7.4) diverges
at the origin, it is not possible to take into account the whole spectrum down to
vanishing pT values. Because of this, we make the choice E = [40 GeV, 3500 GeV] for
the true space. Here the upper limit is given by the kinematic limit at

√
s = 7 TeV.

The discretization of this space is first carried out using logarithmic binning with
20 bins. To avoid bins with no observations, the last 5 bins are then merged into a
single large bin covering large pT values which leaves us with p = 16 bins for the
E-space. It would then feel natural to also choose the same interval as the smeared
space F . However, this choice does not work in practice. The reason for this is that
in reality, there is a significant contribution of events near the lower bound of the
F -space that originate from true pT values which are situated outside this lower
bound in the E-space. If the lower bounds of the E- and F -spaces were made equal,
this contribution would be neglected. The situation can be dealt with by setting
the lower bound of the F -space to a higher value than the lower bound of the
E-space. When this difference is made large enough, the smearing to the F -space
from outside the lower bound of the true space becomes negligible and the model
should form an adequate description of the real data of the experiment. It was found
out that by setting the F -space to begin from the third bin of the discretized E-
space, this smearing-from-the-outside effect is negligibly small leading to the choice5

F = [62.5 GeV, 3500 GeV]. The discretization of the F -space is then carried out
using the same binning as in the corresponding part of the E-space giving us q = 14
smeared bins.

When the E- and F -spaces are chosen like this, it often happens that a generated
true event will never be observed. This is the case especially for the first couple of
E-bins. To take this properly into account, let us for a moment assume that the
observed space is the whole real line. In this case, the smeared observations would
be described by

psT,i = pT,i + Ei, Ei ∼ N (0, σ(pT,i)),

where the Ei are independent. Hence, we have

p(psT|pT) = N (psT|pT, σ(pT)2).

However, only some of these smeared observations lie on the F -space. Following the
notation of Section 2.1.4, we denote by p∗T a true observation that ends up being
observed. The smearing is then described by the truncated Gaussian

p(psT|p∗T) =
1F (psT)N (psT|p∗T, σ(p∗T)2)´
F
N (psT|p∗T, σ(p∗T)2) dpsT

.

The losses caused by smearing of events to values outside of F , will then have to be
taken into account in the efficiency ε(pT). Since the probability of losing an event
at pT is 1−

´
F
N (psT|pT, σ(pT)2) dpsT, the efficiency is given by

ε(pT) =

ˆ
F

N (psT|pT, σ(pT)2) dpsT,

5It might also be desirable to extend the F -space above 3500 GeV to take into account possible
smearing to values higher than this but since it is extremely improbable to observe an event near
the kinematic limit with this amount of data, we chose to ignore this effect.
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Figure 7.16: Post-smearing efficiency εPS(p
s
T) for the inclusive jet data. The efficiency

function emulates prescaling of the CMS jet triggers at low values of the transverse mo-
mentum pT.

which takes into account losses due to smearing. What remains is to incorporate
other detector inefficiencies into our model. Since it is very unlikely that an energetic
jet on the rapidity region |y| < 0.5 escapes detection, we need not worry about non-
detection of jets. What we do need to take into account, however, is the fact that
for a power-law spectrum like this, it is not feasible to record every single jet on
the low-pT end of the distribution. Because of this, the detector is configured in
such a way that only a fraction of the abundance of low-pT jets are recorded. This
is called trigger prescaling and is most naturally taken into account using a post-
smearing efficiency εPS(psT) as discussed in Section 2.1.4. To emulate the jet triggers
of the CMS experiment, we consider a piecewise-constant post-smearing efficiency
with jumps at psT values of 80, 110, 150, 190, 240, 300 and 370 GeV. The trigger
prescales, or equivalently the detection efficiencies, we selected in such a way that
the trigger is 100 % efficient above 370 GeV and then becomes increasingly prescaled
for lower psT values in such a way that the the lowest values of the observed smeared
intensity are of the order of 10 % of the maximum reached at psT = 370 GeV. The
corresponding post-smearing efficiency is shown in Figure 7.16.

Taking all these effects into account, the intensity function of the observed Pois-
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son process is given by6

h(psT) =

ˆ
εPS(psT)p(psT|p∗T)ε(p∗T)f(p∗T) dp∗T

=

ˆ
1F (psT)εPS(psT)N (psT|p∗T, σ(p∗T)2)f(p∗T) dp∗T,

which can, if desired, be written in the form of Equation (2.6) as explained at the
end of Section 2.1.4. From this, we see that the smearing kernel k(pT, p

s
T) is given

by
k(pT, p

s
T) = 1F (psT)εPS(psT)N (psT|pT, σ(pT)2).

The resulting intensity function h(psT) is shown in Figure 7.17. The “saw-like” struc-
ture of the function is a result of the trigger prescaling. This plot can also be used
to verify that we have placed the lower bound of the F -space far enough from the
lower bound of the E-space. If this was not the case, the intensity would start to dip
at small values of psT because there is a missing contribution of smeared events. The
apparent linearity of the intensity on this log-log plot shows that the given binning
adequately takes this effect into account.

Having access to both the true intensity f(pT) and the smeared intensity h(psT),
we can use Equations (2.7) and (2.8) to compute the means λ and µ of the true and
smeared histograms, respectively. We then sample the observed histogram y from
the Poisson distribution with mean µ and, as before, the unfolding task is to use y
to infer λ.

The smearing matrixK is computed using the defining Equation (2.10) with the
perturbed true intensity shown in Figure 7.15. This emulates the fact that before
making the measurement, the best we can hope to do is to use an approximation
of the true intensity for computing or simulating K. In the case of a steeply falling
spectrum, the piecewise-constant approximation (2.11), which we used previously in
Section 7.1, is not appropriate since the true intensity changes significantly within
each bin.

The condition number of the 14 × 16 smearing matrix K was estimated to be
cond(K) = 3.9·105. Hence, we expect unfolding of the inclusive jet spectrum to be an
ill-posed task. The matrix has the largest off-diagonal contribution for the first few
E-bins. Hence, we expect the ill-posedness to be the worst at the low-pT part of the
true histogram. The rank ofK was computed to be 14 which means that the matrix
has full row rank but is column-rank deficient. Hence, all the complications that
appear in unfolding with column-rank deficient smearing matrices (see Chapter 4)
apply to the unfolding task at hand.

7.2.2 Unfolding with Non-Uniform Binning

Up to now, we have presented the results of unfolding by showing the estimated
values of the true means λ while often in reality we are actually interested in the true

6To be absolutely consistent with the notation, we should use the asterisk with psT and h to
denote that they refer to the values after the post-smearing thinning of the Poisson process, but,
for brevity, we prefer to omit this from the notation in here.
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Figure 7.17: The smeared intensity function h(psT) after taking into account both detector
resolution and trigger prescaling. As a result of the triggering scheme, it is most probable
to have an observation near psT = 370 GeV.

intensity function f(x) or some normalized version of it as hinted by Equation (7.3).
From Equation (2.9), we see that instead of λ, we would rather be interested in
inferring its scaled version

λs =
[

λ1
Cν(E1)

, λ2
Cν(E2)

, . . . , λp
Cν(Ep)

]T

which serves as a piecewise constant approximation of f(x). Here C is some normal-
ization constant. For example, in the case of cross section measurements, one often
normalizes by the integrated luminosity by setting C = L.

When the E-space is discretized uniformly, i.e., ν(E1) = ν(E2) = · · · = ν(Ep), it
does not make a big difference if we estimate λ or λs since all the bins are scaled by
the same coefficient and hence we are only talking about the global scaling of the
spectrum. However, when the binning is non-uniform, it is important to consider
λs instead of λ since looking at the plain Poisson means λ might give a completely
wrong picture about the shape of the intensity function.

Luckily, if we are able to estimate λ, it is straightforward to produce an estimator
of λs. In the case of point estimators, the natural way to proceed is to use

λ̂s =
[

λ̂1
Cν(E1)

, λ̂2
Cν(E2)

, . . . , λ̂p
Cν(Ep)

]T
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as an estimator of λs. The variance of each component of this estimator is given by

Var[λ̂s,i|λ] =
1

(Cν(Ei))2
Var[λ̂i|λ] .

Hence, the variance can be estimated with

V̂ar[λ̂s,i|λ] =
1

(Cν(Ei))2
V̂ar[λ̂i|λ]

leading us to estimate the standard deviation by

Ŝtd[λ̂s,i|λ] =

√
V̂ar[λ̂s,i|λ] =

1

Cν(Ei)

√
V̂ar[λ̂i|λ] =

1

Cν(Ei)
Ŝtd[λ̂i|λ].

This means that the scaling of the estimator by some coefficient requires us to scale
the error bars by the same coefficient.

In the case of Bayesian inference, we need to transform the marginal poste-
rior p(λi|y,α) of λi to the marginal posterior p(λs,i|y,α) of λs,i. Denoting g(λi) =
p(λi|y,α), the transformed posterior is given by p(λs,i|y,α) = Cν(Ei)g(Cν(Ei)λs,i).
The lower bound as,i of the 100(1−α)% central credible interval for λs,i is then given
by

α

2
=

ˆ as,i

−∞
p(λs,i|y,α) dλs,i =

ˆ as,i

−∞
Cν(Ei)g(Cν(Ei)λs,i) dλs,i

=

ˆ Cν(Ei)as,i

−∞
p(λi|y,α) dλi.

Hence, the lower bound ai for λi is transformed into the lower bound as,i for λs,i via
the relation as,i = ai/(Cν(Ei)). Similarly, the upper bound bi and the posterior me-
dian λ̂med,i are transformed via bs,i = bi/(Cν(Ei)) and λ̂med,s,i = λ̂med,i/(Cν(Ei)). Al-
ternatively, when there is a sample available from the marginal posterior p(λi|y,α),
this can be transformed into a sample from p(λs,i|y,α) by scaling each observation
λ

(k)
i by 1/(Cν(Ei)), that is λ

(k)
s,i = λ

(k)
i /(Cν(Ei)). The sample {λ(k)

s,i }Nk=1 can then be
used to compute the scaled median and central credible interval.

The non-uniform binning will also have be taken into account in the prior in
order to penalize for the correct shape of the intensity. For example, when we wish
to penalize for the norm of the solution, instead of ‖λ − λ0‖2, we should penalize
for ‖L0

E(λ− λ0)‖2 in (5.12), where7

L0
E = diag(1/ν(E1), 1/ν(E2), . . . , 1/ν(Ep)), (7.5)

and we have denoted
E = {E1, E2, . . . , Ep}.

7There is no need to include the normalization coefficient C in L0
E , since this can be absorbed

into the hyperparameter α.
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Similarly, the first-order finite-difference matrix L1
1 should be considered in the form

L1
1,E =




− 1
h1ν(E1)

1
h1ν(E2)

− 1
h2ν(E2)

1
h2ν(E3)

. . . . . .

− 1
hp−1ν(Ep−1)

1
hp−1ν(Ep)




∈ R(p−1)×p,

where hi is the distance between the center points of bins Ei and Ei+1. With the
Dirichlet boundary condition for the right boundary, this becomes

L1
2,E =




− 1
h1ν(E1)

1
h1ν(E2)

− 1
h2ν(E2)

1
h2ν(E3)

. . . . . .

− 1
hp−1ν(Ep−1)

1
hp−1ν(Ep)

1
hpν(Ep)




∈ Rp×p. (7.6)

This corresponds to assuming that the intensity is zero outside the right boundary
of the true histogram, which we know to be the case for the inclusive jet spectrum
because of the kinematic cut-off at

√
s/(2 cosh(ymin)). Note that the appearance of

hp in L1
2,E requires us to define an imaginary pseudobin Ep+1 outside of the right

boundary of the true histogram.
Similar non-uniform finite-difference schemes are available for the second deriva-

tive as well. However, the second derivative requires a boundary condition for both
ends of the true histogram which is problematic in the case of a power-law spectrum
like the one shown in Figure 7.15. Hence, this topic will not be pursued further in
here.

7.2.3 Unfolding Results

We now proceed to unfolding studies of the inclusive jet differential cross section
data. In preliminary regularization studies of the spectrum, it was found out that
we need to take into account the special nature of the first couple of bins of the true
histogram. Namely, the two first true bins E1 and E2 serving as underflow bins to
model the smearing from low pT values, are only slightly constrained by the data via
their contribution to the first few smeared bins. The same is true for the third true
bin E3 because there is significant migration of events from this bin to unobserved
low pT values. As a result, the standard regularization procedures are too strong for
these bins. To solve the problem, we replace the standard 2-norm ‖ · ‖ in (5.12) with
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a weighted 2-norm ‖ · ‖w defined by

‖x‖w = ‖wTx‖ =

√√√√
d∑

i=1

(wixi)2, x ∈ Rd

for a weight vector w with components wi > 0, i = 1, . . . , d. As earlier, we set
λ0 = 0 and hence regularize the problem by considering the prior

p(λ|α) ∝ 1Rp
+

(λ) exp
(
−α‖Lλ‖2

w

)
. (7.7)

Similarly, Equation (6.4) on the M-step of the MCEM algorithm is replaced with

α(k+1) =
1

2
pN

∑N
i=1 ‖Lλ(i)‖2

w

.

The choices we consider for L are the p× p matrices L0
E and L1

2,E defined by Equa-
tions (7.5) and (7.6). For the weights w, we use

wi =

´
F

´
Ei
N (psT|pT, σ(pT)2)f(pT) dpT dpsT´

Ei
f(pT) dpT

, i = 1, . . . , p. (7.8)

This is the fraction of events of the true bin Ei that on average migrate to the
observable smeared space F before taking into account the post-smearing efficiency
εPS(psT) and represents the amount of information about each bin Ei available in the
observations. For realism, the weights are computed using the perturbed version of
f(pT) shown in Figure 7.15 instead of the unknown correct intensity. For the given
true binning, we find w1 ≈ 0.01, w2 ≈ 0.20 and w3 = 0.73. For the rest of the bins,
the weights are higher than 98 %.

For sampling from the posterior p(λ|y, α), we employ the same sampling scheme
as in the case of the Gaussian mixture model experiments with the important change
that instead of Equations (7.1) and (7.2), we define the variances of the proposal
density by

σ2
i =

(
γ
yi−2

wiε̄i−2

)2

, i = 1, . . . , p, (7.9)

where wi is the weight (7.8) of the bin Ei and ε̄i is the mean of the post-smearing
efficiency function εPS over the smeared bin Fi

ε̄i =
1

ν(Fi)

ˆ
Fi

εPS(psT) dpsT.

The values of y−1/ε̄−1 and y0/ε̄0 corresponding to bins E1 and E2 cannot be de-
termined from the observations y and were instead extrapolated using splines from
the values of yi/ε̄i for bins E3 to E7. The rationale for using (7.9) is the same as
before with σ2

2,i but here we need to at least approximately take into account the
post-smearing efficiency in order to scale the observations y to the same order of
magnitude as λ. In addition, we chose to scale with 1/wi in order to increase the size
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Figure 7.18: Unfolding of the inclusive jet differential cross section using the least squares
estimator λ̂LS = K†y. The figure shows the component-wise ratio of the estimator λ̂LS

to the correct mean λ. The error bars are given by the estimated standard deviations
Ŝtd[ λ̂LS,i|λ] followed by scaling with 1/λi. The solution requires regularization for the
small pT values where the smearing is the strongest.

of the jumps for the uncertain first three true bins. Using a similar line of reasoning,
the Metropolis–Hastings chain was started from λ

(1)
i = yi−2/ε̄i−2, i = 1, . . . , p, which

serves as our preliminary first guess for λ.
The inclusive jet data will first be unfolded using Bayesian unfolding with the

uniform non-negativity prior (5.11) and then using empirical Bayes unfolding for
the truncated weighted-norm Gaussian smoothness prior defined in (7.7). For com-
parison, we also show the results for the least squares estimator.

The best way to demonstrate the ill-posedness of the least squares estimator
λ̂LS = K†y is to show the ratio of λ̂LS to the correct mean λ. This is shown in
Figure 7.18 along with error bars computed using (4.40) and scaled appropriately.
We see that the estimator is clearly off the ideal value of unity especially for low
pT values where there is the strongest smearing and we expect to be able to tame
these apparent oscillations by regularizing the problem. We can also see that clearly
the error bars shown do not cover the correct value at unity. The most likely reason
for this is that due to the column-rank deficiency of K, the least squares estimator
is biased (see Equation (4.17)) and hence the precautions outlined in Section 4.2.3
for using the estimated standard deviations to represent the uncertainty of a biased
estimator apply in here.

To avoid any confusion, we have not included the indirectly observed bins E1
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and E2 in Figure 7.18. The same is true for the rest of the figures that follow. These
bins, which were included in the model to account for the smearing from the low
pT values, are poorly constrained by the observations which in general results in
suboptimal inference results. These “helper bins” should be part of the unfolding
procedure in order to produce correct results for the bins E3, . . . , E16 but can be
safely discarded from the final plots as they are not of interest to us in their own
right.

Let us then unfold the inclusive jet spectrum using Bayesian unfolding with the
uniform non-negativity prior. To this end, we sampled N = 400 000 observations
from the posterior with the step size γ = 0.022 giving us an acceptance rate of
32 %. The time series of the components of this Metropolis–Hastings chain are
shown in Figure 7.19 which shows good convergence and mixing for all bins of
the true histogram. The unfolded differential cross section shown in Figure 7.20 is
obtained after scaling by 1/(Lν(Ei)) as explained in Section 7.2.2 and we see that
the spectrum matches nicely with the desired result. To examine this result more
closely, Figure 7.21 shows the ratios of the sampled λi’s to their correct values.
Paradoxically, the outcome where we have the smallest errors for medium values of
pT matches our expectations since the trigger prescaling increases the errors at low
pT values. Nevertheless, we see that clearly the posterior variance of the first few
bins could be smaller.

We then proceed to perform empirical Bayes unfolding with the truncated
weighted-norm Gaussian smoothness prior with L = L0

E . The parameters of the
MCEM algorithm were set up as in the case of the Gaussian mixture model. That
is, starting from α(0) = 1 · 10−4, we perform 30 EM iterations with sample size
N = 100 000 and then perform the final sampling with M = 400 000 observations.
Figure 7.22 shows that with the step size γ = 0.022, the iteration converges quickly
to an MMLE of α̂MMLE = 3.8 · 10−12. The acceptance rate for the final sampling
was 32 % and the time series of the corresponding Metropolis–Hastings chain shown
in Figure 7.23 indicate no problems with the MCMC sampler. Due to the scales
involved, it is difficult to see the differences of the various unfolding procedures
by looking at the log-log plots of the plain cross section spectra. Hence, we show
again in Figure 7.24 the ratio of the unfolded means to the true means which en-
ables straightforward comparison with the earlier Figure 7.21. From this, we see that
there is a major reduction in the posterior variance of the first few ill-posed bins
of the true histogram. This is due to the additional regularization provided by the
Gaussian smoothness prior.

We complete the inclusive jet experiments by penalizing for the first deriva-
tive in empirical Bayes unfolding by setting L = L1

2,E in the Gaussian smoothness
prior. Again, as shown in Figure 7.25, the MCEM algorithm converges with step
size γ = 0.02 in approximately 10 iterations to an MMLE of α̂MMLE = 2.4 · 10−9.
The acceptance rate of the final sampling was 31 % with the time series shown in
Figure 7.26 indicating good mixing of the chain. The ratio plots of Figure 7.27 reveal
that the additional regularization provided by the use of the first derivative has fur-
ther reduced the size of the posterior uncertainty while still maintaining the median
ratios close to unity. All in all, it seems that empirical Bayes unfolding with the
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first derivative penalty L = L1
2,E appears to provide an unfolded solution which has

no major oscillations or artifacts and has a reasonable, well-understood uncertainty
associated with it.

We conclude this section by noting that we have shown for comparison purposes
in Figures 7.21(a), 7.24(a) and 7.27(a) the frequentist

√
n errors of a perfect detector

without any smearing. Because of the trigger prescaling, computation of these errors
is not as straightforward for the inclusive jet data as earlier for the Gaussian mixture
model data. In order to take the trigger prescaling into account, the reference errors
shown in the ratio plots are computed using

λ̂med,i

λi
±

√
ε̄f,iλ̂med,i

ε̄f,iλi
, (7.10)

where λ̂med,i is the median of the ith marginal posterior, λi is the correct bin mean
of the ith true bin and ε̄f,i is the average efficiency of the ith bin given by

ε̄f,i =

´
Ei
εPS(pT)f(pT) dpT´
Ei
f(pT) dpT

, i = 1, . . . , 16.

The uncertainty in Equation (7.10) is formed by first scaling λ̂med,i by the efficiency
ε̄f,i which gives us the corresponding number of Poisson counts after trigger prescal-
ing. When these counts are used as an MLE for the prescaled Poisson mean, the

error is given by
√
ε̄f,iλ̂med,i. This is then scaled by 1/ε̄f,i to give us an error for the

unprescaled mean. Finally, the estimates are scaled by the correct means λi in order
to produce the ratio plot.

When we compare the reference errors computed this way to the 68.27 % credible
intervals produced by the Bayesian techniques, we see that in all cases the reference
errors are smaller than the Bayesian errors. This matches our intuitive expectation
of smearing increasing the uncertainty of the measurement with respect to the ideal
detector. We also see that the stronger the regularization, the closer the Bayesian
errors are to the reference errors.
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Figure 7.19: Time series of the components λi of the Metropolis–Hastings chain with the
uniform non-negativity prior. The component indices i increase from left to right and top
to bottom. The vertical red lines show the length of the burn-in.
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Figure 7.20: Comparison of the results of Bayesian unfolding of the inclusive jet differ-
ential cross section to the correct value of λ when using the uniform non-negativity prior.
The figure shows the bin means λi scaled with the bin width ν(Ei) and normalized by the
integrated luminosity L. The blue error bars indicate the central 68.27 % credible intervals
which are to be compared to the correct values shown by the green histogram.
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Figure 7.21: Comparison of the results of Bayesian unfolding of the inclusive jet differen-
tial cross section to the correct value of λ when using the uniform non-negativity prior. The
results are shown for samples from the marginal posteriors p(λi|y) after dividing by the
correct bin means. In Figure (a), the blue error bars indicate the central 68.27 % credible
intervals of these ratios. For comparison purposes, the red error bars show the

√
n errors of

an ideal detector without any smearing. Figure (b) shows a box plot of the ratios where the
horizontal lines are the sample medians and the boxes show the interquartile ranges while
the whiskers extend to the smallest (largest) datum still within 1.5 times the interquartile
range from the lower (upper) quartile.
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Figure 7.22: Convergence of the MCEM algorithm in empirical Bayes unfolding for the
truncated weighted-norm Gaussian smoothness prior penalizing for the norm of the solution
with L = L0

E .

Figure 7.23: Time series of the components λi of the Metropolis–Hastings chain for the
MMLE obtained from the MCEM algorithm in empirical Bayes unfolding for the truncated
weighted-norm Gaussian smoothness prior penalizing for the norm of the solution with
L = L0

E . The component indices i increase from left to right and top to bottom. The
vertical red lines show the length of the burn-in.
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Figure 7.24: Comparison of the results of empirical Bayes unfolding of the inclusive jet
differential cross section to the correct value of λ when using the truncated weighted-norm
Gaussian smoothness prior penalizing for the norm of the solution with L = L0

E . The
results are shown for samples from the marginal posteriors p(λi|y, α̂MMLE) after dividing
by the correct bin means. In Figure (a), the blue error bars indicate the central 68.27 %
credible intervals of these ratios. For comparison purposes, the red error bars show the

√
n

errors of an ideal detector without any smearing. Figure (b) shows a box plot of the ratios
where the horizontal lines are the sample medians and the boxes show the interquartile
ranges while the whiskers extend to the smallest (largest) datum still within 1.5 times the
interquartile range from the lower (upper) quartile.
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Figure 7.25: Convergence of the MCEM algorithm in empirical Bayes unfolding for the
truncated weighted-norm Gaussian smoothness prior penalizing for the first derivative of
the solution with L = L1

2,E .

Figure 7.26: Time series of the components λi of the Metropolis–Hastings chain for the
MMLE obtained from the MCEM algorithm in empirical Bayes unfolding for the truncated
weighted-norm Gaussian smoothness prior penalizing for the first derivative of the solution
with L = L1

2,E . The component indices i increase from left to right and top to bottom.
The vertical red lines show the length of the burn-in.
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(a) Empirical Bayes unfolding, L = L1
2,E , weighted norm
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Figure 7.27: Comparison of the results of empirical Bayes unfolding of the inclusive jet
differential cross section to the correct value of λ when using the truncated weighted-
norm Gaussian smoothness prior penalizing for the first derivative of the solution with
L = L1

2,E . The results are shown for samples from the marginal posteriors p(λi|y, α̂MMLE)
after dividing by the correct bin means. In Figure (a), the blue error bars indicate the
central 68.27 % credible intervals of these ratios. For comparison purposes, the red error
bars show the

√
n errors of an ideal detector without any smearing. Figure (b) shows a

box plot of the ratios where the horizontal lines are the sample medians and the boxes
show the interquartile ranges while the whiskers extend to the smallest (largest) datum
still within 1.5 times the interquartile range from the lower (upper) quartile.
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Chapter 8

Discussion and Conclusions

To conclude this thesis, we first discuss possible directions for future unfolding stud-
ies in Section 8.1. We then give in Section 8.2 a concise list of observations that
were made in the course of this work regarding the high energy physics unfolding
problem. In a number of cases, we also give recommendations on good unfolding
practices and refer the reader to the relevant literature or the appropriate parts of
this thesis. We then summarize this work in Section 8.3.

8.1 Directions for Future Work
We have focused in this work on the discrete version of the unfolding problem with
a particular emphasis on the error estimation of the solution using empirical Bayes
techniques. Nevertheless, there are several aspects of the problem that were not
discussed in detail. In this section, we outline general directions for future unfolding
studies and discuss a number of potential improvements to the empirical Bayes
unfolding technique presented in Chapter 6.

The main emphasis of this thesis has been on the discrete version of the unfolding
problem. However, the Poisson process formulation of the problem, as explained in
Section 2.1, enables us to also study the continuous problem

h(y) = (Kf)(y) =

ˆ
k(x,y)f(x) dx, (8.1)

where f is the unknown intensity function of the true Poisson process and h is
the intensity function of the smeared Poisson process. In such a case, unfolding
could proceed by first estimating h using the smeared observations Yi. The resulting
estimator ĥ is then substituted in (8.1) and we solve the equation ĥ = Kf to find
an estimator of f .

There are at least two reasons why the continuous version of the problem is more
appealing than the discrete one. Firstly, we saw in Section 2.1.5 that the discrete
smearing matrix K depends on the unknown intensity f . This is a problem since
knowledge of K is needed to estimate f in the first place. We solved this issue by
using various approximations ofK to remove the dependency on f , but this is clearly
not a completely satisfactory solution. Note, however, that the dependence on f only
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appears because of the discretization of the problem. That is, in the continuous case,
the smearing kernel k does not depend on f . Hence, by considering the continuous
case, determination of k can arguably be disentangled from the inference of f .

The second benefit of continuous methods is related to problems in choosing
the binning of the discrete histograms. An attentive reader might have noticed that
we have not discussed in detail how one should choose the binnings of the true
histogram x and the smeared histogram y. This is because optimal choice of these
binnings appears to be a very challenging problem. The reason for this is that the
discretization already contributes towards regularization of the problem. Hence, the
parameters p and q, i.e., the number of bins in the true and observed histograms,
can be thought of as additional regularization parameters and, presumably, the
optimal choice of these parameters is intertwined with the optimal choice of the main
regularization parameter of the unfolding algorithm itself. The situation clearly gets
even more complicated if one allows for non-uniform binning of the histograms. In
HEP applications, the choice of the histogram binnings has, thus far, been rather
arbitrary and the use of continuous methods would remove such arbitrariness from
the problem and also allow using only one layer of regularization with a single
adjustable regularization parameter.

An aspect of the real-life unfolding problem that we have also ignored in the
earlier parts of this thesis is related to the fact that we have assumed the smearing
kernel k to have a fixed known value. However, in a real-world particle physics
experiment, the smearing kernel k has to be estimated either from Monte Carlo
simulations or from calibration measurements. Hence, we would first have to come
up with a way of estimating k and then using the estimator k̂ in the unfolding
procedure. In this case, the uncertainty in k̂ should also contribute to the uncertainty
of the unfolded intensity f̂ (or the uncertainty of the unfolded histogram λ̂ in the
discrete case). It is likely that a global Bayesian approach to the problem could
again allow for well-founded error estimation of the solution. The details on how
this should be done are left as a subject of future unfolding studies.

These long-term considerations aside, there are also several ways of improving
the empirical Bayes unfolding technique presented in Chapter 6. Clearly, one of the
drawbacks of the method is that the choice of the proposal density in the Metropolis–
Hastings sampler requires a lot of manual fine-tuning and cross-checking and, even
so, the results are not guaranteed to be optimal. The use of Gibbs sampling would
largely solve this problem but, as noted in Section 5.2, the form of the posterior of
the unfolding problem is such that efficient Gibbs sampling is not feasible. However,
it might still be possible to reduce, or avoid altogether, the expensive numerical com-
putations required by the Gibbs sampler by considering some suitable approximation
of the full Gibbs sapling scheme. Probably the most promising idea for improving
the sampling scheme would be to use adaptive MCMC techniques (see, e.g., [10,
Section 3.4.4]), where the sampler is adapted to the shape of the posterior based on
the output of the earlier iterations of the algorithm. Several technical improvements
of the standard Metropolis–Hastings algorithm are also possible. For example, the
sampler would probably behave better, especially for the bins with low bin contents,
if the proposals were forced to always be non-negative. This could be done either by
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imposing a reflecting barrier at zero for the proposals or by considering a proposal
density with a non-negative support, such as, for example, the log-normal density.

In empirical Bayes unfolding, we have also ignored the uncertainty associated
with the marginal maximum likelihood estimator α̂MMLE of the hyperparameters α.
Since the uncertainty on α contributes to the uncertainty on λ, taking this effect
properly into account would increase the errors associated with the empirical Bayes
solution. Several techniques for incorporating this uncertainty into the empirical
Bayes approach have been proposed in the literature, see, e.g., [10, Section 5.4]. One
attractive possibility would be the bootstrap technique of Laird and Louis [36], but
this could turn out be computationally unfeasible unless significant improvements
to the MCMC sampling scheme can be made. An alternative option would be to
compute an estimated covariance matrix for α̂MMLE, which can be readily obtained
from the EM iteration [43, Chapter 4], and then use this information to quantify the
uncertainty on α. A detailed analysis of these ideas will again be left as a subject
of future studies.

We also focused in this work on one particular class of prior distributions, namely
the Gaussian smoothness priors with the non-negativity constraint given by Equa-
tion (5.12). In particular, in order to be able to normalize the truncated prior density
for the MCEM algorithm, we were forced to set λ0 = 0 which, in some sense, means
that our reference spectrum is a histogram with no observations. Especially in the
case of a steeply falling power-law spectrum such as the inclusive jet spectrum ana-
lyzed in Section 7.2, this might not be the most appropriate choice. This is because
the true solution is known to have significantly non-zero bin contents as well as first-
and second-order derivatives. As a result, it would be interesting to see if, by drop-
ping the non-negativity requirement of the prior, it was possible to include also λ0

in the MCEM algorithm and hence find the marginal maximum likelihood estimate
of both α and λ0.

Clearly, in addition to the Gaussian smoothness priors, a number of other pos-
sibilities can also be considered. In fact, in the Bayesian analysis, the choice of the
prior density should be regarded as a modeling question where as much problem-
specific information about the plausible solutions as possible should be incorporated
into the unfolding procedure. Especially with such challenging spectra as the steeply
falling inclusive jet spectrum considered in Section 7.2, the performance of Bayesian
unfolding could potentially by greatly improved by considering problem-specific pri-
ors. For example, in the inclusive jet analysis, one could consider a prior which is
concentrated around the theoretical spectrum as predicted by the theory of quan-
tum chromodynamics. If the problem-specific prior involves any free hyperparam-
eters, and in many cases it does, then empirical Bayes unfolding with the MCEM
algorithm can, at least in principle, be used to find their data-driven estimates.

Let us furthermore note that despite being the standard general-purpose prior
for regularizing ill-posed problems in the literature on statistical inverse problem,
the Gaussian smoothness prior (5.12) might not be the optimal choice when a non-
negativity constraint of the solution is involved. Note, for example, that without
any constraints the Gaussian smoothness prior is symmetric with respect to the
mean λ0 but this is no longer true when the non-negativity constraint is included.
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Hence, densities that are inherently non-negative such as the multivariate log-normal
density might be more natural and appropriate choices when such constraints are
involved.

Finally, we note that there is a number of technical issues related to the im-
plementation of the MCEM algorithm in empirical Bayes unfolding that were not
studied in detail. Firstly, in the computational experiments of Chapter 7, we ran
the algorithm for a predetermined number of iterations and verified its convergence
by plotting the iterates as a function of the iteration number. Clearly, if a fully
automated unfolding algorithm is desired, one should implement a proper stopping
rule for the iteration. In addition, it is often recommended in the MCEM literature
that the posterior sample size N is kept small in the beginning of the iteration and
then increased as the iteration proceeds and more accuracy is needed. These issues
are discussed, e.g., in [7].

8.2 Observations and Recommendations
In this section, we list a number of observations and related recommendations about
current unfolding practices in high energy physics. The observations are accompanied
with references to the literature and the relevant parts of this thesis.

• It is often claimed (see Section 11.2 in [13]) that the estimator λ̂ = K−1y is
the maximum likelihood estimator of the true histogram λ when the smearing
matrixK is invertible. However, this is in general not true because λ̂ = K−1y
is not guaranteed to satisfy the non-negativity constraint λ ≥ 0. In fact, as
explained in Section 4.1, there is no closed-form solution to the maximum
likelihood problem (4.5). Nevertheless, the MLE always exists and can be
found using the EM iteration.

• As shown in Section 4.1.2, the “Bayesian” D’Agostini iteration of [16] is equiv-
alent to the EM iteration for the maximum likelihood estimator of λ. That
is, there is nothing “Bayesian” about the method. Furthermore, in astronomy
and optics, the same iteration is known as the Lucy–Richardson deconvolution
[40, 50].

• As a result of the two observations above, contrary to common belief, the
D’Agostini iteration will not, in general, converge to the solution given by
λ̂ = K−1y.

• The SVD unfolding method described in [28] corresponds to a certain gener-
alization of Tikhonov regularization (see Equation (4.38)). Furthermore, SVD
only provides an approximate solution to this problem. If an exact solution is
desired, one should either use the Moore–Penrose pseudoinverse or the gener-
alized singular value decomposition [2, Section 5.4].

• As we see, the terminology used in high energy physics for the different un-
folding techniques is not consistent with the terminology used in statistics for
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the same algorithms. Table 8.1 summarizes the naming conventions of the two
fields.

• Out of the commonly used unfolding techniques, only the D’Agostini iteration
and Bayesian unfolding enforce non-negativity of the solution. In particular,
Tikhonov regularization and its generalizations can give solutions with nega-
tive bin contents.

• When one imposes the smoothness of the unfolded histograms in Tikhonov
regularization and Bayesian techniques, it is important to take boundary con-
ditions properly into account in the discretized differential operator L. If this
is not done properly, it is easy to implicitly require a solution that vanishes
on the boundaries even though it is known that in reality this should not be
the case. See Section 4.2.2 for a discussion about the relationship between the
boundary conditions and the choice of L.

• When non-uniform binning is used, it is also crucial to change L to reflect this.
For example, the SVD method, as described in [28], does not seem to properly
take this into account. See Section 7.2.2 for a discussion on how non-uniform
binning can be incorporated in L.

• Quite interestingly, the D’Agostini iteration with early stopping does not ex-
plicitly enforce any boundary conditions. However, it is not immediately clear
what should be the physical interpretation of the regularization provided by
this approach.

• As described in Section 4.2.3, it is possible to have errors smaller than
√
n in

frequentist unfolding if only the estimated standard deviation of the estimator
is used to construct the error bars. This is because regularization makes the
estimators biased in which case the estimated standard deviations cannot be
regarded as approximate confidence intervals for the true solution λ. In fact,
the errors constructed this way can be made arbitrarily small by increasing
the strength of the regularization.

• The techniques presented in Section 4.2.3 for error estimation of TSVD and
Tikhonov regularization are not applicable to the D’Agostini iteration because
of its nonlinearity. D’Agostini [16] provides a way of estimating the uncertainty
of the solution but his calculations have been criticized by Adye [1]. Clearly,
error estimation of the D’Agostini iteration has not been fully settled yet.

• Whenever likelihood-based unfolding techniques such as the D’Agostini it-
eration or Bayesian unfolding are used, one should use the plain Poisson-
distributed event counts as the input to the algorithm. In particular, when
these counts are scaled to correct for, e.g., trigger efficiency, the scaled obser-
vations are no longer Poisson distributed and cannot be used in the Poisson
likelihood.
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• Unfolding by bin-by-bin correction factors does not seem to have a counter-
part in the statistical inverse problems literature. This is perhaps because the
method corrects for the “efficiency” of each bin instead of bin-to-bin migra-
tions. As such, the method introduces a significant, undesired bias for the
Monte Carlo model used for deriving the correction factors and hence should
be avoided altogether.

• It often happens that events can get smeared both into and out of the observed
histogram near its boundaries. If this is the case, then it is important to take
this into account in the unfolding procedure. For a demonstration of how this
can be done, see the computational experiment of Section 7.2.

• Bayesian unfolding as described in [11] requires an essentially arbitrary choice
of the prior density. Empirical Bayes unfolding described in Chapter 6 provides
a partial solution to this problem by allowing one to choose the “strength” of
the prior p(λ|α) using the observed data y. The choice of the parametric
family of priors {p(λ|α)}α is still left to the discretion of the analyst, but
the amount of subjectivity that remains is comparable to choosing a certain
frequentist regularization technique or penalty term.

• When Metropolis–Hastings sampling is used in Bayesian unfolding, it is essen-
tial to verify the convergence and mixing of the chain as described in Section 5.2
and demonstrated in practice in Chapter 7. If the convergence and mixing is
not satisfactory, the proposal density will have to be modified accordingly.
As a word of caution, the original paper [11] on Bayesian unfolding does not
discuss these important issues in detail.

• In all the computational experiments presented in Chapter 7, the uncertainty
of the solution given by empirical Bayes unfolding was, as expected, larger than
the
√
n errors of an ideal detector. There are, however, no guarantees for this

to be true in the general case. This is because regularization uses information
from adjacent bins to constrain the possible values of each unfolded bin and
it is possible that the use of such additional information enables reduction
of the uncertainty to a value smaller than

√
n. However, as shown by the

computational experiments, this seems to rarely happen in practice.

• Unfolding algorithms should never be used as black boxes. This is because
analysis-specific information has to be always incorporated in the procedure
to obtain correct results. When choosing and customizing the unfolding pro-
cedure, the factors that one should take into account include, for example,
information about the expected shape of the distribution, handling of the his-
togram boundaries and the desired way of treating detector inefficiencies.
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Table 8.1: The naming conventions of common unfolding techniques in high energy physics
and the names of the corresponding algorithms in the statistics literature. The matrix
inversion technique refers to the estimator λ̂ = K−1y, while the D’Agostini iteration is
described in [16] and the SVD technique in [28].

Name in HEP Name in statistics

Matrix inversion Method of moments estimation
Iterative Bayesian unfolding / Expectation-maximization algorithmD’Agostini iteration
SVD unfolding Generalized Tikhonov regularization

8.3 Concluding Remarks
We have analyzed in this thesis the high energy physics unfolding problem from a
statistical point of view. We first formulated a mathematical model for the problem
using the theory of Poisson point processes. We then investigated in detail the tools
provided by both the frequentist and Bayesian paradigms of statistics for solving
the problem. It was shown that the bias of regularized point estimators makes error
estimation of frequentist unfolding challenging, while the main issue with Bayesian
methods is the choice of the regularization strength imposed by the prior density.
To solve these issues, we proposed using an empirical Bayes unfolding technique
which combines elements of the frequentist and Bayesian approaches. We derived a
Monte Carlo EM algorithm for finding the marginal maximum likelihood estimate
of the hyperparameters of the regularizing prior density and then used the result-
ing posterior to construct Bayesian credible intervals for the solution. The desired
performance of the method was verified with computational experiments using sim-
ulated data. In addition to proposing a novel, well-performing unfolding technique
derived starting from the first principles of the problem, a number of insights were
gained about good unfolding practices which will benefit future physics analyses
using unfolding as part of the analysis chain.
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Appendix A

Mathematical Background

This appendix gives an overview of the mathematical tools used in this thesis. The
topics covered are measure-theoretic probability theory in Section A.1, the mathe-
matical theory of statistical inference in Section A.2, linear algebra with an emphasis
on the properties of the Moore–Penrose pseudoinverse in Section A.3 and an intro-
duction to inverse problems in Section A.4. Our treatment is based on well-known,
established literature on each particular subject with the relevant references given
at the beginning of each section.

A.1 Introduction to Probability Theory
This section is devoted to providing a review of the main concepts and results
of probability theory that are used throughout this thesis. These results can be
found on any standard text book on probability theory, such as Jacod and Protter
[29] or Kallenberg [32]. Unless otherwise indicated, our treatment here is based on
[52, Chapter 1].

The concept of a measure is central to mathematical probability theory. In order
to proceed with the definition, we first need to introduce the concept of a σ-algebra.

Definition A.1. Let F be a collection of subsets of some set Ω. Then F is called
a σ-algebra on Ω if it has the following properties:

(i) ∅ ∈ F

(ii) If A ∈ F , then Ac ∈ F , where Ac = Ω\A is the complement of A.

(iii) If A1, A2, . . . ∈ F , then ∪Ai ∈ F .

The pair (Ω,F) is called a measurable space. In measure theory, the set Ω is
simply some space of interest and the σ-algebra F contains the measurable subsets
of this space. In probability theory, however, these abstract objects have an intuitive
interpretation. Namely, the set Ω is called the sample space and its elements repre-
sent all the different possible outcomes of the random experiment we are studying.
For example, in the case of tossing a 6-face die, we could set Ω = {1, 2, 3, 4, 5, 6}.
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Similarly, the elements of the σ-algebra F represent different events for which we
can assign a probability. For instance, in the case of the die, the event corresponding
to getting an even outcome, would be the set {2, 4, 6} ⊂ Ω.

When the space of interest Ω is the d-dimensional real space Rd, there is a certain
σ-algebra which often turns out to be handy. This is the Borel σ-algebra, which is
defined to be the smallest σ-algebra containing all the open sets of Rd. We denote
this σ-algebra on Rd by Bd and the elements of Bd are called the Borel sets of Rd.
When E ⊂ Rd is a Borel set and BE = {E ∩ B : B ∈ Bd}, one can show that BE
is a σ-algebra on E and hence (E,BE) forms a measurable space. Furthermore, it
is easy to see that when E is countable, BE = P(E), where P(E) is the power set
of E.

A measure is then a way of assigning a “size” to an element of F .

Definition A.2. Let (Ω,F) be a measurable space. A measure µ on F is a mapping
from F to the extended non-negative real line

µ : F → R+ ∪ {+∞}

with the following properties:

(i) µ(∅) = 0

(ii) If A1, A2, . . . ∈ F are disjoint, then

µ

(
∞⋃

i=1

Ai

)
=
∞∑

i=1

µ(Ai).

The triple (Ω,F , µ) is called ameasure space. The measure µ is finite if µ(A) <∞
for all A ∈ F . Moreover, a finite measure µ is called a probability measure when
µ(Ω) = 1. In this case, we denote the measure by P and call the triple (Ω,F , P ) a
probability space. The interpretation of the probability measure P is that it assigns
a probability P (A) ∈ [0, 1] to each event A in the σ-algebra F .

On the measurable space (Rd,Bd), it is natural to work with a measure µ which
satisfies the conventional notion of volume for Cartesian products of intervals

µ([a1, b1]× [a2, b2]× · · · × [ad, bd]) = (b1 − a1) · (b2 − a2) · · · (bd − ad).

It can be shown that there is a unique measure ν, called the Lebesgue measure, which
satisfies this condition1. The Lebesgue measure ν is used exclusively throughout this
thesis when the space of interest is the d-dimensional real space Rd or some Borel
subset of this space.

Another important example of a measure is the counting measure %. It is defined
on a measurable space (Ω,F), where F is the power set P(Ω) of Ω, by counting the

1The Lebesgue measure ν can actually be defined for a larger family of sets than the Borel
σ-algebra Bd and one can show that all Lebesgue measurable sets form a σ-algebra which has Bd
as a sub-σ-algebra. However, for our needs, the measure space (Rd,Bd, ν) is general enough.
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number of elements in the set A ∈ F . That is, %(A) is the number of elements in
A ∈ F when A is finite and for an infinite A, we set %(A) =∞.

A third example of a measure that we often encounter is the Dirac measure δx
at x ∈ Ω. It is defined for any σ-algebra F of subsets of Ω by

δx(A) = 1A(x) =

{
1, if x ∈ A
0, if x /∈ A , A ∈ F ,

where 1A is the indicator function of the set A.
It is often convenient to think of Ω as some abstract underlying space of outcomes

ω and regard the actual observations as a measurable function of these outcomes.
This gives rise to the concept of a random variable. Let us first define what we mean
by a measurable function.

Definition A.3. Let (Ω,F) and (Λ,G) be measurable spaces. A function f : Ω→ Λ
is said to be measurable if the preimages f−1(B) = {ω ∈ Ω : f(ω) ∈ B} = {f ∈ B}
belong to F for all B ∈ G.

When in the definition above (Λ,G) = (R,B), where B = B1 is the Borel σ-
algebra of R, we call f a Borel function. Furthermore, when (Ω,F , P ) is a probability
space, we call a measurable function X : Ω → Λ a (Λ,G)-valued random element.
An important special case arises when Λ is the d-dimensional real space Rd or some
Borel subset E of this space and G is chosen to be the Borel σ-algebra BE associated
with this space. In this case, we call the measurable function X := X an E-valued
random variable or just a random variable2.

It is conventional to denote random variables by capital letters, such as
X,Y ,Z, . . . , in which case we refer to the mapping from Ω to E ⊂ Rd. The value
X(ω) that this function obtains is then often denoted by the corresponding lower
case letter, e.g., X(ω) = x or X = x for short. When it is clear from the context
whether we mean the random variable or just its random realization, we denote the
both using the lower case letters x,y, z, . . . in order to avoid awkward and clumsy
notation.

We next introduce the important concept of the distribution of a random element.

Definition A.4. Let X be a (Λ,G)-valued random element. Then the distribution
of X, denoted by PX , is

PX(B) = (P ◦X−1)(B) = P (X−1(B)) = P (X ∈ B), B ∈ G.

Proposition A.5. PX is a probability measure on G.
Proof. Let B1, B2, . . . ∈ G be disjoint. Then

PX(∪iBi) = P (X−1(∪iBi)) = P (∪iX−1(Bi)) =
∑

i

P (X−1(Bi)) =
∑

i

PX(Bi).

Since, in addition, PX(∅) = P (∅) = 0, we see that PX is a measure. Furthermore,
PX(Λ) = P (Ω) = 1 and hence PX is a probability measure.

2Boldface notation is used whenever d > 1.
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Hence, the distribution PX is the probability measure which gives the probability
of having the value of X in the set B, PX(B) = P (X ∈ B). Here the measurability
of X guarantees that the set X−1(B) = {X ∈ B} belongs to the σ-algebra F where
the probability measure P is defined. When the distribution of X is given by PX ,
we write X ∼ PX .

When X is a random variable, it is often convenient to characterize its distribu-
tion PX using the cumulative distribution function.

Definition A.6. Let X be an Rd-valued random variable. The cumulative distri-
bution function (cdf) of X, denoted by FX , is then defined by

FX(x) = FX(x1, . . . , xd) = PX((−∞, x1]× · · · × (−∞, xd]), x ∈ Rd. (A.1)

One can in fact show that there is a one-to-one correspondence between the cdf
FX and the distribution PX and hence we can use either one to describe the random
variable X.

There are two important classes of random variables that we often encounter. An
E-valued random variable X, where E is a Borel set of Rd, is said to be continuous
if its distribution PX can be written in the form

PX(A) =

ˆ
A

pX dν =

ˆ
A

pX(x) dx, A ∈ BE, (A.2)

where ν is the Lebesgue measure and pX : E → R+ is a non-negative Borel function
called the probability density function (pdf) of X. Since PX(E) = P (Ω) = 1, we see
that the pdf pX of a continuous random variable X integrates to unity,

ˆ
E

pX(x) dx = 1.

Another common class of random variables is that of discrete random variables
which are E-valued random variablesX where E = {x1,x2, . . .} is countable subset
of Rd. It follows that the distribution PX of X can be written as

PX(A) =

ˆ
A

pX d% =
∑

xi∈A

pX(xi), A ∈ P(E), (A.3)

where % is the counting measure and the function pX : E → [0, 1] is called the
probability mass function (pmf) of X. As above, from PX(E) = P (Ω) = 1, we find∑∞

i=1 pX(xi) = 1. By noting that P (X = xi) = PX({xi}) = pX(xi), we see that
the value pX(xi) of the pmf has a straightforward interpretation as the probability
of the realization X = xi.

When there is no risk of confusion, we often use the shorthand notations
p(x), p(y), p(z), . . . to denote the pdfs or pmfs pX(x), pY (y), pZ(z), . . . of the ran-
dom variables X,Y ,Z, . . . Note also that although most random variables encoun-
tered in practical applications are either discrete or continuous, it is easy to define
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random variables that fall on neither of these two categories. For example, the rec-
tified Gaussian distribution, which has the form

PX(A) =

ˆ
A

1√
2π
e−x

2/2 dx+
1

2
δ0(A), A ∈ B[0,∞),

is neither continuous nor discrete.
An important theorem by Radon and Nikodym can often be used to infer the ex-

istence of the pdf of a random variableX. To provide the statement of the theorem,
we first need the technical definition of a σ-finite measure.

Definition A.7. Let (Ω,F , µ) be a measure space. Then µ is said to be σ-finite, if
there exists a sequence A1, A2, . . . ∈ F such that ∪Ai = Ω and µ(Ai) <∞ for all i.

Clearly, any finite measure µ is also σ-finite. The Lebesgue measure ν is also σ-
finite since Rd = ∪An, where An = (−n, n)×· · ·× (−n, n) with ν(An) = (2n)d <∞.
On the other hand, the counting measure % is σ-finite if and only if Ω is countable.

We also need the definition of absolute continuity.

Definition A.8. Let λ and µ be two measures on the measurable space (Ω,F). The
measure λ is said to be absolutely continuous with respect to µ, denoted by λ� µ,
if λ(A) = 0 for every A ∈ F for which µ(A) = 0. In other words, λ� µ if

µ(A) = 0⇒ λ(A) = 0, ∀A ∈ F .

When λ is absolutely continuous with respect to the Lebesgue measure ν, we
often simply say that λ is absolutely continuous without explicitly writing down the
Lebesgue measure ν.

With these definitions, we are now fully equipped to state the Radon–Nikodym
theorem.

Theorem A.9. (Radon–Nikodym theorem) Let λ and µ be two measures on the
measurable space (Ω,F). If λ � µ and µ is σ-finite, then there exists a µ-almost
everywhere unique non-negative Borel function f : Ω→ R+ such that

λ(A) =

ˆ
A

f dµ, ∀A ∈ F . (A.4)

Proof. See Theorem 32.2 in [5].

The function f in Equation (A.4) is called the density (or the Radon–Nikodym
derivative) of λ with respect to µ. Note also that (A.4) implies λ� µ. That is, λ� µ
is a necessary condition for (A.4) but, for sufficiency, the additional assumption on
σ-finiteness of µ is required.

Comparing the statement of the Radon–Nikodym theorem with Equation (A.2)
and noting that the Lebesgue measure is σ-finite, we see that an E-valued random
variable X is continuous if and only if the distribution PX is absolutely continuous
with respect to the Lebesgue measure ν, that is, PX � ν. Furthermore, it is easily
seen that, whenever E is countable, PX cannot be absolutely continuous with respect
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to the Lebesgue measure ν. Hence, discrete random variables cannot be continuous.
However, it always holds that PX � %, where % is the counting measure on BE. This
can be seen from

%(A) = 0⇔ A = ∅ ⇒ PX(A) = 0, ∀A ∈ BE.
Since, for countable E, the counting measure % is σ-finite and BE = P(E), we see
that the Radon–Nikodym theorem gives a formal justification for the existence of
the pmf of a discrete random variable in Equation (A.3).

There are various ways of summarizing the information contained in the distri-
bution PX of an E-valued random variable X, where E ⊂ Rd is a Borel set. The
location of the values of the random variable can be described using the expectation
E[X] defined by the integral

E[X] =

ˆ
Ω

X(ω) dP (ω) =

ˆ
E

x dPX(x) (A.5)

assuming that these integrals exist and are finite for each component of X. If this
is the case, X is said to be integrable. The expectation of X is also called the mean
or expected value of X.

Similarly, the spread of the values of X around its expectation E[X] can be
summarized using the covariance matrix

Cov[X] = E
[
(X − E[X])(X − E[X])T

]

given that all the elements of this expectation and E[X] are finite. By writing out
the product, we see that the covariance is equivalently also given by

Cov[X] = E
[
XXT

]
− E[X]E[X]T.

The diagonal elements of Cov[X] are the variances of the components Xi. That is,
the variance of Xi, denoted by Var[Xi], is given by

Var[Xi] = E
[
(Xi − E[Xi])

2
]

= E
[
X2
i

]
− E[Xi]

2.

The square root of the variance is called the standard deviation of Xi and denoted
by Std[Xi]. That is

Std[Xi] =
√

Var[Xi] =
√

E[(Xi − E[Xi])2].

The covariance has the following useful transformation property:

Cov[AX] = ACov[X]AT, (A.6)

where X is a d-dimensional random variable and A is a matrix with d columns.
This result can be easily shown as follows:

Cov[AX] = E
[
(AX − E[AX])(AX − E[AX])T

]

= E
[
A(X − E[X])(X − E[X])TAT

]

= AE
[
(X − E[X])(X − E[X])T

]
AT

= ACov[X]AT,
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Table A.1: Properties of the discrete distributions used in this thesis. Certain values of
the parameters of these distributions will give rise to the expression 00 which should be
interpreted as 1.

Distribution Properties

Binomial Notation Bin(p, n)
Parameters success probability p ∈ [0, 1];

number of trials n ∈ N0

pmf
(
n
x

)
px(1− p)n−x, x = 0, 1, . . . , n

Expectation np
Variance np(1− p)

Multinomial Notation Mult(p, n)

Parameters probabilities p =
[
p1, . . . , pd

]T
, pi ∈ [0, 1],

∑
i pi = 1;

number of trials n ∈ N0

pmf n!
x1!···xd!

px11 · · · pxdd , xi ∈ {0, 1, . . . , n},
∑

i xi = n

Expectation np
Covariance n

(
diag(p)− ppT

)

Poisson Notation Poisson(λ)
Parameters mean λ ≥ 0
pmf λx

x!
e−λ, x = 0, 1, 2, . . .

Expectation λ
Variance λ

where we have used the linearity of the expectation operator defined by Equa-
tion (A.5).

There is a number of common probability distributions that are often encoun-
tered in practice. Table A.1 summarizes the properties of the standard discrete
distributions used in this thesis, while Table A.2 provides the same information for
continuous distributions.

It is often desirable to consider the conditional distribution of a random variable
X given the value y of another random variable Y . We note that a rigorous definition
of a conditional distribution is a relatively involved topic requiring substantial use
of σ-algebras and conditional expectations. Here we simply content ourselves with
stating that given an E-valued random variableX and an F -valued random variable
Y , there is way of defining the conditional distribution PX(·|Y = y) which, for
any fixed y ∈ F , is a probability measure on BE and has the interpretation as the
distribution of the random variableX given the realization y of the random variable
Y . For more details, we refer the reader to [52, Section 1.4].

An important theorem known as Bayes’ rule relates the densities of the condi-
tional distributions PX(·|Y = y) and PY (·|X = x).
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Table A.2: Properties of the continuous distributions used in this thesis.

Distribution Properties

Chi-square Notation χ2(k)
Parameters degrees of freedom k ∈ N
pdf 1

Γ(k/2)2k/2
xk/2−1e−x/2, x ≥ 0

Expectation k
Variance 2k

Multivariate Notation N (µ,Σ)
Gaussian Parameters mean µ ∈ Rd;

covariance Σ ∈ Rd×d (positive definite)
pdf 1√

(2π)ddet(Σ)
e−

1
2

(x−µ)TΣ−1(x−µ), x ∈ Rd

Expectation µ
Covariance Σ

Uniform Notation U(a, b)
Parameters bounds a, b ∈ R, a < b
pdf 1

b−a , x ∈ [a, b]

Expectation a+b
2

Variance (b−a)2

12

Theorem A.10. (Bayes’ rule) Let X be an E-valued random variable and Y an F -
valued random variable, where E and F are Borel sets of Rm and Rn, respectively,
and assume that we know the distributions PY (·|X = x) and PX . Let µ be a σ-
finite measure and assume that PY (·|X = x) � µ. Denote the resulting density by
pY (y|X = x) and assume that this is jointly measurable with respect to x and y.
Furthermore, assume that PX � λ for a σ-finite measure λ and denote the resulting
density by pX(x). Then PX(·|Y = y) � λ and the density of PX(·|Y = y) with
respect to λ is given by

pX(x|Y = y) =
pY (y|X = x)pX(x)

m(y)
, x ∈ E, y ∈ F, (A.7)

where the denominator is given by

m(y) =

ˆ
E

pY (y|X = x)pX(x) dλ(x)

and assumed to be strictly positive for all y ∈ F .

Proof. See Theorem 4.1 in [52].

Bayes’ rule is also known as Bayes’ theorem or Bayes’ formula. Since the denom-
inator m(y) in (A.7) can be interpreted as the marginal density of Y with respect
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to µ, we may also write

pX(x|Y = y) =
pY (y|X = x)pX(x)

pY (y)

and when there is no risk of confusion, we use the shorthand notation

p(x|y) =
p(y|x)p(x)

p(y)
. (A.8)

When x is a continuous random variable, we may set λ = ν, where ν is the Lebesgue
measure, in which case the marginal density of y is given by

p(y) =

ˆ
E

p(y|x)p(x) dx.

In Bayes’ rule (A.8), x usually represents the unknowns that we are interested in
inferring and y the observed data. Because of this, p(x|y) is known as the posterior
density of the unknowns x given the observations y and p(x) as the prior density
of the unknowns. Furthermore, p(y|x) is referred to as the likelihood of x. For more
information on the interpretation and use of Bayes’ rule in statistical inference, see
Sections A.2 and 5.1.

We conclude this section by introducing the concept of independence.

Definition A.11. Let X1, . . . ,Xn be a finite collection of random variables with a
joint cdf F(X1,...,Xn) defined by Equation (A.1). The random variables Xi are said
to be independent, denoted by ⊥⊥ Xi, if the joint cdf factorizes with respect to the
variables

F(X1,...,Xn)(x1, . . . ,xn) =
n∏

i=1

FXi
(xi), (A.9)

where FXi
is the marginal cdf of Xi.

This definition extends to countable collections of random variables as follows:

Definition A.12. Let X1,X2, . . . be a countable collection of random variables. If
the factorization (A.9) holds for any finite collection of these random variables, then
the Xi are said to be independent, denoted by ⊥⊥Xi.

Let us note that when densities exist, the random variables X1, . . . ,Xn are
independent if and only if the joint density factorizes

p(X1,...,Xn)(x1, . . . ,xn) =
n∏

i=1

pXi
(xi).

The intuitive interpretation of independence is that having information about one
random variable, does not help us deducing the value of the other. Namely, if two
random variables X and Y are independent, then pX(x|Y = y) = pX(x).

If the factorization holds only when conditioned on another random variable, the
random variables are said to be conditionally independent. That is, when densities
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exist, the random variables X1, . . . ,Xn are said to be conditionally independent
given Y if

p(X1,...,Xn)(x1, . . . ,xn|Y = y) =
n∏

i=1

pXi
(xi|Y = y).

This is denoted by ⊥⊥Xi|Y .
We often encounter a countable collection of random variablesX1,X2, . . . which

are independent and all follow the same distribution PX , that is,

⊥⊥Xi and Xi ∼ PX , i = 1, 2, . . .

Such a collection of random variables is said to be independent and identically dis-
tributed (i.i.d.) and denoted by Xi

i.i.d.∼ PX . A collection of i.i.d. random variables
has the important property that, by the law of large numbers, their arithmetic mean
tends towards their common expectation.

Theorem A.13. (Strong law of large numbers) Let X1, X2, . . . be i.i.d. random
variables. Assume that the Xi are integrable and denote µ = E[Xi]. Then

1

n

n∑

i=1

Xi
a.s.−→ µ,

where a.s.−→ denotes almost sure convergence (i.e. convergence with probability 1).

Proof. See Theorem 1.13(ii) in [52].

A.2 Statistical Inference
This section is devoted to introducing the central principles of statistical inference
where the goal is to use the observed data to extract information about some quan-
tities of interest. Our treatment here is based on the references [21, 35, 52].

Let (Λ,G) be a measurable space, where Λ is a separable metric space, and
assume that we observe in our experiment a (Λ,G)-valued random element X with
an unknown distribution PX . Assume, however, that we know that PX belongs to
some family of probability measures PX ∈ P = {Pθ : θ ∈ Θ}, where the index set Θ
is assumed to be a non-empty subset of a separable Banach space U . The family P is
called a statistical model and the elements θ ∈ Θ represent possible “theories” about
the state of nature. By assumption, for some unknown true θ ∈ Θ, we have PX = Pθ
and hence X ∼ Pθ. The quadruple (Θ,P ,Λ,G) is called a statistical experiment
indexed by Θ and forms the basis of any statistical inference task. Furthermore, by
convention, the statistical model P is called parametric if U = Rd, otherwise the
model is nonparametric.

The goal of statistical inference is to learn something about θ given a realization
of X. The features of θ that we are interested in are called parameters.
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Definition A.14. Let (Θ,P ,Λ,G) be a statistical experiment. Then a continuous
mapping g : Θ → V , where V is a separable metric space, is called a parameter of
the experiment.

If we are interested in θ itself, we could take V = U and let g to be the identity
mapping. In a more general setting, g(θ) could be, for example, the norm or some
projection of θ.

A parameter g(θ) is said to be identifiable if distinct values of the parameter
produce distinct probability measures Pθ.

Definition A.15. Let g(θ) be a parameter of the statistical experiment (Θ,P ,Λ,G).
The parameter g(θ) is then said to be identifiable if

(
g(θ1) 6= g(θ2)

)
⇒
(
Pθ1 6= Pθ2

)
, ∀θ1, θ2 ∈ Θ.

Since all statistical inference is based on the data X, we often consider functions
of the data. Such functions are called statistics.

Definition A.16. Let X be a (Λ,G)-valued random element in the statistical ex-
periment (Θ,P ,Λ,G). Then any measurable, known function T of X is called a
statistic.

As a transformation of the random variable X, any statistic T (X) is also a
random variable with a distribution PT (X). A statistic which is constructed in order
to learn something about an unknown parameter g(θ) is called a point estimator.

Definition A.17. Let g : Θ → V be a parameter in the statistical experiment
(Θ,P ,Λ,G) and assume that the observations X have the distribution Pθ for some
index θ ∈ Θ, that is X ∼ Pθ. Then a statistic T : Λ→ V whose primary purpose is
to estimate g(θ) is called a point estimator of g(θ) and denoted by ĝ.

From this definition, it is clear that in principle any statistic T could be a point
estimator ĝ of g(θ), but clearly, some statistics are better estimators of g(θ) than
others. Hence, we need tools for both constructing estimators ĝ and for evaluating
their performance. For simplicity, we assume for the rest of this section that V = Rd

and thus we write ĝ for ĝ and g(θ) for g(θ).
One of the simplest ways of measuring the performance of ĝ in estimating g(θ)

is to see how well the estimator performs on average. This can be measured using
the bias of the estimator.

Definition A.18. Let ĝ be a point estimator of g(θ). The bias of ĝ is then defined
by

bias(ĝ) = E[ĝ − g(θ)|θ] = E[ĝ|θ]− g(θ)

provided that the expectations are well defined. Here E[·|θ] denotes expectation with
respect to the measure Pθ.
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When bias(ĝ) = 0, the estimator ĝ is said to be unbiased which means that on
average, the value of ĝ coincides with the true value of g(θ).

Although small or vanishing bias is clearly a desirable feature of an estimator ĝ, it
does not give a complete picture about its distribution. Namely, it only characterizes
the location of ĝ but does not tell us anything about the spread of its distribution.
To see how the values of ĝ vary around its expectation, we need to look at the
covariance

Cov[ĝ|θ] = E
[
(ĝ − E[ĝ|θ])(ĝ − E[ĝ|θ])T

∣∣ θ
]
.

Clearly, in the best-case scenario, we would have an estimator ĝ for which both
bias(ĝ) and the diagonal elements of Cov[ĝ|θ] are small in which case the distribution
of ĝ is concentrated around the desired value g(θ). The mean squared error is a
performance measure which provides exactly this information.

Definition A.19. Let ĝ be a point estimator of g(θ). Then the mean squared error
(MSE) of ĝ is defined to be

MSE[ĝ] = E
[
‖ĝ − g(θ)‖2|θ

]
.

In some sense, the MSE measures how far on average the estimator ĝ is from the
true value g(θ). The following proposition relates the MSE to the bias and covariance
of ĝ.

Proposition A.20. Let ĝ be a point estimator of g(θ). Then the MSE can be de-
composed as follows:

MSE[ĝ] = tr(Cov[ĝ|θ]) + ‖bias(ĝ)‖2,

where tr(Cov[ĝ|θ]) =
∑d

i=1 Cov[ĝ|θ]ii =
∑d

i=1 Var[ĝi|θ] is the trace of the covariance
matrix.

Proof. A simple computation gives

MSE[ĝ] = E
[
‖ĝ − g(θ)‖2|θ

]

= E

[
d∑

i=1

(ĝi − gi(θ))2

∣∣∣∣θ
]

=
d∑

i=1

(
E
[
ĝ2
i |θ
]
− 2gi(θ)E[ĝi|θ] + gi(θ)

2
)

=
d∑

i=1

(
E
[
ĝ2
i |θ
]
− E[ĝi|θ]2 + E[ĝi|θ]2 − 2gi(θ)E[ĝi|θ] + gi(θ)

2
)

=
d∑

i=1

(
Var[ĝi|θ] + (E[ĝi|θ]− gi(θ))2)

=
d∑

i=1

Var[ĝi|θ] +
d∑

i=1

bias(ĝi)
2

= tr(Cov[ĝ|θ]) + ‖bias(ĝ)‖2.
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We see that if we agree to use the MSE to measure the performance of the
estimator, then we would like to minimize both the bias and the variance of our
estimator ĝ. It turns out that often these two properties are intertwined in such a
way that increasing the bias decreases the variance and vice versa. This phenomenon
is called the bias-variance trade-off. As a result, the global optimum of the MSE, if
it exists, is often attained using a biased estimator with the benefit of a decrease in
the variance. As seen in Chapter 4, this observation plays an essential role in solving
inverse problems.

Although in the frequentist paradigm of statistics any statistic T (X) could serve
as an estimator of g(θ), there are a number of standard recipes that are often used to
construct estimators. One of the most commonly encountered recipes is maximum
likelihood estimation. For simplicity, assume that U and V are real spaces with
possibly different dimensions and that (Λ,G) = (E,BE), where E is a Borel set of
yet another real space. Hence, the observationsX, the indices θ and the parameters
g(θ) are all real-valued vectors. Let us first define the likelihood function.

Definition A.21. Assume that for all θ ∈ Θ the probability measure Pθ is abso-
lutely continuous and denote its density by p(x|θ). For a fixed x ∈ E, we then call
this density, when evaluated as a function of θ, the likelihood function L(θ), that is,

L : Θ→ R+,θ 7→ L(θ) = p(x|θ).

The maximum likelihood estimator is then the estimator that maximizes the
likelihood.

Definition A.22. The maximum likelihood estimator (MLE) of θ is a statistic θ̂
which maximizes the likelihood L(θ), that is,

L(θ̂) ≥ L(θ), ∀θ ∈ Θ.

More generally, the MLE of the parameter g(θ) is the estimator ĝ = g(θ̂), where θ̂
is the MLE of θ.

Hence, the MLE corresponds, in some sense, to the value of g(θ) which is the
most likely to have produced the observations X = x.

In addition to maximum likelihood estimation, another standard procedure for
constructing point estimators is a technique called the method of moments. Assume
that we have n i.i.d. real-valued observations X1, . . . , Xn ∈ R from the distribution
Pθ, where θ ∈ Θ ⊂ Rd, and that we are interested in inferring θ itself, that is
g(θ) = θ. Assume further that E

[
|Xi|d|θ

]
<∞ and denote

µj = µj(θ) = E
[
Xj
i |θ
]
, j = 1, . . . , d.

Then, by the law of large numbers (Theorem A.13),

µ̂j =
1

n

n∑

i=1

Xj
i , j = 1, . . . , d
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can be used as an estimator of µj. In method of moments estimation, we equate these
sample moments µ̂j with the theoretical moments µj in order to find an estimator
θ̂ of θ, that is,

µ̂j = µj(θ), j = 1, . . . , d.

Any solution θ̂ ∈ Rd of these d equations is then called a method of moments esti-
mator of θ. This framework generalizes to multivariate observationsXi in a natural
way by equating the theoretical and estimated moments of the components Xi.

The point estimator ĝ summarizes our understanding about the unknown g(θ)
using a single element of Rd. Instead of this, it would often be more informative to
find a subset of Rd which is likely to contain the true value g(θ) because the spread
of such a set then enables us to quantify our uncertainty regarding the true value
of the parameter. In the frequentist paradigm, such information is provided by a
confidence set for g(θ).

Definition A.23. Let g : Θ → Rd be a parameter in the statistical experiment
(Θ,P ,Λ,G) with observations X ∼ Pθ, θ ∈ Θ. Then the set-valued function C(X) ∈
Bd is called a confidence set for g(θ) at 100(1−α)% confidence level, where α ∈ (0, 1)
is a fixed constant, if

inf
θ∈Θ

Pθ(g(θ) ∈ C(X)) ≥ 1− α.

In other words, the confidence set C(X) is a set-valued random element which,
for any θ ∈ Θ, contains the value g(θ) with a probability of at least 1 − α. It is
important to note that this does not mean that for a given observed X = x and
confidence set C(x), there would be a 100(1−α)% probability that g(θ) is included
in C(x). Instead, this means that if the experiment was repeated infinitely many
times, then at least 100(1− α)% of the observed confidence sets would include the
true parameter g(θ).

When g(θ) ∈ R, it is natural to consider interval-valued confidence set C(X) =
[a(X), b(X)], where a(X) and b(X), a(X) < b(X), are real-valued statistics. Such a
confidence set is called a confidence interval for g(θ).

Apart from the suggestive notation, we have up to now made no reference to θ
as a random element. In fact, in the frequentist paradigm of statistics, θ has always
a fixed non-stochastic value. That is, even though θ is unknown, we do not consider
probability measures for θ. In the Bayesian paradigm, this restriction is dropped
and θ is regarded as a Θ-valued random element. The probability measures over θ
are then understood to represent our “degree of belief” about the fixed true value
of θ.

The Bayesian paradigm provides an alternative framework for constructing both
point and interval estimators for the unknown parameters. For simplicity, let us
assume that (Λ,G) = (E,BE), where E is a Borel set of Rm, and that Θ is a Borel
set of U = Rn. Assume further that the parameter of interest is θ itself and that,
for every θ ∈ Θ, the probability measure Pθ has a density p(x|θ) which is jointly
measurable with respect to both x and θ. By assuming the existence of a known
prior density p(θ) for θ, we can then use Bayes’ rule (A.8) to compute the posterior
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density p(θ|x) of the parameter θ given the observations x,

p(θ|x) =
p(x|θ)p(θ)

p(x)
=

p(x|θ)p(θ)´
Θ
p(x|θ)p(θ) dθ

, θ ∈ Θ, x ∈ E (A.10)

assuming that p(x) > 0. In (A.10), the second equality holds when the parameter
θ is continuous. In the discrete case, the integration is with respect to the counting
measure and can be replaced by a summation over θ.

The posterior p(θ|x) represents our degree of belief about the unknown parame-
ter θ after observing the data x. In the Bayesian paradigm, any point estimator θ̂ of
θ should be somehow based on the posterior. Such estimators include, for example,
the posterior mean estimator

θ̂ = E[θ|x] =

ˆ
Θ

θp(θ|x) dθ

and the maximum a posteriori estimator

θ̂ = arg max
θ∈Θ

p(θ|x)

provided that these are well-defined quantities. In the one-dimensional case, also the
median of the posterior is a viable point estimator of the unknown parameter.

The Bayesian approach generalizes to inference of g(θ) is a straightforward man-
ner. Namely, since the posterior p(θ|x) induces a posterior p(g(θ)|x) for any trans-
formation g : Θ→ Rd, we can use this induced posterior to infer g(θ).

The Bayesian analogue of a frequentist confidence set is called a credible set.

Definition A.24. Let p(g(θ)|x) be the posterior density of the parameter g(θ) ∈ Rd

given the observations x. Then a 100(1−α)% credible set for g(θ) is any set C ∈ Bd
which satisfies

P (g(θ) ∈ C|x) =

ˆ
C

p(g(θ)|x) dg(θ) =

ˆ
g−1(C)

p(θ|x) dθ ≥ 1− α, (A.11)

where g−1(C) is the preimage of C and α ∈ (0, 1) is a fixed constant.

In the one-dimensional case, where g(θ) ∈ R, a credible set of the form C = [a, b]
is called a credible interval for g(θ).

As opposed to frequentist confidence sets, the defining property (A.11) of
Bayesian credible sets does make a probability statement about the unknown pa-
rameter g(θ). That is, the credible set C is a set which contains the true value of
g(θ) with a probability of 1− α, where the probability should be interpreted in the
Bayesian sense as describing our subjective degree of belief about the value of g(θ).

The question of how to choose the prior density p(θ) is of central importance in
Bayesian inference. We focus here on presenting the terminology related to different
choices of the prior and refer the reader to Section 5.3 for a more detailed discussion
on prior densities in the case of the unfolding problem. In purely Bayesian thinking,
the prior should reflect our subjective a priori knowledge about θ before observing
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the data x. Such priors are called informative. On the other hand, in cases where
such subjective knowledge is not available or one is aiming at drawing as objective
inferences as possible, it is desirable to try to choose the prior in such a way that
it only gives a very vague picture about the values of θ. Such priors are called
uninformative. Finally, at times, the prior p(θ) is chosen in such a way that it
cannot be normalized to be a probability density function, i.e.,

´
Θ
p(θ) dθ =∞, but

such improper priors are not considered a problem as long as the posterior p(θ|x)
can be normalized to be a probability density function.

A.3 Elements of Linear Algebra
This section provides a number of definitions and results in linear algebra that are
used throughout this thesis and especially in Chapter 4. The results presented in
this section are compiled using references [26, 31, 9, 45, 24].

We often regard an m× n real matrix A ∈ Rm×n as a linear mapping3 from Rn

to Rm. That is,
A : Rn → Rm,x 7→ Ax. (A.12)

There are two fundamental subspaces associated with the matrixA ∈ Rm×n. Firstly,
the kernel or the null space of A, denoted by ker(A), is the set of vectors of the
domain that are mapped to zero,

ker(A) = {x ∈ Rn : Ax = 0}.

Secondly, the range or the image of A, denoted by ran(A), is the set of all values
that the mapping can attain,

ran(A) = {y ∈ Rm : ∃x ∈ Rn s.t. y = Ax}.

By definition, the mapping (A.12) is surjective when ran(A) = Rm. Furthermore,
(A.12) is injective if and only if ker(A) = {0}.

The set of vectors that are orthogonal to all vectors of a given subspace U is
called the orthogonal complement of U .

Definition A.25. Let U be a subspace of Rd. Then the orthogonal complement of
U , denoted by U⊥, is the set

U⊥ = {x ∈ Rd : 〈x,y〉 = xTy = 0, ∀y ∈ U}.

It is easy to check that U⊥ is a subspace of Rd and that (U⊥)⊥ = U .
The following proposition gives two useful relations between the range and kernel

of A and the range and kernel of its transpose AT.
3Linear mappings can also be defined in a more abstract setting without making reference to

matrices. An abstract linear mapping T : V → W between two finite-dimensional vector spaces
can then be represented by a matrix A after fixing the bases of the spaces V and W .
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Proposition A.26. Let A ∈ Rm×n. Then

(i) ran(A)⊥ = ker(AT),

(ii) ker(A)⊥ = ran(AT).

Proof. To prove (i), let x ∈ Rm. Then

x ∈ ker(AT)⇔
〈
ATx,y

〉
= 0, ∀y ∈ Rn

⇔ 〈x,Ay〉 = 0, ∀y ∈ Rn

⇔ x ∈ ran(A)⊥.

Hence, ran(A)⊥ = ker(AT). Claim (ii) then follows by setting B = AT in (i) and
taking the orthogonal complement of both side of the equation.

Let A be an m × n real matrix. Then the column rank of A is the dimension
of the space spanned by the n columns of A. If the column rank of A is n, we say
that A has full column rank. Similarly, the dimension of the space spanned by the
m rows of A is called the row rank of A, and when the row rank is m, we say that
A has full row rank. The linear mapping (A.12) is injective if and only if A has full
column rank. Similarly, (A.12) is surjective if and only if A has full row rank. It
can be shown (see Theorem 4.4.1 of [26]) that for any matrix A the column rank
and row rank are equal. This common value is called the rank of A and denoted by
rank(A).

Analogously with the standard 2-norm of a vector x defined by ‖x‖ =
√
xTx, it

is possible to define a matrix norm for a matrix A ∈ Rm×n.

Definition A.27. For any matrix A ∈ Rm×n, the norm ‖A‖ is defined by

‖A‖ = sup
{x∈Rn:‖x‖=1}

‖Ax‖ = sup
x∈Rn\{0}

‖Ax‖
‖x‖ .

It is easy to check that the matrix norm is indeed a norm. Furthermore, it is
immediate from the definition that ‖Ax‖ ≤ ‖A‖‖x‖.

Out of the various possible decomposition of a matrix A, the singular value
decomposition has a central role in Chapter 4 of this thesis.

Theorem A.28. (Singular value decomposition) Every matrix A ∈ Rm×n admits
the decomposition

A = UΣV T,

where U ∈ Rm×m and V ∈ Rn×n are orthogonal matrices and Σ ∈ Rm×n is a
diagonal matrix with non-negative diagonal elements σ1 ≥ σ2 ≥ · · · ≥ σmin(m,n) ≥ 0.

Proof. See Theorem A.1 in [31].

The columns of U and V are called the left and right singular vectors of A,
respectively, and the diagonal elements σi of Σ are called the singular values of A.
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Proposition A.29. Let A ∈ Rm×n and assume that A has p strictly positive sin-
gular values. That is, σ1 ≥ σ2 ≥ · · · ≥ σp > σp+1 = · · · = σmin(m,n) = 0. Then,
p = rank(A).

Proof. See Corollary 21.12.2 in [26].

Another important tool that often turns out to be useful is the Moore–Penrose
pseudoinverse A† of a matrix A, which generalizes the notion of matrix inversion to
singular and non-square matrices.

Definition A.30. Let A ∈ Rm×n. The Moore–Penrose pseudoinverse of A (or
pseudoinverse for short), denoted by A†, is the n×m real matrix which satisfies the
following four criteria:

(i) AA†A = A,

(ii) A†AA† = A†,

(iii) (AA†)T = AA†,

(iv) (A†A)T = A†A.

Theorem A.31. For every matrix A ∈ Rm×n, the Moore–Penrose pseudoinverse
A† ∈ Rn×m exists and is unique.

Proof. See Theorem 20.1.1 in [26].

It is easy to verify using Definition A.30 that in the following special cases the
pseudoinverse A† can be easily computed using the original matrix A ∈ Rm×n:

(i) When A is a non-singular square matrix, A† = A−1.

(ii) When A has full column rank, i.e., rank(A) = n, A† = (ATA)−1AT.

(iii) When A has full row rank, i.e., rank(A) = m, A† = AT(AAT)−1.

In addition, when A = diag
(
a1, . . . , amin(m,n)

)
m×n, that is, an m × n diagonal ma-

trix with diagonal elements a1, . . . , amin(m,n), the pseudoinverse is given by A† =

diag
(
a†1, . . . , a

†
min(m,n)

)
n×m

, where

a†i =

{
1
ai
, if ai 6= 0

0, if ai = 0
.

In the general case, the pseudoinverse can be easily computed using the singular
value decomposition.

Proposition A.32. Let A ∈ Rm×n be a matrix with the singular value decomposi-
tion A = UΣV T. The Moore–Penrose pseudoinverse A† of A is then given by

A† = V Σ†UT. (A.13)
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Proof. The claim is easily proved by verifying that (A.13) satisfies the four criteria
of Definition A.30.

The range and kernel of the pseudoinverse A† are equal to the range and kernel
of AT, respectively.

Proposition A.33. Let A ∈ Rm×n. Then

(i) ran(A†) = ran(AT),

(ii) ker(A†) = ker(AT).

Proof. See Theorem 20.5.1 in [26].

The pseudoinverse also has the following two useful properties:

Proposition A.34. Let A ∈ Rm×n. Then the following hold:

(i) If A has full column rank, A†A = I.

(ii) If A has full row rank, AA† = I.

Proof.

(i) When A has full column rank, A† = (ATA)−1AT. Hence

A†A = (ATA)−1ATA = I.

(ii) When A has full row rank, A† = AT(AAT)−1. Hence

AA† = AAT(AAT)−1 = I.

The pseudoinverse can also be used to construct orthogonal projections which
are defined as follows:

Definition A.35. Let U be a subspace of Rd. Then the matrix P ∈ Rd×d is the
orthogonal projection onto U if it has the following properties:

(i) ran(P ) = U ,

(ii) P 2 = P ,

(iii) P T = P .

From this definition, it follows that Px ∈ U for all x ∈ Rd and x − Px ∈ U⊥.
Furthermore, it can be shown that the orthogonal projection onto a given subspace
U is unique. Hence, the interpretation of the orthogonal projection P is that it maps
any vector x to its unique best approximation among the vectors of the subspace U .

The orthogonal projection P onto U can also be used to construct the orthogonal
projection onto U⊥.
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Proposition A.36. Let U be a subspace of Rd and P ∈ Rd×d be the orthogonal
projection onto U . Then I − P is the orthogonal projection onto U⊥.

Proof. See Corollary 12.5.10 in [26].

We are now ready to state the following result for the pseudoinverse A†:

Proposition A.37. Let A ∈ Rm×n. Then the following hold:

(i) AA† is the orthogonal projection onto ran(A).

(ii) A†A is the orthogonal projection onto ran(AT).

Proof. See Theorem 20.5.1 in [26].

In fact, Proposition A.37 can be used as a definition of the pseudoinverse A† and
it can be shown to be equivalent to our four criteria for the pseudoinverse given in
Definition A.30.

Corollary A.38. Let A ∈ Rm×n. Then the following hold:

(i) I −AA† is the orthogonal projection onto ker(AT).

(ii) I −A†A is the orthogonal projection onto ker(A).

Proof.

(i) By Propositions A.36 and A.37, I − AA† is the orthogonal projection onto
ran(A)⊥, which, by Proposition A.26, is equal to ker(AT).

(ii) Using the same proposition as above, I − A†A is the orthogonal projection
onto ran(AT)⊥ = ker(A).

We conclude this section by introducing Gram matrices which are used in the
proof of Proposition 6.1.

Definition A.39. LetA ∈ Rm×n. Then the n×n square matrixG = ATA is called
the Gram matrix of A.

The Gram matrix has the following useful properties:

Proposition A.40. Let G be the Gram matrix of A ∈ Rm×n. Then rank(G) =
rank(A).

Proof. See Theorem 5.5.4 in [45].

Proposition A.41. The Gram matrix G of the matrix A ∈ Rm×n is positive
semidefinite.

Proof. Since G = ATA, we have

xTGx = xTATAx = (Ax)TAx = ‖Ax‖2 ≥ 0, ∀x ∈ Rn.
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A.4 Inverse Problems
This section provides a conceptual introduction to inverse problems based on refer-
ences [20, 31] unless otherwise mentioned. An inverse problem is an umbrella term
for a wide range of problems where the mapping from some quantity of primary
interest to the observations is well-behaved but inversion of this mapping to find the
quantity of interest given the observations is not straightforward. More concretely,
let H1 and H2 be separable Hilbert spaces and let K : H1 → H2 be a bounded linear
operator, called the forward operator, which maps the quantity of interest f into the
observations h. That is, we are interested in solving the linear operator equation

h = Kf. (A.14)

Clearly, when h is known exactly and K is invertible, the solution is given by f =
K−1h. The problem is that, in virtually all practical applications, h is only known
approximately. This can often be modeled by regarding h as the parameter of some
appropriate statistical model and thinking that we observe a realization of this model
instead of h itself. For example, in the unfolding problem, h is the intensity function
of a Poisson point process and the data we observe is a single realization of this
process. Whatever the mechanism linking h to the actual observations, the common
outcome is that we need to construct an estimator ĥ of h based on the observed
data and then try to solve

ĥ = Kf. (A.15)

Let us denote the (approximate) solution of this equation by f̂ . From (A.15), it is
clear that three types of issues could occur in the inversion process:

(i) It could happen that ĥ /∈ ran(K) in which case f̂ cannot be an exact solution
of (A.15).

(ii) It could happen that for a given ĥ, the solution f̂ is not unique.

(iii) It could happen that the solution f̂ is a discontinuous (or nearly discontinuous)
function of ĥ.

When the problem at hand is affected by one or more of these issues, it is said to
be ill-posed.

Issues (i) and (ii) are not, in general, too restrictive. Firstly, if K is bijective, we
obviously need not worry about them. Secondly, when K is not surjective, issue (i)
can often be circumvented by looking at some approximate generalized solution of
(A.15) instead of the exact one. A classical example is the least squares estimation of
an unsatisfiable system of linear equations ĥ = Kf . Similarly, issue (ii), which arises
when K is not injective, can in most cases be solved by imposing some criterion to
pick out a desired solution out of the multiple possibilities. For example, the least
squares solution of ĥ = Kf is, in general, not unique, but choosing the solution
with the smallest norm results in a unique solution f̂LS given by the pseudoinverse,
f̂LS = K†ĥ.
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Figure A.1: Illustration of an ill-posed inverse problem. Assume that we would like to solve
the equation h = Kf , but instead of exact h, we are only able to construct an estimator ĥ of
h. Because the (generalized) inverse mappingK−1 is discontinuous or nearly discontinuous,
even small perturbations with respect to the correct h may cause the solution f̂ to lie far
away from the desired value f .

Issue (iii), however, is a lot more tricky. This is because it means that small per-
turbations in ĥ can result in arbitrarily large changes in f̂ . This effect is illustrated
in Figure A.1. Since perturbations are always present in any estimator ĥ, this is a
major practical issue. As a result, inverse problems are problems that are mainly
characterized by a forward operator which has a discontinuous or nearly discontin-
uous (generalized) inverse operator. In practice, this often means that the solution
f̂ corresponding to the naïve inversion of the forward operator K exhibits large os-
cillations or other distinct undesired artifacts. Put in the language of statistics, the
estimator f̂ has an excessively large variance.

When the Hilbert spaces H1 and H2 are infinite dimensional, the (generalized)
inverse ofK might be discontinuous in the sense of the ordinary definition of continu-
ity. On the other hand, when H1 and H2 are finite dimensional, any linear mapping
from H2 back to H1 is continuous. One could be tempted to believe that this solves
the above-mentioned issue (iii), but unfortunately this is not the case. The reason
for this is that even though a continuous mapping cannot make arbitrary jumps,
it is still allowed to change rapidly as a function of the data, which could cause
significant numerical problems.

Fortunately, there are ways of quantifying the degree of ill-posedness of such
nearly discontinuous linear mappings. In the following treatment, which is motivated
by [18, Theorem 8.10], we restrict ourselves to the finite-dimensional case. That is,
consider the finite-dimensional version of Equation (A.14) given by

h = Kf , (A.16)

where K ∈ Rm×n, h ∈ Rm and f ∈ Rn, and suppose that we decide to find
the solution by solving the corresponding least squares problem. As explained in
Section 4.2, the minimum norm least squares solution of (A.16) is given by the
pseudoinverse

fLS = K†h.

To see how stable this solution is with respect to perturbations in h, assume that we
use the observations to construct an estimator ĥ of h and compute the corresponding
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least squares solution
f̂LS = K†ĥ.

When h is replaced by ĥ, the change in the solution is

f̂LS − fLS = K†(ĥ− h)

= (K† −K†KK† +K†KK†)(ĥ− h)

= K†KK†(ĥ− h),

where the last equality follows from Definition A.30. By Proposition A.37, KK† is
the orthogonal projection onto ran(K). Let us thus denote P = KK†, whence

f̂LS − fLS = K†(P ĥ− Ph).

It then follows that
‖f̂LS − fLS‖ ≤ ‖K†‖‖P ĥ− Ph‖.

Furthermore,

‖Ph‖ = ‖KK†h‖ ≤ ‖K‖‖K†h‖ = ‖K‖‖fLS‖.

Hence, we have the following upper bound for the relative change of the least squares
solution

‖f̂LS − fLS‖
‖fLS‖

≤ ‖K‖‖K†‖‖P ĥ− Ph‖‖Ph‖ . (A.17)

This means that we can guarantee that when h is replaced by the estimator ĥ, the
perturbation in the least squares solution is small if ĥ is close to h and ‖K‖‖K†‖
is small.

This motivates the following definition.

Definition A.42. Let A ∈ Rm×n. Then, the condition number of A, denoted by
cond(A), is defined to be

cond(A) = ‖A‖‖A†‖.
It can be shown [9, Section 10.4] that the condition number is equivalently given

by
cond(A) =

σ1

σp
, (A.18)

where σ1 is the largest and σp the smallest strictly positive singular value of A. Note
that by Proposition A.29, p = rank(A). It immediately follows from (A.18) that for
all non-zero matrices A, we have cond(A) ≥ 1.

In light of the discussion above, the condition number can be used to characterize
the ill-posedness of the finite-dimensional problem (A.16). That is, we expect the
solution of the problem to be unstable when cond(K)� 1.

Naturally, when K is an invertible square matrix, we have K† = K−1, P = I
and fLS = f . Hence, Equation (A.17) simplifies to

‖f̂ − f‖
‖f‖ ≤ ‖K‖‖K−1‖‖ĥ− h‖‖h‖ = cond(K)

‖ĥ− h‖
‖h‖
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and we see that the condition number cond(K) characterizes the sensitivity of the
solution of the satisfiable linear system of equations h = Kf to perturbations in h.

Stabilization of an ill-posed inverse problem, where the solution f̂ is not stable
with respect to the estimator ĥ, is called regularization of the problem. This means
that we try to find an approximate solution of (A.15) which is stable with respect to
the observed data. This is usually done by enforcing some desired properties of the
solution, such as smoothness or small norm. While various different approaches for
regularizing an ill-posed problem have been proposed, most regularization techniques
can be classified under the following three broad categories:

1. Regularized frequentist point estimators, where one modifies the stan-
dard frequentist solution f̂ so that it has some desired properties that the
correct solution is known to possess. The strength of the regularization is con-
trolled using some regularization parameter δ. Tikhonov regularization and
truncated singular value decomposition, both of which are discussed in detail
in Section 4.2, are classical examples of this approach.

2. Truncated iterative methods, where one considers an iteration which, in
the asymptotic limit, is known to return the unregularized solution f̂ of (A.15).
Regularization is then imposed by stopping the iteration prematurely before
the solution starts to have unphysical properties, such as large oscillations. The
earlier the iteration is stopped, the stronger the regularization. An example of
this type of regularization is the EM algorithm with early stopping which is
presented in Section 4.1.

3. Bayesian methods, where the inverse problem is formulated as a Bayesian
inference problem and the solution is based on the Bayesian posterior distri-
bution for the unknown. Regularization is imposed by selecting the prior in
Bayes’ rule in such a way that it places emphasis on physically plausible solu-
tions. The strength of the regularization is then controlled via the spread of the
prior density. Bayesian and related empirical Bayes regularization techniques
are discussed in detail in Chapters 5 and 6.

The common theme in all these methods is that one has to strike a balance between
satisfying Equation (A.15) and enforcing desired properties of the solution. When
frequentist point estimators are used, this balance in controlled by the regularization
parameter δ; in iterative techniques, by deciding when to stop the iteration; and
in Bayesian techniques, by choosing the spread of the prior. Since it may have
a significant effect on the final solution, choosing the appropriate regularization
strength is of central importance when solving ill-posed inverse problems. This issue
is discussed in the context of regularized point estimators and truncated iterative
methods in Section 4.3, while in the Bayesian framework, empirical Bayes techniques
discussed in Chapter 6 provide an elegant way of solving the problem.
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