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Abstract

A listening experiment was conducted to study the audibility of variation of decay
parameters in plucked string synthesis. A digital commuted-waveguide-synthesis model
was used to generate the test sounds. The decay of each tone was parameterized with
an overall and a frequency-dependent decay parameter. Two different fundamental fre-
quencies, tone durations, and types of excitation signals were used totalling in eight test
sets for both parameters. The results indicate that variations between 25% and 40%
in the time constant of decay are inaudible. This suggests that large deviations in de-
cay parameters can be allowed from a perceptual viewpoint. The results are applied in
model-based audio processing.

0 Introduction

With development of interactive multimedia terminals and increasing bandwidth both in
fixed and wireless networks, multimedia communication becomes an increasingly impor-
tant concept. Until now, audio and musical content has typically been stored and transmitted
as sampled signals possibly encoded with an auditorily motivated method. Recently, the
MPEG-4 multimedia standard included structured methods for representation of synthetic
audio and effects as parametric models and control data [1, 2, 3]. This object-based ap-
proach enables novel interactive solutions as well as applications where high-quality content
is required to be delivered in a low-bandwidth channel, e.g., in mobile multimedia services.

The perception of timbre has been an active field of research for several decades, see [4, 5]
for overviews and references. However, the research into perceptual aspects of model-based
sound synthesis has been limited. The perception of inharmonicity in piano tones was studied
from a synthesis viewpoint in [6, 7]. Another work on perception of inharmonicity with a
model-based synthesis motivation was presented in [8, 9]. The perception of vibrato of violin
tones was investigated in [10].
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Similarly to natural audio coding [11], significant improvements to model-based synthesis
can be expected when the human auditory system is taken into account. The knowledge
on human perception can be exploited in parameterization of the models, designing cod-
ing schemes for the control data, and developing auditorily motivated analysis methods for
calibration of the synthesis models.

In this work we investigate the classical acoustic guitar and its parameterization as a com-
putational model that can be used for generation of high-quality synthetic tones. One of the
crucial perceptual features of plucked string tones is the decay. Even when the pluck and
the body response are captured well, the tone is perceived unnatural if the decay is inaccu-
rate. This paper describes a listening experiment that was conducted for the perception of
variation of the overall and the frequency-dependent decay of a plucked-string instrument
tone.

The synthesis model is based on the digital waveguide approach [12, 13, 14], and it uses the
commuted-waveguide-synthesis (CWS) technique [15, 16]. The model is computationally
efficient and suites well in applications where high-quality object-based music representation
and synthesis are required. The decay of a tone is determined by a loop filter with two
parameters: a loop gain parameter that controls the overall decay and a loop pole parameter
for the frequency-dependent decay. Typically when the model is used for sound synthesis,
the parameters are obtained by time-frequency analysis of recorded tones, preferably played
in an anechoic chamber [17, 18, 19].

The objective of the listening experiment is to estimate thresholds for detecting a variation
in a decay pattern of a plucked string tone. Our approach is very closely related to the
particular synthesis model that we have chosen: rather than attempting to obtain results that
would be generalizable for a wide set of exponentially decaying tones, we concentrate on the
present model and its two decay parameters. This approach is motivated from a model-based
analysis/synthesis viewpoint, as explained in Section 4.

The paper is organized as follows. The CWS model used for synthesis of the tones is re-
viewed in Section 1. Section 2 describes the listening experiments including experiment
methods, subjects, stimuli, and variation of the investigated model parameters. The results
of the experiments are analyzed in Section 3, and they are applied in model-based audio
processing in Section 4. Section 5 concludes the paper and proposes future directions for
research in model-based and perceptual sound source modeling. Sound examples of test sig-
nals are available athttp://www.acoustics.hut.fi/˜ttolonen/aes109/List/.

1 Plucked String Model

The block diagram of the string model is presented in Figure 1. The model is derived from a
bi-directional digital waveguide [12, 13, 14], and it uses the method of commuted synthesis
[15, 16]. Derivation of the model of Figure 1 from a digital waveguide model is presented in
[20].

2



H  z

( )y n

F z z-L
l ( )( )

( )x  np

I

Figure 1: A block diagram of the string model [17].

The transfer function for the string is

S(z) =
1

1� zLIF (z)Hl(z)
; (1)

whereLI is the length of the delay line,

Hl(z) =
g(1� a)

1� az�1
(2)

is the one-pole lowpass loop filter which determines the decay of the tone, andF (z) a frac-
tional delay filter modeling the non-integer part of the string length [21, 22]. The use of a
fractional delay filter allows for the fine-tuning of the pitch. Since we wish to study the decay
of the tone caused by the loop filter, we have chosen to use an allpass filter with maximally
flat phase delay for the loop filter. With an allpass filter as the fractional delay implementa-
tion, the only component producing losses in the model of Equation 1 is the loop filterH(z).
The string transfer functionS(z) is fully described by the string lengthL in samples, the
loop gaing and the loop filter cutoff parametera.

The model of Equation 1 can be used for synthesis of high-quality tones when the commuted
synthesis technique is employed. In commuted synthesis, the string model parameters are
calibrated based on analysis of recorded tones [17, 18, 19]. After parameter calibration,
the inverse of the model in Equation 1 is used to inverse-filter the recorded tones. If the
calibration is done properly, the residual of the inverse-filtering is a relatively short signal
that consists of the contributions of the pluck and the body response. When this excitation
is used in synthesis, an identical copy to the original is obtained. The excitation signals
are typically windowed into a length of approximately several hundreds of milliseconds in
order to save memory. Other methods of reducing the length of the excitation signal include
modeling of the signal with a digital filter and the use of separate parametric models for the
most prominent body resonances [23, 18, 24]. Sound examples of synthetic guitar tones are
available athttp://www.acoustics.hut.fi/˜ttolonen/aes109/List/.

2 Listening Tests

The thresholds for detecting a change in the decay were measured by listening experiments.
Two separate experiments were conducted, one for detecting a change in the overall decay
(parameterg) and one for the frequency-dependent decay (parametera).

Two different fundamental frequencies, tone durations, and types of excitation of the CWS
model were used totalling in eight test sets for both parameters. Each of the sets consisted
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Figure 2: An example of amplitude envelope of the test signals.

of nine test signals including one signal that was equal to the reference signal. Four of the
signals exhibited longer decay and the remaining four shorter decay than the reference tone.

The selected tones were G3 (196.0 Hz) played on the fifth fret of the D string, and and F4

(349.2 Hz) played on the first fret of the high E string. The tones were selected so that one
of them is played on a nylon string and one on a wound string.

The durations of the signals were 0.6 seconds and 2.0 seconds. Figure 2 shows the amplitude
envelope of a test signal. The signal is attenuated after the specified duration using a linear
ramp with a length of 100 ms. This is perceived somewhat similar to damping of the tone.
The durations were selected so that the short tones correspond to a length typically found in
music while the long tones allow more accurate perception of change in the timbre of the
tone.

Natural sounding tones were generated with an excitation signal obtained by analysis of
recorded tones. An impulse was used in half the sets so that basically the impulse response
of the string model of Equation 1 was perceived. The band-width of the impulse response is
wider compared to the natural tone which is typically of more lowpass nature.

2.1 Test Signals

The test signals were generated using the model of Equation 1. The parameters for syn-
thesis models were obtained using methods presented in [19]. Table 1 shows the estimated
synthesis parameters for the reference tones in the two cases.

G3 F4

L 112.7515 62.8568
g 0.9934 0.9952
a 0.2219 0.0771

Table 1: Synthesis model parameters for the reference tones.

The equalized residual signals that were used for excitation in half the test signals were
computed using the technique presented in [25, 18]. In the method, a sinusoidal model of
the tone is computed and subtracted from the original signal to yield a residual signal. The
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Figure 3: Loop filter transfer functions when the a (a) and g (b) parameters are varied.

residual signal is equalized using the inverse of the model with estimated model-parameters
and shortened to a desired length using time-domain windowing.

Preliminary listening experiments were performed in order to find a suitable range for the
parameters to be tested. In the g parameter test, the time constant of the overall decay of the
tone was computed using

� = 1�
L

ln(g)
(3)

The time constant � was varied in a systematic way in the listening experiment, as explained
in the following subsection. One of the motivations to use the time constant of the overall
decay instead using directly the g parameter is that since the value of g is typically very
close to 1, a relatively small change in the parameter value can result in a drastic change in
the overall decay.

The a parameter is related to frequency-dependent decay. The results of the preliminary
listening experiments suggested that the a parameter behaves sufficiently well in a meaning-
ful range for detecting the threshold. Thus, we varied the a parameter directly in listening
experiments.

Figure 3 shows an example how the magnitude responses of the loop filters change when the
a (a) and g (b) parameters are varied. Since the loop filter is the only component in the loop
causing attenuation, the plotted magnitude responses define the attenuation of the tone in
each case. Notice that the DC gain is constant at the a parameter (a) test while the frequency
tilt varies. In the g parameter test (b), the shape of the magnitude responses is approximately
constant while the overall level varies.

In the g parameter test, the time constants of the test signals were varied linearly on both sides
of the reference time constant. However, the results of preliminary experiments suggested
that the relative difference in time constants should be different for the time constants larger
or smaller than the reference time constant. In addition, different time constant ranges were
selected for different fundamental frequencies and different durations.

Also the a parameter was varied linearly on both sides of the reference value. Again, the
preliminary experiments suggested that the relative difference in a parameter values should
be different on the two sides. This time, however, different parameter value ranges were
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selected only for different durations.

The test sets and the corresponding parameters of the two experiments are presented in Tables
2–3. Sets 1–4 correspond to long test signals (duration 2.0 s) and sets 5–8 to short signals
(0.6 s). The signals are paired according to the tones so that sets 1–2 and 5–6 correspond
to tone G3 and sets 3–4 and 7–8 to the tone F4. Every pair consists of signals obtained with
equalized residual and an impulse as an excitation signal.

Set 1 2 3 4 5 6 7 8

Excitation imp. inv. filt. imp. inv. filt. imp. inv. filt. imp. inv. filt.
tone F4 F4 G3 G3 F4 F4 G3 G3

duration (s) 2.0 2.0 2.0 2.0 0.6 0.6 0.6 0.6
aref 0.0771 0.0771 0.2219 0.2219 0.0771 0.0771 0.2219 0.2219
gref 0.9952 0.9952 0.9934 0.9934 0.9952 0.9952 0.9934 0.9934
�ref (s) 0.60 0.60 0.77 0.77 0.60 0.60 0.77 0.77
L 62.86 62.86 112.75 112.75 62.86 62.86 112.75 112.75
�min=�ref 0.6 0.6 0.45 0.45 0.45 0.45 0.45 0.45
�max=�ref 2.15 2.15 3.25 3.25 9.0 9.0 30.0 30.0

Table 2: Synthesis model parameters for the g parameter test.

Set 1 2 3 4 5 6 7 8

Excitation imp. inv. filt. imp. inv. filt. imp. inv. filt. imp. inv. filt.
tone F4 F4 G3 G3 F4 F4 G3 G3

duration (s) 2.0 2.0 2.0 2.0 0.6 0.6 0.6 0.6
aref 0.0771 0.0771 0.2219 0.2219 0.0771 0.0771 0.2219 0.2219
gref 0.9952 0.9952 0.9934 0.9934 0.9952 0.9952 0.9934 0.9934
L 62.86 62.86 112.75 112.75 62.86 62.86 112.75 112.75
amin=aref 0.45 0.45 0.45 0.45 0.5 0.5 0.5 0.5
amax=aref 2.15 2.15 2.15 2.15 2.0 2.0 2.0 2.0

Table 3: Synthesis model parameters for the a parameter test.

The aref , gref , and �ref are the a and g parameter values of the reference tone, and the time
constant corresponding to gref , respectively. In Table 2, the last two rows show the ratio of
the minimum and maximum time constant to �ref . The time constants of decay of the test
signals are linearly distributed between these extrema and �ref . In Table 3, the last two rows
show the ratio of the minimum and maximum values of the a parameter to aref . The values
of the a parameter of the test signals are linearly distributed between these extrema and aref .

Figure 4 shows the amplitude envelopes of the impulse responses in the g parameter test sets
1–2 (a), 3–4 (b), 5–6 (c), and 7–8 (d). The middle (fifth) curve of each plot corresponds to
the reference tone. In the short signals, the variation of time constant is quite large, although
the amplitude envelopes plot almost top of each other (cf. Table 2).

Figure 5 depicts the magnitude responses of the loop filters H(z) of the a parameter experi-
ment sets 1–2 (a), 3–4 (b), 5–6 (c), and 7–8 (d). Again, the middle curve (fifth) corresponds
to the loop filter of the reference tone. Notice that the actual difference in magnitude re-
sponse varies between the G3 tone case (a, c) and the F4 case (b,d) although the relative
differences in the pole location are almost equal (cf. Table 3).
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Figure 4: Amplitude envelopes of the string model impulse responses corresponding to the
g parameter experiment. (a): sets 1–2 (b): sets 3–4, (c): sets 5–6, and (d): sets 7–8.
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Figure 5: Loop filter magnitude responses for the a parameter experiment. (a): sets 1–2,
(b): sets 3–4, (c): sets 5–6, (d): sets 7–8.
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2.1.1 Additional Test Sets

Additional tests were designed to study the thresholds as a function of fundamental fre-
quency. For this purpose, two new test sets were generated for both g and a parameter exper-
iments to cover the whole pitch range of the acoustic guitar (cf. Tables 4 and 5). This way the
thresholds could be measured at four fundamental frequency points, Bb2, G3, F4, and E5. In
these limited experiments, the duration of each sound was 2.0 seconds, and inverse-filtered
excitation was used in the synthesis model.

Set 1 2

Excitation inv. filt. inv. filt.
tone Bb2 E5

duration (s) 2.0 2.0
aref 0.4031 0.0484
gref 0.9924 0.9952
L 188.68 33.28
�min=�ref 0.45 0.6
�max=�ref 3.25 2.15

Table 4: Synthesis model parameters for the additional g parameter test sounds.

Set 1 2

Excitation inv. filt. inv. filt.
tone Bb2 E5

duration (s) 2.0 2.0
aref 0.4031 0.0484
gref 0.9924 0.9952
L 188.68 33.28
amin=aref 0.7 0.7
amax=aref 1.6 1.6

Table 5: Synthesis model parameters for the additional a parameter test sounds.

2.2 Subjects and Test Methods

Five experienced subjects with normal hearing were selected, two of which were the authors.
The listeners were personnel of HUT Acoustics Laboratory, and post- and under-graduate
students with a musical background. The experiments were conducted in a listening room
one subject at a time. The sounds were played from an SGI O2 computer through Sennheiser
HD 580 earphones at an average sound pressure level of 78 dB. The level of individual test
sounds differed from the average, but since this was due to the natural behavior of the CWS
model, the differences were not equalized. The GuineaPig2 software [26] was used for
control of playback and recording the results.

Two separate tests were designed, one for each parameter. Each test signal was compared
to its reference, including the reference itself. With eight different kinds of signals (treat-
ments) and nine test signals (conditions) in each set, this results in 72 different test pairs
per experiment. Each pair was played 25 times. Both experiments were divided into five

8



0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8
0

0.2

0.4

0.5

0.6

0.8

1

Pr
op

or
tio

n 
of

 "
di

ff
er

en
t"

 ju
dg

m
en

ts

Time constant [s]

Figure 6: Estimating the lower 50% threhold for sound set 4 in the g parameter test.

one-hour sessions. The 72 test pairs were played five times per session, and each subject was
only allowed to participate in one session per day. The first session of each experiment was
regarded as practice and excluded from the analysis. The order of playback was randomized
as well as the order of the reference and test signal in each pair.

The subjects were forced to judge each test pair as either equal or different. The thresholds
for detecting a difference in the decay pattern were measured separately for decay times
longer and shorter than the reference value. The method of constant stimuli was used [27].
The judgments of one of the subjects concerning the shorter decay times of test set 2 of the
g parameter test are shown in Fig. 6. The 100% level of ’different’ judgments was obtained
with �min, and the 0% level with �ref .

The judgment data were used to approximate a psychometric function, and the threshold of
audibility was obtained by estimating the 50% point of the function. When the proportion
of ’different’ judgments is higher than that, it is expected that the subject perceives a differ-
ence. The estimation was made by normal interpolation [27]. The method assumes that the
psychometric function relating the judgments to the parameter values of the test signals is
a cumulative normal curve. The judgment proportions are transformed into corresponding
standard-measure values z. The 50% point now corresponds to z = 0, i.e., the mean of the
non-cumulative distribution which is estimated by interpolating between the nearest positive
and negative values of the measure. The thresholds were estimated for each of the subjects
in all cases in similar manner.
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3 Results

3.1 Data Analysis

Because the number of available listeners was limited, the test followed a factorial within-
subjects design: each subject received each of the eight treatments (test sets) [28]. The results
were roughly normally distributed within each treatment level, but the error variance within
levels was typically unequal. The different ranges of the g and a parameters on both sides
of the reference values suggest that the thresholds are proportionally rather than linearly
symmetric around the reference. This was also seen by a quick examination of the results. It
was therefore decided to make a 10-base logarithmic transform to the results in the analysis
phase. This way the error variance between treatments was reasonably equalized to fulfill
the requirements of the analysis of variance.

Analysis of variance (ANOVA) [28] was performed on the threshold data to detect a signifi-
cant difference between the mean thresholds of the five subjects. After a significant p value,
pairwise follow-up tests were conducted to make inferences about the significance of some
particular characteristics of the sounds.

The Tukey Honestly Significant Difference (HSD) test is appropriate for exploring differ-
ences in pairs of means after a significant result from ANOVA [28]. It gives a value for
the smallest possible significant difference between two-condition means. Any difference
greater than that can be considered significant.

3.2 g Parameter Experiment Results

In the gain parameter test, the thresholds varied most distinctly with sound duration. For
the long sounds they remained roughly the same regardless of other variables. The upper
thresholds were about 40% higher and the lower thresholds about 25% lower than the refer-
ence value of the time constant of decay. However, with short sounds the upper thresholds
increased drastically. The lower thresholds decreased correspondingly, but more weakly.

The upper and lower thresholds (corresponding to decay times longer and shorter than the
reference value, respectively) are shown in Fig. 7. The mean thresholds over the subjects,
and corresponding standard deviations are shown in Table 6.

The ANOVA results were highly significant for both upper and lower thresholds (p = 1:1896�

10�9 and p = 3:475 � 10�8, respectively). This suggests that there are actual differences
between the mean thresholds of the test sets.

A set of post-hoc tests (Tukey HSD) followed. A pairwise comparison was made between
test sets that differed only by one parameter value. For instance, test sets 1 and 5 are iden-
tical except the sounds of test set 1 are long and the sounds in set 5 are short. Others that
differ only by duration are sets 2 and 6, 3 and 7, and 4 and 8. Similar pair comparisons were
made for matching sets that differ only by fundamental frequency or the type of the excita-
tion. A significant difference was detected for both upper and lower thresholds by practically
all comparisons of sets that differ by duration. The lower threshold data showed a signifi-
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Figure 7: Upper and lower thresholds of audibility for individual listeners in the g parameter
experiment. The values have been normalized according to �ref = 1.

Set Upper � (�=�ref ) Lower �
Upper �2 Lower �2

1 1.4309 0.7923
0.0984 0.0558

2 1.4725 0.7317
0.3254 0.0405

3 1.4904 0.7781
0.1541 0.0627

4 1.4951 0.6998
0.3366 0.0435

5 2.5235 0.6502
0.6471 0.0654

6 2.4369 0.6351
1.0314 0.0552

7 5.6375 0.5559
0.7444 0.0143

8 5.4107 0.6018
2.1142 0.0454

Table 6: The sample means � presented as �=�ref and corresponding standard deviations �2

of the g parameter thresholds.
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Figure 8: Upper and lower thresholds of audibility for individual listeners in the a parameter
experiment. The values have been normalized according to aref = 1.

cant effect of fundamental frequency, but only for short sounds. No other comparison was
significant.

3.3 a Parameter Experiment Results

The results of the a parameter experiment were different from the g experiment at least in
one respect. The duration of the sounds had no significant effect on the thresholds. The
thresholds are shown in Fig. 8. The mean values of the a parameter and the corresponding
standard deviations are shown in Table 7.

The ANOVA was significant for both lower and upper thresholds, but only on an � = 0:05

error probability level (p = 0:0318 and p = 1:5286 � 10�4, respectively). This time the
follow-up tests did not reveal any significant effects except for the type of excitation in two
cases. At the lower threshold, a significant effect was detected between test sets 5 and 6, and
at the upper threshold between sets 7 and 8. A rough examination of the results suggests
that the type of excitation may explain the variation of the results in other cases as well.
In all cases the thresholds were nearer to the reference value, when impulse excitation was
used. This could be due to the greater bandwidth of the impulse excitation compared to the
inverse-filtered one.

A group comparison test [28] was made between all the sets that used impulse excitation
and all those that used inverse-filtered excitation. A comparison variable was computed by
subtracting the thresholds of all impulse excitation samples from the thresholds of inverse
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Set Upper � (a=aref ) Lower �
Upper �2 Lower �2

1 1.2585 0.8379
0.0878 0.0263

2 1.5268 0.6958
0.2193 0.1045

3 1.1667 0.8273
0.0740 0.0290

4 1.3281 0.7720
0.1558 0.0818

5 1.2575 0.7904
0.1470 0.0640

6 1.5389 0.7014
0.1281 0.0673

7 1.1668 0.7999
0.0822 0.0817

8 1.3902 0.7632
0.0769 0.1003

Table 7: The sample means � presented as a=aref and corresponding standard deviations �2

of the a parameter thresholds.

filtered samples. A student’s t test was made on the mean of the comparison variable with
Scheffe’s adjustment [28]. The results were highly significant for both upper and lower
thresholds. We can conclude that the type of excitation affected the detection thresholds in
the a parameter tests, but other significant effects were not found.

3.4 Results of Additional Tests

Since the effect of fundamental frequency remained unclear in both experiments, additional
experiments were made to cover the pitch range of the guitar. Two additional fundamental
frequencies were chosen. The test was limited to only long sounds with inverse-filtered exci-
tations. The corresponding measurements (test sets 2 and 4) from the first experiments were
combined to the new ones. This way the thresholds could be studied in four frequency points
with fundamental frequency as the only independent variable. The frequencies were 116.9
Hz, 196.0 Hz, 349.2 Hz, and 662.6 Hz, corresponding to B[

2
, G3, F4, and E5, respectively.

The results of the additional tests are seen in figures 9 and 10 and tabulated in Tables 8
and 9 for the g and a parameter tests, respectively. To complete the analysis, a logarithmic
transformation was again made to the results. According to the ANOVA, the effect of fun-
damental frequency was not significant in the g parameter test (p = 0:1221 for the lower
and p = 0:8049 for the upper thresholds). The a parameter results were significant on the
� = 0:05 level, but not on the � = 0:01 level (p = 0:0046 for the lower and p = 0:0342

for the upper thresholds). In the a parameter test, the mean thresholds of the lowest fun-
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Figure 9: Upper and lower thresholds as a function of fundamental frequency for individual
listeners in the additional g parameter test. The values have been normalized according to
�ref = 1.

damental frequency differed significantly from the other three frequency points, but other
significant effects were not found. In either case, no clearly monotonous effect was detected
as a function of increasing or decreasing fundamental frequency.

3.5 Discussion of Results

It can be concluded that the thresholds for detecting differences in the decay pattern are fairly
robust against changes in parameter values. The exception was that the thresholds increased
strongly with decreasing duration in the g parameter experiment. In the a parameter exper-
iment this was not observed. This is natural, since the overall decay time varied in the g

parameter test, while the a parameter affected the tone mainly immediately after the attack.
The change in the beginning of the tone is audible with short sounds as well as long ones,
but it is very hard to detect differences in the overall decay time based on only the beginning
of the sound.

Instead of duration, the a parameter results were affected by the type of excitation signal used
in the synthesis model. The thresholds decreased with impulse excitation. This is probably
due to the larger bandwidth of these test signals compared to those with inverse-filtered
excitation.

No other significant effects were detected. The thresholds remained roughly constant as a
function of fundamental frequency. This suggests that a constant minimum tolerance could

14



116 196 350 662

0.5

0.7

1

1.5

Fundamental frequency [Hz]

T
hr

es
ho

ld
 v

al
ue

 n
or

m
al

iz
ed

 to
 a

re
f =

 1

Figure 10: Upper and lower thresholds as a function of fundamental frequency for indi-
vidual listeners in the additional a parameter experiment. The values have been normalized
according to aref = 1.

be recommended for the deviation of the decay parameters. From a perceptual viewpoint,
relatively large deviations in decay parameters can be accepted. The test results indicate that
a variation of the time constant between about 75% and 140% of the reference value can be
allowed in most cases. With short sounds the tolerance is even greater. For the a parameter,
the average acceptable range of deviation is between 83% and 116% of the reference value.
The large perceptual range suggests that the results can be effectively applied in model-based
audio processing, as described in the following section.

4 Application of Results in Model-Based Audio Processing

The results of the listening experiments indicate the range of deviation in overall and frequency-
dependent decay that can be tolerated from a perceptual viewpoint. The tolerable deviation
range can be used in several applications of model-based processing. In the analysis side,
the perceptual thresholds provide a means for assessing the performance of an analysis sys-
tem that estimates the parameters from recorded tones. In a model-based representation, the
thresholds give guidelines into how the decay of a tone is optimally represented. The follow-
ing two figures show an example of how the results may be interpreted from a more general
viewpoint. This approach is elaborated in the two subsections that follow.

Figure 11 illustrates the audibility thresholds of the g parameter test set 1. The amplitude
envelopes corresponding to tones with values of g at upper and lower thresholds are plotted
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F0 [Hz] Upper � (�=�ref ) Lower �
Upper �2 Lower �2

116.86 1.4366 0.6742
0.1487 0.1226

196.0 1.4806 0.6998
0.3355 0.0435

350.8 1.4922 0.7318
0.3196 0.0406

662.6 1.3462 0.7944
0.2306 0.0769

Table 8: The sample means � presented as �=�ref and corresponding standard deviations �2

of the g parameter thresholds as a function of fundamental frequency.

F0 [Hz] Upper � (a=aref ) Lower �
Upper �2 Lower �2

116.86 1.2499 0.8928
0.0850 0.0210

196.0 1.3281 0.7720
0.1558 0.0818

350.8 1.5268 0.6958
0.2193 0.1045

662.6 1.2591 0.7545
0.0658 0.0118

Table 9: The sample means � presented as a=aref and corresponding standard deviations �2

of the a parameter thresholds as a function of fundamental frequency.

with solid lines. The dashed line depicts the amplitude envelope of the reference tone. The
horizontal dash-dotted line shows the amplitude level corresponding to 1=e of the maximum.
The vertical lines indicate the time-constants of the tones in the three cases, i.e., the time
instants where the tone has decayed to 1=e of the maximum value. The tones with overall
decay between the solid lines are perceptually indistinguishable from the reference tone.

The audibility thresholds corresponding to the a parameter test set 1 are depicted in Figure
12. In this case, the solid lines indicate the frequency envelopes corresponding upper and
lower thresholds, and the dashed line depicts the frequency envelope of the reference tone.
Plot (a) shows the thresholds up to 10 kHz. Plot (b) is a close-up of the low-frequency band
with the horizontal dash-dotted line indicating the –6 dB level. The vertical dash-dotted lines
show the –6 dB cut-off frequencies of the three tones. Again, tones with frequency envelopes
between the solid lines are perceptually indistinguishable from the reference tone.
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Figure 11: Amplitude envelopes of tones at g parameter variation detection upper and lower
thresholds (solid) and of the reference tone (dashed) of test set 1. The horizontal dash-dotted
line shows the 1=e-level and the vertical dash-dotted lines the time constants in the three
cases.
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Figure 12: (a): Envelopes of magnitude responses of tones at the a parameter variation
detection upper and lower thresholds (solid) and of the reference tone (dashed) of test set 1.
(b): close-up of (a) with -6 dB frequency values (vertical dash-dotted lines).
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4.1 Model Parameterization

When a model of Equation 1 is used for synthesis, the most straightforward parameterization
is to deal with the values of g and a directly. However, although we are investigating a spe-
cific model here, it is useful to have its parameterization as more generic parameters so that
other synthesis methods may also be supported. In that case, it is particularly advantageous
to have the boundaries for perceptually acceptable deviation from the target values.

The g parameter determines approximately the overall decay of the tone. The time constants
of the overall decay of tones B[

2
, G3, F4, and E5 were 1.21, 0.77, 0.60, and 0.31 seconds,

respectively. The corresponding values of the g parameter were 0.9924, 0.9952, 0.9934,
and 0.9952. The time constant parameterization is generic in that it can be used with other
synthesis methods and it gives a clear picture of the decay of each tone with boundaries for
perceptually acceptable deviation, compared to the application-specific direct parameteriza-
tion.

In the listening tests, the a parameter values were varied directly. Typically, the a parameter
behaves better compared to the g parameter and sufficiently well for many applications.
However, the parameter is not descriptive in that it does not readily give an idea about the
frequency-dependent decay character. A frequency-domain approach may help to give a
better insight into frequency-dependent decay. An example is presented in Figure 12 where
the –6 dB cut-off frequencies of the reference tone and of the tones at audibility thresholds
are plotted. Naturally, the frequency envelope depends not only of the string model but also
on the excitation signal used.

The range between the thresholds is relatively broad in both the examples of Figures 11 and
12. This provides a starting point for generation of coding schemes for model-based music
representation.

4.2 Model Parameter Analysis

An iterative parameter extraction algorithm for the loop filter parameters of the model of
Equation 1 is presented in [19]. The algorithm first optimizes the parameters based on de-
tected amplitude envelopes of the partials, as described in [29, 18]. A synthetic tone is
computed using the estimated parameters, and its amplitude envelope is compared to that
of the original tone. If there is a sufficient discrepancy with the decay of envelopes of the
original and synthetic tones, an iterative optimization algorithm is used to detect the optimal
loop-filter parameters.

The results of the g parameter test can be used in such an iterative algorithm. Firstly, the re-
sults provide a perceptually motivated threshold for deciding whether the iterative algorithm
should be used. If the initial parameter estimates produce an overall decay that cannot be
perceptually distinguished from the decay of the original tone, the parameters can be readily
used in synthesis applications. In addition, the perceptual thresholds provide thresholds for
the iterative optimization algorithm: when the difference of time constant of decay of the
original and synthetic tones is imperceptible, the iteration may be finished.
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Besides the comparison of the overall decay, also the frequency-dependent decay may be
included in such an iterative parameter optimization procedure. In this case, the frequency
envelopes of the original and synthetic tones are compared. Note that the frequency charac-
teristic of of the excitation signal needs to be taken into account.

5 Conclusions and Future Directions

We have reported a listening experiment on perception of variation of decay of plucked-string
instrument tones. The results provide audibility thresholds for variation of the overall and
frequency-dependent decay with a specific sound synthesis model. The results were applied
in model-based audio processing.

The presented experiment gives a good insight into perception of decay variation in this
specific applications although the experiment was forced to be limited into a rather small
set of test signals. The research will continue by conducting experiment with other plucked
string instruments, to other aspects of plucked string tones, and with other sound sources.
At this point, model-based audio processing faces a huge unexplored field of research in
perceptual sound source modeling.

Another path for future work is to develop the analysis system discussed above. Most likely,
this will also give directions into designing new perceptual studies and listening experiments.

This study supports that model-based audio and music processing can gain significant ben-
efits by taking into account the human auditory system. This will in turn help to make the
model-based approach even more attractive in future audio and music applications.
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