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Abstract

The calibration of model parameters is a crucial subproblem for realistic model-based
sound synthesis. This paper describes the revision of the calibration process of a classi-
cal guitar model, and extends the parameter extraction procedure to capture information
about performance characteristics, such as the damping regimes, repeated plucks, vibrato
characteristics, different pluck styles and dynamic variations.

0 Introduction

Model-based sound synthesis of musical instruments has been an augmenting research field
in the 1990’s. String instrument models, in particular, have provided a theoretical framework
for formulation of various model-based approaches. Throughout the years, some of these ap-
proaches have gained more popularity than the others, mainly because of their computational
efficiency for real-time sound synthesis purposes and because of their good sound quality. The
path towards today’s most powerful and realistic synthesis models emerged from the extensions
by Jaffe and Smith [1] to the simple, yet efficient Karplus-Strong algorithm [2]. The extensions
emphasized the physics underlying the algorithm, and favored a modular, DSP-based formula-
tion. Later, Smith generalized these ideas to devise the theory of digital waveguide modeling
[3, 4], which is the basis of the most popular model-based sound synthesis algorithms today.

An important problem in model-based sound synthesis is the calibration of the parameter
values of the algorithms. The algorithms themselves define the type of sound generation mech-
anism, but the individual character of a specific musical instrument, such as a classical acoustic
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guitar, is reproduced only when the parameter values have been carefully tuned. The calibration
scheme for the acoustic guitar model in this study is based on the pitch-synchronous short-time
Fourier analysis of recorded tones [5]. The harmonics of analyzed tones are modeled as time-
varying sinusoidal components with individual amplitude, frequency, and phase trajectories. In
[6], a heterodyne filtering approach was tested for the extraction of harmonics. It can be more
efficient computationally than the full FFT-based spectral analysis.

The synthesis model of the acoustic guitar can be interpreted as a physically based source-
filter model. Thus, the input signal of the synthesis engine can be obtained by inverse filtering
with the inverse transfer function of the synthesis model, after the model parameters have been
calibrated [5]. In [7] and [6], it was proposed that the excitation signal can alternatively be
extracted by subtracting a sinusoidal model from an analyzed tone. This approach, however,
requires an additional equalization of the obtained excitation signals—otherwise the initial am-
plitudes of harmonics will be incorrect in synthetic tones.

Using the above approaches, it is usually possible to synthesize quite a realistic replica
of recorded single tones. However, several complications arise if an analyzed tone has some
irregularities, such as non-exponential decay rates of harmonics or strong beating. Smoothing of
amplitude trajectories can help in avoiding bias caused by such irregularities [7, 6]. Still, more
sophisticated analysis, modeling, and parameter calibration methods are needed to account for
these phenomena.

Moreover, the realistic synthesis of individual tones does not guarantee that the model will
sound natural in every musical context. Clearly, more information is required to synthesize
realistic musical phrases and pieces of music. Events such as the starting transient and transition
from one note to another seem to be among the most obvious next steps in more careful analysis
of guitar playing. Recent publications have tackled the finger-string interaction [8, 9], and the
detailed modeling of a single pluck [10, 11] and repeated plucks [12].

This paper describes a revision of the calibration process, and extends the parameter extrac-
tion procedure to capture information about performance characteristics. The structure of the
paper is as follows: In Section1, the synthesis model used in this paper is presented. This model
is canonic in the sense that it captures the most important physical phenomena taking place in
classical guitar simulation, yet it has a minimum number of model parameters. The choice of
the model is also governed by the consistency requirements with earlier studies [5, 6, 7].

Next, we state the inverse problem of physical modeling, i.e., the problem of calibrating the
model to derive the model parameters for a given particular string instrument sound. The prob-
lem is conceptually tackled in two phases. Section2 describes add-ons to an existing calibration
scheme [5, 7], and provides a more robust calibration procedure, including a feedback path to
match the fundamental characteristics of analyzed and synthesized tones, such as overall decay
rates.

Section3 extends the analysis procedure to capture information about expression. More
specifically, the analysis is carried out to highlight the damping regimes, repeated plucks of
a string that is already sounding, vibrato characteristics, different pluck styles and dynamic
variations of a professional player from the samples recorded in an anechoic room. Finally, in
Section4, we draw our conclusions.
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1 The Synthesis Model

The plucked-string synthesis model used in this study is shown in Fig. 1. It is a feedback loop
that consists of three elements: a delay line ofLI unit delays, a fractional delay filterF (z) that
implements interpolation between sample values, and a loop filterHl(z), which has a gentle
lowpass characteristic.

The delay line and the fractional delay filter together contribute to the delay time around
the loop, and thus determine the fundamental frequency of the synthetic tone. If it is desired to
produce a tone with fundamental frequencyf0 (in Hz), the loop delay (in samples) must be

L =
fs

f0

(1)

wherefs is the sampling rate (in Hz). Since the required delayL is generally non-integer,
a fractional delay filter is practically always needed to implement the non-integral part of the
delay, which we denote byd. The fractional delay filter also causes an extra (integral) delay
DI of a few samples, which depends on the type and order of the filter [13]. Hence, the overall
delay caused by fractional delay filterF (z) is D = DI +d. The delay line in Fig. 1 implements
the rest of the loop delay, i.e.,LI = L−D samples.

Initially, Jaffe and Smith used a first-order allpass filter to fine-tune the delay [1]. Further
work has considered the use of a Lagrange interpolation filter to realize the fractional delay
[14]. Both approaches have their profits and weaknesses, as discussed in [13]. The main points
are that the allpass fractional delay filters exhibit a perfectly flat magnitude response, but suffer
from transients if the delay is changed during operation (to produce glissando or vibrato, for
instance); the Lagrange interpolation filter does not produce transients when its coefficients
are changed, but it has a lowpass character which varies as a function of fractional delay–
this should be accounted for in the design of the loop filter, which simulates the losses. The
lowpass characteristics are improved by increasing the filter order. We have chosen a fourth-
order Lagrange interpolator to overcome the transients during vibrato simulation. Given the
desired fractional delayD, the coefficients of the fourth-order Lagrange interpolatorf(n) can
be calculated settingN = 4 in the following equation:

f(n) =
N∏

k=0,k 6=n

D − k

n− k
, n = 0, 1, ..., N (2)

In this work, the loop filterHl(z) is a one-pole filter with the following transfer function
[5]:

Hl(z) = g
1 + a

1 + az−1
(3)

Since the main function of the filter is to attenuate the waveform of the tone from one period
to the next in a natural manner, the loop filter is typically a lowpass filter with magnitude slightly
smaller than unity. This is achieved wheng = 1 − e1 anda = −e2, wheree1 ande2 are small
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nonnegative numbers. It is essential that the magnitude response ofHl(z) does not exceed
unity, because otherwise the feedback loop in Fig. 1 would become unstable. We thus require
that0 < g < 1 and−1 < a < 0. The loop filter also contributes to the overall delay of the
feedback loop, but in practice the delay caused by the one-pole filter is very small [5].

The excitation signalxp(n) can be a short pulse that imitates a pluck, such as an impulse
response of a lowpass filter. However, it is better to derive the excitation signal from a recorded
acoustic guitar tone. The main advantage of this approach is that the response of the body is also
incorporated in the excitation signalxp(n). In this case, the excitation signal is longer compared
to a short pulse, but it is more efficient to use a long excitation signal rather than to implement
the guitar body as a high-order digital filter. The idea of incorporating the body response in the
excitation signal is called commuted synthesis [15, 16, 17].

Although the simple model described in this section simulates the essential characteristics of
the classical guitar, a more sophisticated, state-of-the-art synthesis model includes consolidated
pluck and body wavetables, a pluck-shaping filter, a pluck-position comb filter, continuously
variable delay lines, and multiple string models with individual loop filters and sympathetic
couplings between the strings [18].

2 Extraction of Physical Parameters

Fig. 2 shows the calibration scheme proposed earlier in [7] for extraction of the parameters for
the model shown in Fig. 1. The outputs of the calibrator are the integer and fractional parts of
the loop delay (not explicitly shown in the figure), the loop filter parametersg anda, and the
excitation signal which is used for commuted synthesis. This calibration scheme is discussed in
detail in [7, 19], here just a brief overview is given.

ThePitch Estimationblock outputs an estimate of the nominal fundamental frequencyf0 us-
ing the well-known autocorrelation method. The fundamental frequency estimate is converted
to loop delay using Eq. (1). The integer part of the loop delay is used to set the delay length
in Fig. 1, the fractional part is used to tune the fractional delay filterF (z). The frequency esti-
mate is also used to calculate the complex short-time spectra by thePitch-Synchronous Fourier
Transform.

With a Peak Detectionalgorithm, the amplitude, frequency and phase trajectories are ob-
tained. The amplitude and frequency trajectories are used to estimate the decay rates of indi-
vidual harmonics, and the estimated decay rates are used to determine the desired magnitude
response of the loop filterHl(z). The remaining blocks are for extracting an excitation signal.
The amplitude and frequency trajectories, together with the phase trajectory, are used to syn-
thesize a deterministic signal, and the residual is obtained by a time-domain subtraction. The
residual signal lacks the energy to excite the harmonics in the model. TheResidual Equalization
block provides the energy needed by inverse-filtering the deterministic signal and the residual
separately.

This calibration scheme is easy to operate on several test signals for demonstrating the un-
derlying methodology. However, the analysis of the recorded tones from a very large classical
guitar tone database rises up some difficulties. The segmentation of the individual sound files
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results in large fluctuations at analysis points. Different recording conditions causes different
SNR values, which severely contradict with the assumption of fixed noise statistics. Sounds ex-
hibiting slow decay characteristics result in very large complex spectral data to be stored during
the analysis, which are sometimes beyond the available computational resources. Moreover, in
some cases, the extracted model parameters do not result in a realistic replica of the analyzed
sounds. The quality of the synthesized sounds is usually improved by manual fine-tuning of the
model parameters.

To overcome these difficulties, we propose the extended calibration scheme shown in Fig. 3.
After extracting low-level attributes from the analysis sound, the scheme uses the STFT-based
core calibration scheme of Fig. 2 to extract the model parameters. The last block of the scheme
is an optimization routine for automated fine tuning of the model parameters. The rest of this
section describes the low-level attributes extraction and optimization blocks in more detail.

2.1 Extraction of Low-Level Attributes

The low-level attributes of the analyzed tone are the analysis points, the envelope of the signal
and the noise profile, as shown in Fig. 4. The analysis points are simple indices to the waveform
to locate appropriate analysis points, i.e., the location of the beginning of the attack portion
(idxbeg), the location of the end of attack portion (idxpbeg, used for fundamental frequency
estimation) and the location where the analyzed signal approaches to the noise level (idxend).
Note that the size of STFT-matrix to be calculated later depends on the indices for the beginning
and the end of the analysis data.

The envelope of the analyzed data is a very short signal. It provides a measure about the
overall decay characteristics of the analyzed string tone (see Fig. 4). The noise profile is a
spectral estimate of channel noise characteristics. It is computed in accordance with the number
of FFT-bins used for the STFT-matrix, and hence provides propitious thresholding information.
By comparing each hop of the STFT-matrix with the noise profile, the bins whose energies are
below the noise profile may be completely discarded. This pruning translates the STFT-matrix
into a sparse one, and thus exerts storage savings.

The thresholding by noise profile may also improve the line-fitting procedure prior to loop-
filter design, as shown in Fig. 5. The task here is to fit a straight line to the decay of the 11th
harmonic of a test signal. The magnitude of the harmonic drops rapidly and reaches the noise
level around 150th hop. Note that the magnitude of the harmonic exhibits large oscillations
before reaching the noise level, which is mainly an analysis artifact. If the noise level is set
to a fixed value, the linear regression algorithm may result in unrealistic slope estimates, as
shown with the dashed line in the figure. When the noise level corresponding the harmonic
frequency is read from the noise profile, and the line fitting algorithm is terminated 6 dB above
the corresponding noise level, a better fit is obtained, as shown by a solid line.

The computation of the low-level attributes is conducted as follows: A coarse estimate for
the location of indexidxbegas the maximum of the analyzed sound is carried out as an initial
step. An interval before the coarse beginning point is used to extract the noise characteristics.
From this interval, several segments are transformed to frequency domain using the FFT algo-
rithm, and then averaged to obtain the noise profile estimate. This noise profile is used as a
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threshold to fine-tune the beginning point. The beginning point is required to be above 6 dB
from overall noise energy. This method allowed us to capture very low-amplitude finger-string
interactions prior to plucking process.

The envelope of the analyzed signal is extracted by rectifying and downsampling the original
signal by factor of 512. The anti-aliasing lowpass FIR filter after downsampling carries out the
smoothing task. The remaining two analysis indices are directly extracted from the envelope:
The end point of the attack portionidxpbegis the point of 20 dB drop after the attack andidxend
is the point where the analyzed sound remains 6 dB above the overall noise energy. The 20 dB
drop after the attack portion is the point were transients decay completely, and 6 dB above the
noise level provides enough headroom for thresholding, as shown in Fig. 5.

2.2 Optimization

The optimization block in the right-hand side of Fig. 3 starts with the initial estimates of the
loop-filter parameters and the equalized excitation signal. Using these parameters, a string tone
is synthesized and the synthesis envelope is extracted using the same procedure used before to
extract the analysis envelope. Analysis and synthesis envelopes are compared in the MSE sense,
and if they do not match, a constrained (0 < g < 1) MSE minimization is performed using the
loop-filter parameters as independent variables.

Note that the convergence of this nonlinear optimization problem clearly depends on the
initial values of the loop-filter parameters and that there is always a risk that the algorithm
converges to a local minimum, instead of the global minimum. However, in practice, the use
of the core calibrator outputs as an initial guess minimizes the possibility that the algorithm
sticks to a local minimum. Fig. 6 shows a typical synthesis envelope before and after the
optimization routine. The unoptimized synthesis signal (dashed), obtained from the outputs of
the core calibrator, has a milder overall decay compared to that of the analysis signal (dash-
dotted). When the optimized parameters are used for synthesis, the optimized synthesis signal
(solid) is obtained. It is evident that the match to the original overall decay is improved after
the optimization. This is also verified by informal listening tests.

3 Extraction of Expressive Parameters

So far, the canonic classical guitar model under study is assumed to be a linear, time-invariant
(LTI) system. The calibration procedure of this LTI system is based on the analysis of the
individual tones. In the synthesis phase, once the model is excited, the parameters are not
updated until the synthesized tone decays completely.

The expressive parameters, on the other hand, are usually hidden within the tone-to-tone
transitions, or they govern the variations within a single tone. Hence, to proceed with the
extraction of expressive parameters, we relax the assumptions about time-invariance. This re-
laxation is not very straightforward, since the analysis tools for time-varying systems are far
from their maturity. Therefore, we choose the following approach: We regard the transitions
as new note events with individual excitation signals (as in the case of damping in Section3.1,
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or repeated plucks in Section3.2). We run the calibration scheme for the steady-state parts of
the analysis sounds, and the transient excitation signal accounts for the rest of the phenomena.
Rather than obtaining unique parameters for the transient part, we emphasize the need that the
model is still well-behaved under transient regimes.

The synthesis of the vibrato regimes extracted in Section3.3 also has some inherent prob-
lems. The time-variance of the delay-line length blurs the time-invariance assumptions of com-
muted synthesis. However, since the extracted vibrato frequencies are rather slow (less than
10 Hz), the synthesized tones with vibrato (i.e., time-varying delays) do not exhibit perceivable
differences from the tones with no vibrato (i.e., fixed delays).

The analysis of different pluck styles (Section3.4) and dynamic variations (Section3.5) are
less problematic, since they result in an LTI operation on the excitation signal prior to synthesis.
Within the framework of commuted synthesis, separate excitation signals may be stored for
different plucking styles, although an additional pluck-shaping filter [18], exterior to the model
used in this study, may be separately calibrated using the extracted information.

3.1 Damping

In classical guitar playing, the damping of the string is achieved by the use of the flesh of a
right-hand finger to absorb energy from the vibrating string. Fig. 7 shows an example of a
damped guitar tone. After the usual pluck, the player touches the string again at the time instant
td ≈ 185 ms. The touch essentially divides the string into two portions and provides another
excitation, which invokes the low-frequency body resonances [12]. For a very brief instance,
two portions of the string vibrate separately, with a common lossy boundary condition at the
point of the touch. Hence, the division is responsible for two simultaneously ringing tones with
different frequencies, depending on the place of the touch. Aftert = tdb, only the low-frequency
body resonances are persistent in the sound.

There are several strategies to simulate the damping process in a string synthesis model. An
obvious choice is to change the loop-filter parameters to obtain a different decay characteristic
to match the decay resulted by the damping. Without any transient-elimination scheme [20],
the altering of the loop-filter coefficient may result in audible clicks in the sound, hence a better
approach is to alter just the loop-filter gain, keeping the loop-filter coefficient unaltered. Setting
the gain to a very small value can simulate the rapid damping of the tone, but this approach
lacks both simultaneously ringing tones and the excitation of the body resonances.

A better approach is to run the extended calibration routine of Fig. 3 for the undamped part
and the damping part separately to obtain the excitation signals and the loop-filter parameters
for both regimes. This approach provides very realistic synthesis for damped guitar tones. For
the analysis of the damping part, the hop-size for STFT is set to1/100th of the window length.
The optimization routine is required to vary only the loop gaing to minimize the MSE between
analysis and synthesis envelopes, and the the loop-filter coefficienta is kept unchanged.
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3.2 Repeated Plucks

When an already vibrating string is plucked again, a phenomenon similar to damping takes
place; the flesh of the second right-hand finger temporarily damps the string. The analysis of
the recorded samples shows that this regime is very short (between 20 and 60 ms). However,
cutting this short segment from the sound file clearly effects the naturalness of the sound.

Although the reduction of the hop-size and extraction of a separate excitation signal for each
transient between repeated plucks is possible, this approach expands the number of wavetables
very rapidly. In terms of sound synthesis, good results are obtained, when the damping excita-
tion signals (Section3.1) are used between the repeated plucks.

3.3 Vibrato

The vibrato in the classical guitar is produced by repeatedly stretching of the string to fluctuate
the fundamental frequency in a regular fashion. To extract information about particular choices
of a professional player (see Section5), we recorded examples of typical slow and fast vibrato
regimes on various strings and fret positions. In analysis phase, the time-varying fundamental
frequency of each tone is extracted using the autocorrelation method on short segments. Fig. 8
shows two examples of typical slow and fast vibrato regimes.

After the player initiates the vibrato atstarting timet0, the fundamental-frequency variation
converges rapidly to a nearly sinusoidal waveform. We denote the time between the starting
time and the convergence as thetransient timett. While t0 varies according to the score, the
transient timett is typically around 0.5 s.

The lowest frequency during the vibrato is the nominal fundamental frequency of the tone
without vibrato. The maximum deviation of the fundamental frequency depends on the string
and fret. A nonlinear least-squares sine-fit to available analysis data aftertt gives the mean
vibrato rates of1.4 Hz and4.9 Hz for the slow and the fast vibrato, respectively. The amplitude
of the vibrato (i.e., the maximum frequency deviation) is systematically smaller for the fast
case. The extracted vibrato patterns are overlayed with the actual vibrato patterns in Fig. 8.

3.4 Different Pluck Styles

An efficient way to model different pluck styles is to store a minimum number of excitation
signals in wavetables, and to obtain the variations within the styles with the aid of a pluck-
shaping filter. This approach was first mentioned in [1]. Here we describe our observations
and derive the coefficients of the filter for different pluck styles. The transfer function of the
pluck-shaping filter is the same as that of the loop-filter in Eq. (3).

The analysis data here consists of all possible variations of excitations with three differ-
ent fingers (thumb, index and middle), two different styles (apoyando and tirando) and three
different dynamics (piano, forte, and fortissimo). The calibration scheme of Fig. 3 is used to
extract the excitation signals, and the differences are sought in the time and frequency-domain
representations of the excitation signals.
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No differences between index and middle finger excitations are observed by analysis. The
thumb excitation on the other hand, is perceived different than both the index and middle finger
excitations. In [12] this difference is explained as a result of the damping introduced by the
flesh of the thumb. However, the differences are mainly in a very short initial segment of the
attack section, and they are hard to pinpoint by analysis.

The gradual rise in the attack portions oftirando compared to sharp attacks ofapoyando
[11] were absent in the excitation signals. Generally speaking, the spectral characteristics of the
excitation signals did not exhibit clearly-defined tendencies. However, the tirando excitation
signals are systematically weaker than apoyando signals, and the scaling factor is found to be
3.5 dB on average.

Piano, forte, and fortissimo excitations, on the other hand, exhibit well-defined character-
istics. Both the piano and forte excitations can be obtained from the fortissimo excitation sig-
nals by proper scaling and low-pass filtering. The coefficients of the pluck-shaping are deter-
mined by deconvolving the fortissimo excitation signals with forte and piano excitation signals
and performing a weighted fit. For apoyando, the gains are found to begf = 0.5403 and
gp = 0.4842, for the forte and piano excitations, respectively. The pluck-shaping filter coeffi-
cients areaf = −0.9292 andap = −0.9944. The transfer functions of the pluck-shaping filter,
corresponding the forte and piano excitations are shown in Fig. 9. For simulating the tirando
plucking style, one has to divide the gains approximately by a factor of1.5.

3.5 Dynamic Variations

An experienced player has a very steady control over the dynamics, and usually the undesired
dynamic variations are very small. However, if included in the model, these small variations
avoid the monotony of the synthesized sounds. We asked the performer to keep the dynamics
constant while repeatedly plucking the string. The analysis of the recorded signals and the
extracted excitation signals show that the variations are very small indeed: The fluctuations
in the average power of the excitation signals are only 0.0668 and 0.0359 percent for forte and
mezzoforte, respectively. This small deviations may be modeled as a first-order random process,
and the process may directly deviate the gain of the pluck-shape filter to simulate these small
variations.

4 Conclusions

In this paper, we reported our revisions of the calibration process for a classical guitar synthe-
sizer. After informal listening tests, we conclude that the added optimization block significantly
improves the quality of the synthesized sounds.

The expressive parameter extraction procedures discussed in the paper rely heavily on the
experimental data available. Although we tried to span a considerable area of the performance
possibilities during measurements and analysis, there is still a vast amount of performance
characteristics, such as the variation of the plucking point, the pizzicato excitations, portamento
and glissando, left to be explored. The variables which are connected to statistical analysis may
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be improved using a larger data-base of samples, and preferably with several repetitions.

To demonstrate the extracted physical and expressive parameters discussed in this paper, the
examples of this paper, as well as short synthesized phrases and musical pieces will be available
online at the URL:http://www.acoutics.hut.fi/˜cerkut/calib . These demon-
strations will serve as a validation criteria of the proposed physical and expressive parameter
extraction procedures.
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Figure 1: Block diagram of plucked-string model used in this study. From left to right, the
one-pole loop-filterHl(z) implements the frequency-dependent decays of the harmonics, the
4th order Lagrange interpolatorF (z) accomplishes the fine-tuning of the model, and the delay
line z−L implements the loop delay.
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Figure 2:The STFT-based calibration scheme proposed earlier in [5, 7].
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Figure 3: An extended calibration scheme. The scheme passes the low-level attributes to the
core calibration scheme of Fig. 3, then runs an optimization routine to match the overall decay
of the analyzed and synthesized sounds.

Figure 4:The low-level attributes of the analyzed sound. The uppermost plot shows the begin-
ning (dashed), the pitch extraction (dash-dotted), and the end (solid) indices. The middle plot
shows the analysis envelope, and the lowermost plot shows the extracted noise profile.
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Figure 5:Line-fit to the 11th harmonic. The dashed line shows the fitted line to match the decay
of the harmonic without any thresholding, whereas the thick solid line shows the line-fit with a
threshold depending on the noise profile.
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Figure 6: Overall decay optimization. The synthesis output of the core calibration routine
(dashed) differs from the original waveform (dash-dot) in overall decay characteristics. The
output of the optimization block (solid) displays a superior match.
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Figure 7:A damped tone example. The player damps the string at time instantt = td, and after
t = tdb, only the lowest body resonances are persistent. The synthesis tone simulates a similar
behavior.
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Figure 8:Two examples of fundamental-frequency deviations during vibrato. The fundamental
frequency (solid) fluctuates between the nominal fundamental frequency (dash-dotted) and a
maximum vibrato depth. The sine-fit (dashed) gives a good match after the transient time.
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Figure 9: The magnitude responses of the pluck-shape filter for apoyando forte (solid) and
apoyando piano (dashed) plucks.
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