Kinetic roughening of driven interfaces is an ubiquitous phenomenon in nature, with applications varying from the crystal growth [1] to fluid invasion in porous media [2]. In many cases of interest, there is a description of such processes in terms of a stochastic equation of motion for the (single-valued) height function \( h(x,t) \). Such equations of motion can be local, such as the well-known Kardar-Parisi-Zhang (KPZ) equation [3] and its variants, or nonlocal due to, e.g., an underlying conservation law in the system [4]. Both classes of equations typically lead to power-law scaling of the relevant height correlation functions, with associated scaling exponents whose values are known exactly in some special cases.

There exist interesting connections between kinetic roughening and more general theories of scale-invariant structures [1,5]. An important special case is the connection to percolation theory [6] for fronts that become pinned due to quenched disorder [2]. There are two important universality classes arising from the quenched KPZ description near pinning, namely, the isotropic percolation (IP) and directed percolation depinning (DPD) cases [7]. These two differ by their scaling exponents, as well as by the behavior of the nonlinear term in the underlying KPZ equation. Another case related to percolation is that of the propagation of a single-valued interface in a background, which itself undergoes a percolation transition and is thus a fractal [8,9]. This situation arises in models of slow combustion fronts [8], or “forest fire” lattice models [9]. In this isotropic percolation depinning (IPD) case [9], some of the scaling exponents can be directly related to the geometric properties of the underlying percolation cluster similar to the DPD case [7]. However, in the IPD limit there exists no KPZ type of description for the interface dynamics. Nontrivial fractal structures emerge from various growth models as well, including diffusion limited aggregation [10] and various oblique-incidence ballistic growth models [11]. The current understanding of the roughening properties of fronts in such fractals is still rather incomplete.

In this work, our aim is to examine the problem of kinetic roughening of single-valued fronts in fractal media. To this end, we study front propagation and kinetic roughening in IP models [11]. They constitute an important and widely studied class of percolation theory. The IP is a dynamic percolation process that describes the displacement of one fluid by another in a porous medium in the limit where capillary forces dominate the viscous forces [6]. IP can be divided in two cases: one with trapping (TIP) and the other without it (NTIP). TIP describes a situation in which the defender fluid is incompressible, and thus invasion process terminates in regions fully surrounded by the invading fluid. The NTIP model, on the other hand, is consistent with the case where the defending fluid is compressible. An important property of the NTIP model is that it is believed to be equivalent to ordinary percolation [12]. The temporal development of IP clusters has been studied in Refs. [13,14], and self-organization and kinetic roughening with local slope constraints in Ref. [15].

We present first results of numerical simulations of the lattice model of NTIP, where we calculate the various correlation functions of the single-valued heights associated with the invading front, and estimate the corresponding scaling exponents. We find that there is anomalous scaling and multiscaling in the spatial correlation functions. We argue that this can be generally explained by the underlying Lévy statistics of the jumps of neighboring interface heights. The properties of the Lévy distribution can be expressed solely in terms of the geometry of the fractal. From this we derive exact expressions for the local scaling exponents, which turn out to depend on both the form of the Lévy distribution and the global roughening exponents. Our numerical simulations are in excellent agreement with the theoretical predictions.

The numerical simulations of the NTIP lattice model were done on a two-dimensional (2D) square lattice of size \( L_x \times L_y \), with \( L_x=32-4096 \) and \( L_y=4L_x \). Our simulation method is basically the same as in Refs. [16–18]. The main algorithmic aspect is that the list of active growth sites is implemented via a balanced binary search tree. By this method, the insertion and deletion operations on the list can be performed in time \( \approx \ln(n) \), where \( n \) is the list size.

In the model, we define a set of single-valued local interface heights \( \{h(x_i,t)\}_{i=1}^{L_x} \) at \( x_i \) by the highest invaded lattice site [9] (see Fig. 1). The global interface width \( w_g(t,L_x) \) can be defined by
Anomalous scaling and multiscaling of the correlation geometry of the underlying percolation cluster. We also measured the time-dependent order height-height fluctuation correlation function

\[ C_q(t) = \left\langle \left[ \delta h(x,t) - \bar{h}(t) \right]^q \right\rangle_{\Delta h}, \]

where \( \delta h = h - \bar{h} \) is the deviation from the average height. In the saturated regime, one expects \( C_q \) to scale as \( C_q \sim t^{\beta_q} \) at early times, and to saturate to a system size dependent value at large times.

In Figs. 2(a) and 2(b) we show our numerical results for some relevant correlation functions. The measured values for the corresponding scaling exponents are also listed in Table I. Anomalous scaling and multiscaling of the correlation functions are evident in the data. We have numerically calculated the distribution function \( P(\Delta h) \) for local slopes, where \( \Delta h = |h(x_{i+1}) - h(x_i)| \). It shows a clear power-law dependence on the jump size, \( P(\Delta h = \delta) \sim \delta^{-\alpha} \), and we find that \( \alpha = 2.00 \pm 0.05 \).

To theoretically explain these results, we consider the geometry of the underlying percolation cluster. The single-valued interface consists of pieces of the hull of the percolation cluster separated by vertical jumps as shown in Fig. 1(a). At a point \( x \) on the invasion front, a jump of size \( \Delta h \geq 1 \) means that there is an overhang below \( x \). The probability of finding such an overhang can be directly found using results from percolation theory. At the threshold, the probability per site of finding a cluster of size \( s \) scales as \( n_s \sim s^{-\tau} \), and the linear size \( \langle \rangle \) of the cluster of size \( s \) scales as \( \langle \rangle \sim s^{1/D} \), where \( D \) is the fractal dimension of the cluster [6]. Thus for a jump of the size \( \Delta h = \langle \rangle \), \( P(\langle \rangle) \) is proportional to the probability of finding a cluster of size \( \langle \rangle \) (see Fig. 1). The cluster of this size has \( s = \langle \rangle^{1/D} \) sites. The probability of finding a cluster of \( s \) sites scales as \( n_s \sim s^{-\tau - 1} \). Finally, taking into account the scaling of the mass of the cluster with its size, we have that

\[ P(\langle \rangle) \sim \langle \rangle^{-\tau + 1} D = \langle \rangle^{-2} \]

by using the exact values of \( D = 91/48 \) and \( \tau = 187/91 \) from percolation theory [6]. This is in excellent agreement with our simulations. This means that the local interface slopes
follow an anomalous Lévy distribution in contrast to, e.g., the KPZ case, where the distribution is of Gaussian (random-walk) type [23].

Equation (7) can now be used to derive the scaling exponents in the following way. Let $|\Delta h|_{\text{max}}$ denote the largest of the local slopes. We can now assume that

$$[\sigma_q(t)]^q \approx \int_0^{\Delta h_{\text{max}}} d\Delta h P(\Delta h)(\Delta h)^q. \quad (8)$$

For the maximum height differences, $|\Delta h|_{\text{max}} \approx w_\alpha(t) = t^{\beta_\alpha}$, where $\beta_\alpha = \beta = 1$ for the present model. Thus, for different $q$'s we have

$$\sigma_q(t) \sim \begin{cases} \ln t & \text{for } q = 1, \\ t^{1-1/q} & \text{for } q > 1, \end{cases} \quad (9)$$

which means that the local growth exponents are given by $\beta_1 = 0$ [$O(\log)$] and $\beta_q = 1 - 1/q$ for $q > 1$. These predictions are in excellent agreement with our numerical data in Table I. The local roughness exponent can be obtained by combining the scaling of $\sigma_q(t)$ and $G_q(x,t)$ [Eqs. (3) and (5)] with $x \approx \xi \approx L$. Using $\chi_q + \alpha_q = \chi = 1$ and $z = 1$ yields

$$\chi_q = 1/q, \quad (10)$$

which is again in excellent agreement with our data.

To explain the scaling behavior of $C_q$ we define a generalized correlation function $\tilde{C}_q(x,t_0,t) = \langle \delta h(x_0,t_0) - \delta h(x_0 + x,t_0 + t) \rangle^{\frac{q}{1-q}}$. It has the following limits: $\tilde{C}_q(x,t_0,0) = G_q(x,t_0)$, $\tilde{C}_q(0,t_0,0) = \sigma_q(t_0)$, and $\tilde{C}_q(0,0,t) = C_q(t_0,t)$. We propose that $\tilde{C}_q(x,t_0,t) \approx \xi(t_0)^{q-1} f_q(u_1,u_2)$, where we have defined $u_1 \equiv x/\xi(t_0)$ and $u_2 = t/t_0$. First, for $u_2 = 0$, we must obtain the scaling form of $G_q(x,t_0)$. Therefore, $f_q(u_1,u_2 = 0) = f_q(u_1)^\frac{1}{1-q}$ for $u_2 \approx 1$. For small times $t_0$ this gives $G_q(x,t_0) \approx t_0^{\frac{-\alpha_q}{1-q}} \approx t_0^{\frac{-\chi_q}{1-q}} \approx t_0^{\frac{-\chi}{1-q}}$, which we have confirmed numerically for the first few values of $q$. Next, we consider nonzero $u_2$. Taking the limit $x \to 0$ of $\tilde{C}_q$ we should recover $C_q$. Since the $x$ dependence must vanish we require that $f_q(u_1,u_2) \approx u_1^{-\chi_q} g_q(u_2)$ for $u_1 \to 0$. Hence, $\tilde{C}_q(x = 0,t_0,t) \approx \xi(t_0)^{q-1} f_q(u_1)^{-\chi_q} g_q(u_2) \approx t_0^{\frac{-\chi}{1-q}} \approx C_q(t_0,t)$. This is an explicit scaling prediction for $z = 1$. We have numerically confirmed that $g_q(u_2)^{\chi_q} \approx u_2^{\frac{\chi_q}{1-q}}$ for $u_2 \ll 1$. This gives $\tilde{\beta}_q = \chi_q = 1/q$. We have also studied the TIP model numerically. We find that $(-\tau + 1) D \approx -1.9 \pm 0.1$ and thus both the probability distribution $P(\Delta h)$ and the scaling exponents are the same for NTIP and TIP. This is not obvious since neither the fractal dimension nor the exponent $\tau$ is known exactly for TIP. Numerical estimates give $D \approx 1.82$ [11], a value that is slightly lower than for the NTIP case. We are not aware of any previous numerical estimates of $\tau$, but from our results we can estimate that $\tau = 2.0 \pm 0.1$.

It is interesting to compare the present results with the IPD case as obtained for a “forest fire” lattice model close to percolation [9]. In both cases, $\chi = 1$ due to isotropy. However, in the IPD case it was shown that $z = d_{\text{min}} = 1.33$ corresponding to a 2D minimum path exponent, while here $z = 1$. Thus, the global dynamical exponents $\beta$ and $z$ of the IP case are different from the IPD case. However, the important point is that the local scaling exponents must be still given by our analytic arguments, with $\beta = 1/d_{\text{min}}$. For the IPD case,
this gives the same local roughness exponents $\chi_q = 1/q$ as in the IP case, but now the local growth exponents are given by $\beta_q = \beta(1 - 1/q)$, which is indeed consistent with the numerical data in Ref. [9].

To summarize, we have studied the problem of kinetic roughening of single-valued height fronts in fractals. By considering the invasion percolation model as an example, we have been able to show how the Levy statistics of the local interface slopes generates multiscaling and anomalous scaling. We have also shown how the local scaling exponents can be analytically derived. These predictions have been verified by numerical simulations, and should be easy to measure for various physical processes, where fractal growth structures are generated. Such measurements give direct information about the fractal properties of the structures as we have shown here.
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[23] We note that $\alpha > 1$ for the distribution to be normed, and that $\alpha > 3$ leads asymptotically to the Gaussian distribution [5].