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ABSTRACT —1In this paper we consider it-
erative estimation and equalization techniques
and present a simple method of updating
channel estimates that includes decoder out-
puts into the iteration process. To clar-
ify performance-complexity trade-off we eval-
uated iterative estimation and turbo equaliza-
tion techniques in General Packet Radio Sys-
tem (GPRS). It is found that turbo estimation
is more beneficial for GPRS, showing 1dB gain
after one channel estimate update, while turbo
equalization rounds provide only a slight im-
provement on the top of that.

I. INTRODUCTION

One of important problems in reliable data commu-
nications over frequency selective fading channels is
the mitigation of intersymbol interference (ISI). Re-
cently suggested turbo equalization [1] is an iterative
equalization technique for coded data that has gained
a lot of interest [2,3,4]. This technique performs an
iterative ISI removal relaying on channel estimates
that usually are obtained based on a known training
sequence. In practice channel estimates may have
rather poor quality that in turn deteriorates the effi-
ciency of equalization. On the other hand, the prob-
lem of joint data and channel estimation has been
addressed in many publications with a number of dif-
ferent iterative techniques proposed, e.g. [5][6].

In this paper we present a method of updating chan-
nel estimates that includes decoder outputs into the
iteration process similar to the turbo equalization. In
particular, the decoded symbols are fed back into the
channel estimator and the estimate is updated as-
suming that data now are known at receiver. Based
on that we considered different iterative estimation
and equalization scenarios for General Packet Radio
System (GPRS).

The paper is organized as follows. Section II gives a
formal problem description and an overview of con-
ventional receivers. In Section III we briefly de-
scribe the turbo equalization technique and apply this
method for iterative channel estimation. In the same
section we present a lower bound on the variance of it-
erative estimate. Trade-off between the performance
gain and receiver complexity in GPRS under different
scenarios is addressed in Section IV, with conclusions
following in Section V.

II. PRELIMINARIES
A. Problem formulation

Let’s consider binary data transmitted in blocks
u=(ug, uy,..ux_1)T, u € ZX over a channel with
memory L in presence of Gaussian noise w, i.e.
w, = N(0,R), R is noise covariance matrix. For
channels with additive white Gaussian noise (AWGN)
R=0?1, where noise variance 02 = Ng/2. We as-
sume that channel impulse response (CIR) is un-
known and characterized by complex channel taps
hy=(hg, h1,...,hr)T. The binary data u are encoded
by a code, such that ¢ = Zu, ¢ € Z". Additionally,
some interleaving scheme may be used to destroy pos-
sible error clusters at receiver side. To assist channel
estimation a known training sequence m is inserted in
each coded block c¢. The training sequence m consists
of L + P symbols, with L preamble and P midamble
symbols; m=(mg, mq, ...,m(p+L_1))T. The resulting
data block a of length N, is arranged as follows:
a = [c{mTcg]T, where ¢; =(c{, .. )T
are coded data symbols separated into sub-blocks;
Ny = (2Ng + L + P). Finally the data block a is
mapped into M-ary symbols and transmitted with the
normalized symbol energy F,=1.

According to maximum likelihood (ML) criteria the
optimal receiver is to find

0= argmax p(r|h, a)=argmax p(r/h,m,Zu) (1)
h,u h.u

The optimal solution of (1) is prohibitively complex,
and in practice the general problem (1) is split into
several ones which are then considered separately.
Separating channel equalization (detection) and de-
coding, and taking into account that the training se-
quence is known, a suboptimal solution for (1) may
be presented as

a= arg Hﬁaxp(r\h, a) = é=arg mhaxp(r|h, c) (2
0 = arg max p(€|u) (3)

The optimal solution requires a search over all possi-
ble ¢ and h that is impractical for realistic values of
L, Ny. A typical suboptimal solution of (2) is to sep-
arate channel estimation and equalization that leads
to

h = argmax p(r | m, h) (4)
& = argmaxp(r | h, c) (5)

For example, the first the channel estimate h in GSM
is calculated based on the known training sequence



m. Then one of the equalization algorithms is ap-
plied to remove ISI and obtain €. Finally, in case
of coded data a decoder recovers transmitted infor-
mation . Below we consider the estimation (4) and

data detection (5) in more details.

B. Channel estimation and sequence detection

Assuming a linear channel with time-invariant CIR
during the transmitted block, the received block can
be presented as

rcl Al
r=Ah+w=| r, | where A=| M (6)
ng A2

A ablock matrix of size Ny x (L+1); Misa Px(L+1)
matrix formed by the training sequence m as follows
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In a conventional receiver the channel estimation is
based on midamble P symbols from the received se-
quence ry,, = Mh + w. For a channel with Gaussian
noise the likelihood function

p(rm|m, h) « exp(— % (rm—Mh)HR~1(r,, —Mh))
that gives ML channel estimate [7] as
ﬁJV[L:argm}?Xp(rm|Mah):(;‘(ﬁZ\JL)MHRilrm (8)

where C(hysz) = (MPR-IM) ! is a covariance ma-
trix of the estimate. For the given case the ML chan-
nel estimate (8) is the minimum variance unbiased
(MVU) channel estimate based on the data ry,.
Given h, the ML sequence detection is made by max-
imizing the likelihood function with respect to ¢

é=arg max p(r|h, c)
C

that can be implemented via M -state Viterbi algo-
rithm.

III. ITERATIVE (TURBO) ESTIMATION

In many cases even after splitting (1) into (2) and (3),
the complexity/performance trade-off of (2) remains
unacceptable, and that stimulates the use of different
forms of decision feed back equalizers (DFE). One
of the solutions that is closely related to DFE class
is so-called turbo equalization method [1]. Instead
of solving (2), this method tries to find iteratively

a solution for @ over a combined trellis formed by

channel and encoder, i.e. .

t=arg max p(r/h, m, Z(u))=arg max p(r|h,a).  (9)
u u

In the turbo equalization scheme (9) the iteration pro-
ceeds only between the signal detector and channel
decoder assuming a known channel state h during it-
erations. Given a known training sequence m, the
channel estimate may be obtained by (8) based on
the data rp,.
However, in many cases the accuracy of channel esti-
mate, which is based only on a relatively short train-
ing sequence m, may be rather low. That in turn may
cause a significant performance degradation at the re-
ceiver that cannot be fully compensated by the turbo
equalization. This fact motivated us to use a decision-
directed adaptive channel estimation method during
the iteration process similar to [5]. The idea is to
feed back the decoded symbols to the channel esti-
mator and update previous channel estimates assum-
ing that the whole burst is now known by the receiver
(Fig.1). Hence, the receiver relies on the decoded data
symbols @1 and the known training sequence m and
forms a new channel estimate. In other words, the re-
ceiver iteratively updates the channel estimate based
on the ”"extended” training sequence. In particular,
after decoding procedure the data @ are re-encoded as
¢ = Zu and then combined with the training sequence
m, forming a new ”extended” training sequence a of
length N, = P+ L + 2N,. If we would use all avail-
able data a as the known training sequence, then in
AWGN channel the ML channel estimate is

ﬁeztend — C(ﬂemtend)AHr (10)
where the covariance matrix of the new ”extended”
estimate is

C(ﬁemtend) :(AHA)_l

= (A 7A; + MEM + ApTA,) 2 (11)
and matrix A is defined by (6),(7).
To avoid heavy computation of the matrix inverse in
(11) we can use some adaptive algorithm to update
the estimate. In this paper we applied stochastic
adaptation of the estimate based on the LMS algo-
rithm [7]

h(=+1) = h(®) — (AR H(ARKE) _p) (12)

where h(®) is the estimate from kth iteration,
A®) is an estimated data matrix containing all
(data+training) symbols known at kth iteration, r is
the received vector and p is a step size of the iterative
algorithm.

At the initial round the channel estimate could be
based on some conventional method, e.g. one-shot
ML estimate (8), which exploits only the known train-
ing sequence.

It is useful to evaluate the quality of the new ”ex-
tended” estimate. For that purpose let’s consider
AWGN channel with noise samples w, = N(0,02)
and a constant variance during the received block r,
ie. 02 = 0%, n = 1..N. The variance of the esti-
mate h based only on the training sequence m may



be bounded by Cramer-Rao lower bound (CRLB) [7]

as var(h;) > [I(h)];", where I(h) = {I;;} is the
(L41)x(L+1) Fisher information matrix with ele-
ments

I 0?p(rm|m, h)
v Oh;Oh;
In our case CRLB may be written as
7 HRp—-1pn -1 1 o’
var(he) ZMPRIMI ~ —— =5 (13)
nzz:l 0-_%
where ¢=0...L.
For the ”extended” training sequence r it gives
’Ua’r’(ilfmtend) > [AHR—IA];l
1 1 o?
TN :£+2Nd - o2 (14)
n=1 0_% o Ui r 2Nd0_§i

where o2 is the variance associated with the ”ex-
tended” data provided by the decoder.
To evaluate (14) let’s denote p,, as an error proba-
bility for nth symbol ¢&, after decoding/re-encoding
operations. The probabilities p,, are calculated by
averaging over a number of received blocks. Now we
can treat data € forming the extension of training se-
quence as a set of random variables with the mean
and the variance as follows

E[éﬂ} = (1 - pn)cn + PnCn

var|é,| = E[&2] — E[é,)?

= ¢, —pn(ch —&3) = (en — pulen
where ¢ stands for &, # c,.
Assuming a time-invariant channel during the trans-
mitted block (i.e. p, = p, n=0,...,Np,-1) and the an-
tipodal signalling (¢, =1, &, = —1) it results in

var(é,] = 4p(1 —p). (15)
The variance of the ”extended” data is
o2=var|é,+wy|=var|é,)+varw,|+2covéwy,]  (16)
Taking into account that more errors appear after
decoding/re-encoding operations at high noise levels
(i.e. larger o results in larger p, and hence, in large
var(é,]), hence the correlation term cov([é,wy] > 0
and 02 > wvar[é,] + var[w,]. As can be seen from
(16) the CRLB (14) is a function of cov[é,w,], and it

. . .. ~extend
achieves its minimum var(h

—n))?,

h; ) if cov[épwy,] =0.
Based on (14) and (15) this minimum may be pre-
sented as

~extend O'2
‘ > 17
var(h; ) IN 02 (17)
4p — 4p? + o2

As an illustration the bounds (13),(17) are visual-
ized at Fig.2 for parameters P=20 and Ny=58 ac-
cepted in GSM. As can be seen from (14), in case
of MVU channel estimator the variance of the ”ex-

tended” estimate is always lower than one calculated
~extend
only from the training sequence, i.e. var( ﬁjm en ) <

var(hg**en?) < var(h;) for p > 0. That can be ex-
plained by an observation that by extending train-
ing sequence even with unreliable symbols, in aver-
age we make covariance matrix (11) more diagonal

dominant, that finally improve the channel estimate.
Another point to mention is that the gain from the
”extended” training sequence is mainly visible at low
signal/noise ratios (SNR) and practically disappears
at high SNR where initial estimate is already rather
accurate.

IV. SIMULATION RESULTS

To find an efficient way to perform iterations de-
scribed above it is necessary to study the trade-
off between receiver complexity and the performance
gain provided by different iteration scenarios. Turbo
equalization method is based on soft decisions pro-
vided by the decoder and that itself significantly (2-
4 times) increases the decoder complexity. On the
other hand, the turbo-estimation method in the form
presented above does not require soft decisions and
hence, modifications of the decoder. A simple channel
update based on an adaptation rule allows to avoid
complex calculations associated with the matrix in-
verse. Additionally, it would be useful to evaluate the
potential gain that soft values from the decoder could
provide, if available, in case of turbo-estimation. Fur-
thermore, to reduce complexity increase due to iter-
ations, a less complex receiver also should be consid-
ered, where iterative channel estimate is based only
on detected (instead of decoded) symbols.

As a practical testbed we considered performance of
different iterative receivers for GPRS in typical mo-
bile radio channels. In this paper we present simula-
tion results for the strongest channel coding scheme
offered by GPRS, that is CS1, which employs %—rate
convolutional coding with constraint length 5 without
any puncturing [8]. The interleaving used in GPRS
is rectangular over 4 bursts. We used ML estimator
(8) with the LMS adaptation rule (12) and equalizers
with 5 and 6-taps. Quality of service in packet trans-
mission is characterized by block error rate (BLER),
but bit error rate (BER) is also shown at performance
figures.

The performance figures are presented for a) the con-
ventional receiver, b) after iterative channel estimate
update, ¢) after turbo equalization iterations, where
the channel estimate is no more changed. The turbo
estimation gain given in the texts below denotes the
gain after the first channel estimate update.

First we evaluate performance of turbo-estimation
and turbo equalization schemes in a test channel with
symmetrical CIR and channel memory L=4. Results
presented at Fig.3 show that the first channel esti-
mate update gives 1.0 dB, and further turbo itera-
tions with the improved estimate are providing 0.7
dB at BLER 1072, giving the total gain of about 2
dB. The turbo equalization on the top of that gives
only 0.3 dB gain.

For more realistic evaluation we used typical urban
channel with speed v=3km/h (TU3) and hilly ter-
rain channel, v=100km/h (HT100). The performance
of turbo estimation receiver over TU3 is depicted at
Fig.4. The gain achieved after one channel estimate



update is around 0.9 dB at BLER=10"2, which is al-
ready most of the achievable gain compared to a case
with the known channel states. In other words, a re-
ceiver with the ideal channel information gives only
0.2 dB gain compared to the receiver with one chan-
nel estimate update. The turbo equalization is able
to provide only 0.3 dB extra gain on top of that.
Fig.5 and 6 present the performance in HT100 chan-
nel in case of 5-tap and 6-tap equalizers, respectively.
These figures reveal that the turbo estimation scheme
and the turbo-equalization on the top of that are less
efficient if the whole channel impulse response does
not fit into the channel estimator and detector win-
dows. This is due to the long delay spread of the HT
channel, which requires at least 6 channel taps to be
estimated and detected at GSM symbol resolution.
Hence, the gain is moderate (0.5 dB at BLER=10"2)
with 5-tap equalizer, and it is increased to 1.0 dB if
one extra channel tap is taken into account. Once
more, the turbo equalization does not noticeably im-
prove the performance in this case.

The turbo estimation scheme presented above used
decoded bits in the channel estimate updating. We
also considered a less complex solution, which utilizes
hard decisions already from the detector output. Here
we avoided interleaving and decoding procedures, but
for the price of less reliable decisions in the feedback.
Dashed lines at Fig.7 show the performance in TU3
channel for the case, when the detected bits are used
in the channel estimator. In that case the gain from
the iterative estimation is only 0.3 dB with 0.4 dB
extra gain provided by the turbo equalization on the
top of that.

V. DISCUSSIONS AND CONCLUSIONS

In this paper we presented a scheme, where similar
to turbo equalization technique, we iteratively up-
date channel estimates relying on data after decoder.
We studied the trade-off between the receiver com-
plexity and the performance gain provided by dif-
ferent receivers utilizing iterative channel estimation
and turbo equalization techniques. It was found that
turbo-estimation is beneficial mainly at low SNR,
or/and in channels with large delay spread, provided
that length of estimation and detection windows fit
to the channel response.

We evaluated iterative estimation and equalization
techniques in GPRS, where turbo equalization seems
more attractive compared to speech services because
of used rectangular interleaver. Nevertheless, it is
found that in GPRS it is more beneficial to update
channel estimate during the iterative process than
to use more complex turbo equalization technique.
The simulation results show almost 1 dB gain in TU3
and HT100 channels after only one channel estimate
update, and only a slight improvement is observed
by further turbo equalization rounds. The iterative
channel estimation causes only a minor complexity
increase in channel estimator, so the conventional de-
tector and channel decoder can be used. The up-

dating of channel estimate may be done by an adap-
tive procedure that does not require the calculation
of the matrix inverse. Also no practical need was
found for soft decisions from the decoder unless turbo
equalization technique is applied. We also considered
a less complex solution, which exploits the detected
bits instead of decoded in the channel state updat-
ing and thus avoids interleaving and decoding proce-
dures. However this solution seems not to be the best
one from performance-complexity point of view.
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