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Abstract

This thesis describes the development, the application and the analysis of
the accuracy of state-of-the-art ab initio calculations in the description of in-
trinsic point defects in technologically important tetrahedrally coordinated
isovalent semiconductors.

The calculations presented in this thesis are based on the density-functional
theory. The effective single-particle equations derived from the density-
functional theory in the Kohn-Sham scheme are solved numerically using
the plane-wave basis representation of the valence electrons and the pseu-
dopotential description of the core electrons.

The use of the plane-wave basis enforces periodic boundary conditions. The
calculation of the properties of isolated defects within periodic boundary
conditions is customarily referred to as the supercell approximation. The
supercell method is analyzed in detail in the thesis, with a special emphasis
on the calculation of charged point defects.

The developments in the numerical methods presented in this thesis in-
clude the implementation of a non-local screened-exchange operator for
the improved description of the exchange and correlation energy and a
non-uniform charge-compensation scheme for charged point defects in a
massively-parallel plane-wave pseudopotential software package.

The included papers present the most accurate numerical electronic struc-
ture calculations to date for vacancies in silicon and silicon-germanium, and
for interstitials in silicon carbide.
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1 Introduction

The macroscopic material properties of semiconductors are largely deter-
mined by intentionally introduced microscopic impurity (dopant) atoms
and unintentionally created point defects. Intentionally introduced dopant
atoms induce electronic levels within the energy gap of the semiconductor
near the valence-band or the conduction-band edges. These shallow levels
may release electrons to the conduction band (donors) or introduce electron
holes to the valence band (acceptors), leading to what is called n-type or
p-type conductivity, respectively.

The crystal growth and the later device manufacturing processes necessarily
result in the creation of some amount of point (and extended) defects. The
point defects may interfere with the intended doping by forming defect
complexes with the dopant atoms thus passivating them, or by introducing
electron levels in the energy band gap region compensating the intended
doping. The unintentionally introduced defect levels may be located near
the band edges (shallow levels) or in the mid-gap region (deep levels).

The identification of the microscopic structure of the point defects leading
to specific experimentally measured levels is a difficult task, as the experi-
mental techniques are usually rather indirect. A fruitful approach to pro-
vide microscopic interpretation of the measurements is given by ab initio
methods. In ab initio methods one constructs a numerically solvable model
system, and calculates defect properties in that model system from the
first principles, i.e. from the Schrödinger equation. Ab initio methods, ac-
companied by experimental measurements and analytic model systems, can
provide thorough understanding of the microscopic structure of the point
defects.

It is generally impossible to directly solve the many-particle Schrödinger
equation for the whole macroscopic crystal with roughly 1023 cm−3 atoms
and 1024 cm−3 interacting electrons numerically. Basically two approxima-
tions are necessary. First, the many-particle interactions are to be somehow
simplified. Second, the whole crystal has to be described using a model sys-
tem with fewer particles. This leads to two general underlying topics of the
thesis work, the density-functional theory (DFT) and the supercell method.
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2 Density-functional theory

The physics of point defects and their electronic structure in the Ångström
length-scale is described by quantum mechanics. Although the exact quantum-
mechanical description is in principle known in the form of the Schrödinger
equation, its direct numerical solution for more than just a few mutually
interacting electrons is generally impossible. An alternative formulation of
the quantum mechanics for the ground state (GS) of the many-electron sys-
tem is given by the DFT [1]. The DFT states that the GS energy of the
system of interacting electrons is a functional of the electron density, and
that the GS energy can be found by minimizing the functional with respect
to the density.

The most successful and widely used practical applications of the DFT are
based on the so-called Kohn-Sham (KS) scheme, the local-density approx-
imation (LDA) [2] and the generalized gradient approximation (GGA) [3].
The KS scheme maps the GS density, and thus the GS energy, of the original
system of the interacting electrons to a system of non-interacting particles
in an effective potential, and leads to a set of numerically solvable single-
particle equations. In this section we describe the standard DFT only to
the extent that is necessary for the discussion of the generalized Kohn-Sham
(GKS) theory and the screened-exchange local-density functional [4]. An
extended review of the DFT is presented e.g. in reference [5]. The Hartree
atomic units are used throughout the text.

2.1 Hohenberg-Kohn theorem

Hohenberg and Kohn [1] derived the basic theorems of the DFT for the
total energy of N electrons in a local external potential Vext, described by
the Hamiltonian

H = T + Vee +
N∑
i=1

Vext(ri), (1)

where T and Vee are the kinetic and electron-electron interaction operators,
respectively. The basic theorem is that

1. the total energy is a functional of the electron density ρ,

E[ρ] =
∫
drVext(r)ρ(r) + F [ρ], (2)
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2. the variational principle with respect to density applies, i.e.

E[ρ] ≥ EGS and E[ρGS] = EGS, (3)

where EGS and ρGS are the GS total energy and the electron density, re-
spectively. In the extended derivation of the theorem, Levy [6] defines the
Hohenberg-Kohn functional F [ρ] using constrained minimization as

F [ρ] = min
Ψ→ρ

< Ψ|T + Vee|Ψ >, (4)

where the minimum is taken over all N-electron wave functions Ψ that
give the density ρ, i.e. ρ must be N -representable. The explicit functional
dependence of the Hohenberg-Kohn functional F [ρ] on the density is not
known.

The main benefit of the DFT is that it provides a formal justification for
working with the density instead of the many-particle wave function. If an
approximation for the Hohenberg-Kohn functional can be found, one can
find the corresponding approximations for the GS density and the GS energy
by minimizing the total-energy functional with respect to the density.

2.2 Kohn-Sham scheme

The most common and successful applications of the DFT are based on the
KS scheme [2]. The KS scheme is based on the partitioning of the total
energy functional as

E[ρ] = T0[ρ] +
∫
drVext(r) +

1

2

∫
dr
∫
dr′

ρ(r′)ρ(r)

|r− r′|
+ Exc[ρ], (5)

where T0[ρ] is the kinetic energy of a model system of N non-interacting
electrons and ρ(r) is the electron density. The electron density ρ(r) is con-
structed from the spin-orbitals ψi of the N non-interacting electron system

ρ(r) =
N∑
i=1

|ψi(r)|2. (6)
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The central assertion of the KS scheme is that for any interacting system
one can find a non-interacting model system, with some local effective po-
tential veff (r), that has the GS density that exactly equals the GS density of
the interacting system (v-representability). The difference in the kinetic en-
ergy between the interacting electron system and the model non-interacting
electron system, as well as the many-particle effects, the exchange and cor-
relation energy contribution, are taken into account in the remaining Exc[ρ]
term.

The exact form of the exchange and correlation functional is not known.
However, a simple LDA

Exc[ρ] ≈ ELDA
xc [ρ] =

∫
dr ρ(r)εHEGxc (ρ(r)), (7)

where εHEGxc (ρ(r)) is the accurately numerically evaluated exchange and cor-
relation energy density of a homogeneous electron gas (HEG) [7] with an
electron density ρ(r), has proved to be sufficient for a wide range of systems
[5].

Minimization of the total energy with the constraint of fixed number of
electrons N leads to the single-particle equations

[−1

2
∇2 + vLDAeff (r)]ψi(r) = εiψi(r), i = 1, . . . , N, (8)

where the local effective potential vLDAeff (r) is

vLDAeff (r) = Vext(r) +
∫
dr′

ρ(r′)

|r− r′|
+
d(ρεHEGxc (ρ))

dρ

∣∣∣∣∣
ρ=ρ(r)

. (9)

The GS total energy and density are obtained numerically by the self-
consistent solution of KS equations (6), (8) and (9). In principle, if the
exact effective potential were known the calculated GS energies and elec-
tron densities for the interacting and the non-interacting model systems
would be exactly equal.

It is by no means obvious that the functional dependence of the exchange
and correlation energy on the density is simple. In fact, there are many
known deficiencies of the LDA [5], of which the most apparent ones related
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to the point defects in semiconductors are the overestimation of cohesive en-
ergies and the underestimation of the energy band gap. The overestimation
of cohesive energies and the resulting over-binding of ions may lead to quali-
tatively incorrect description of the local geometries of the defects especially
in cases where a relatively flat Born-Oppenheimer surface possesses several
competing minima and the minimum total energy configuration depends on
several competing energy contributions, such as the exchange-interaction
and the Jahn-Teller effect. The underestimation of the band gap introduces
uncertainty in the determination of the absolute positions of the ioniza-
tion levels. In addition, it enhances the spurious effects induced by the
defect level dispersion in the supercell method. Also, as the DFT is a GS
theory, it does not directly provide information on the excited states of
the system. The physical interpretation of the KS eigenvalues and the KS
single-particle orbitals is discussed exceedingly in the literature, for example
in references [6] and in the references therein.

2.3 Screened-exchange local-density approximation

One of the promising extensions of the KS scheme and the LDA is the
GKS scheme and in particular the screened-exchange local-density approx-
imation (sX-LDA) therein [4, 8, 9]. The GKS scheme provides the the-
oretical framework in which one can develop new approximations for the
exact Hohenberg-Kohn functional. As in the evaluation of the kinetic en-
ergy in the standard KS scheme, the auxiliary single-particle spin-orbitals
can be used to improve the description of the exchange interaction in a sim-
ilar manner as in the Hartree-Fock (HF) approximation. The unscreened
exchange-interaction in the HF approximation is known to lead to some
fundamental problems, such as the vanishing density of states at the Fermi
surface for metals and the overestimation of the band gaps in semiconduc-
tors and insulators. The over-emphasis of the insulating character in the HF
approximation and the over-emphasis of the metallic character in the LDA
are tractable to the fundamental approximations within them. The LDA
is based on the exchange and correlation description of the homogeneous
electron gas, which possesses no gap and in that sense is a metallic system.
The missing correlation effects and thus the absence of the screening of the
exchange interaction in the HF approximation are responsible for the poor
description of metallic systems. It is intuitively clear, that a working ap-
proach could be reached by combining the two somewhat complementary
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approaches, the LDA and the HF approximations.

In the sX-LDA the exchange and correlation part of the total-energy func-
tional is further partitioned to explicitly include the non-local screened-
exchange interaction of the single-particle orbitals

Exc[ρ] ≈ EsX−LDA
xc [ρ] = ELDA

x [ρ]− ELDA
sx [ρ] + ELDA

c [ρ]

−
N∑
i<j

∫
dr
∫
dr′

ψ∗i (r)ψ
∗
j (r

′)e−kTF |r−r′|ψj(r)ψi(r
′)

|r− r′|
δsisj

, (10)

where indexes si and sj in the Kronecker delta δsisj
refer to the spins of the

orbitals. The local contributions are defined as

ELDA
c [ρ] =

∫
dr ρ(r)εHEGc (ρ(r)), (11)

ELDA
x [ρ] =

∫
dr ρ(r)εHEGx (ρ(r)), (12)

ELDA
sx [ρ] =

∫
dr ρ(r)εHEGsx (ρ(r)). (13)

Above, the correlation energy density ρεHEGc for the HEG is calculated nu-
merically [7, 10] and the exchange and the screened-exchange contributions
for the HEG

εHEGx (ρ) = −3

4

(
3

π

)1/3

ρ1/3 (14)

and

εHEGsx (ρ) = −3

4

(
3

π

)1/3

ρ1/3F (z), (15)

respectively, are evaluated analytically. For the Thomas-Fermi screening
used in this work the analytic expression for the function F (z) in equa-
tion (15) is [11]

F (z) = 1− 4

3
z arctan

2

z
− z2

6

[
1−

(
z2

4
+ 3

)
ln
(
1 +

4

z2

)]
. (16)
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The parameter z = kTF/k̄F is defined as the ratio of the Thomas-Fermi and
Fermi wave vectors corresponding to the average valence-electron density.

Similarly as in the standard KS scheme, the minimization of the total energy
leads to a set of single-particle equations,

[−1

2
∇2 + vsX−LDAeff (r)]ψi(r)

−
∫
dr′

N∑
j=1

ψ∗j (r
′)e−kTF |r−r′|ψj(r)

|r− r′|
ψi(r

′)δsisj

= εiψi(r), i = 1, . . . , N, (17)

with the effective local potential

vsX−LDAeff (r) = Vext(r) +
∫
dr
∫
dr′

ρ(r′)

|r− r′|

+
d(ρεHEGx (ρ)− ρεHEGsx (ρ) + ρεHEGc (ρ))

dρ
. (18)

In contrast to the standard scheme, we note that in the sX-LDA approx-
imation the single-particle equations (i) contain a non-local contribution
and (ii) are explicitly coupled. These two factors will induce considerable
computational complexity compared to the standard LDA.

The original main motivation in the development of the GKS formalism
and the sX-LDA appears to be in the improved description of the excited
states and in the correction of the LDA band-gap underestimation [4]. The
increased computational cost compared to the standard KS scheme and
the LDA has limited the applications mainly to the calculation of the bulk
properties [4, 8, 12]. Publication IV presents, to our knowledge, the first
reported calculation of a point defect in a semiconductor within the sX-LDA
implemented in the plane-wave pseudopotential (PWPP) method.

2.4 Implementation of the non-local sX-LDA func-
tional in the plane-wave basis

The present implementation of the sX-LDA in a PWPP calculation requires
modifications in two parts of the PWPP program, basically. The local ef-

7



fective potential veff (r) needs to be modified and the non-local screened-
exchange operator needs to be constructed. The modification of the lo-
cal potential can be carried out simply according to the analytic expres-
sions (14)–(18).

As the computational machinery of the fast Fourier transformation (FFT)
is already implemented in the standard plane-wave (PW) programs, its
utilization in the calculation of the non-local part of the effective potential
is straightforward. A similar approach has been used to evaluate the exact-
exchange operator in the PW basis [13]. We also note the similarity of the
approach to the evaluation of the standard Hartree term.

In the PW basis-set expansion the single-particle spin-orbitals ψik are stored
as PW coefficients ψik(G)

ψik(r) =
∑
G

ψik(G) exp[−i(k + G) · r], (19)

where the first index i labels the single-particle state (band and spin) and
the second index k the Bloch state (k is a point in the first Brillouin zone).
The transformation from the representation of the single-particle orbitals
ψik(G) in the reciprocal space to the uniform grid in the functions ψik(r)
in the real space is achieved efficiently using the inverse FFT, F−1. The
transformation to the opposite direction is achieved using the forward FFT,
F . The electron density is defined as a suitable weighted sum over k-points
in the first Brillouin zone,

ρ(r) =
∑
ik

wk|ψik(r)|2. (20)

Let us next take a closer look at the non-local screened-exchange term in
the single-particle equations (17) for the state ψik(r),

ĥNLsx ψik(r) = −
∑
jq

∫
dr′

ψ∗jq(r
′)e−kTF |r−r′|ψjq(r)

|r− r′|
ψik(r

′)δsiksjq
, (21)

where in comparison to Equation (17) we have now explicitly written out
the Bloch state indexes k and q. The procedure to calculate the convolution
type integral in equation (21) using the FFT machinery starting from the
reciprocal-space representation is as follows:
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1. ψjq(r) = F−1{ψjq(G)},

2. ρ̃ijkq(r) = wqψ
∗
jq(r)ψik(r)δsiksjq

,

3. ρ̃ijkq(G) = F{ρ̃ijkq(r)},

4.
∫
dr′

ψ∗
jq(r′)e−kTF |r−r′|ψjq(r)

|r−r′| ψik(r
′) = ψjq(r)F−1

{
ρ̃ijkq(G)

|k−q+G|2+k2
TF

}
,

where the standard Fourier transform of the screened Coulomb interaction
is

1

|k− q + G|2 + k2
TF

= F
{
e−kTF |r−r′|

|r− r′|

}
. (22)

As the summation
∑
jq cannot be performed efficiently inside the convolu-

tion integral, as in the evaluation of the standard Hartree term, the calcu-
lation of the non-local term necessarily becomes computationally by far the
most demanding part of the method. Additional care in the implementation
compared to the standard PW program with local effective potentials has
to be taken when the inversion and the possible point-group symmetries
of the first Brillouin zone are to be utilized. In the parallel implementa-
tions utilizing parallelization over k-vectors, the evaluation of the non-local
term necessitates also the communication of the single-particle orbitals at
different k-points between the computer nodes. In the standard methodol-
ogy with local effective potential only the communication of the sum of the
wave-function squares, the partial density at different k-vectors, is required.

Additional and possibly necessary modifications to the current computa-
tional scheme as described here and used in Publication IV are the inclusion
of the sX-LDA functional in the description of the core electrons and the
use of improved screening models.
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3 Supercell methods

Periodic boundary conditions (PBC) are the natural choice for the theoret-
ical study of the bulk properties of crystalline solids. The crystal structure
of a solid is defined using a periodically repeated unit cell containing a basis,
i.e. the ion positions within the unit cell. As a computational model, the
infinitely repeated unit cell does not have any surfaces, and the calculated
properties correspond exactly to bulk properties of the macroscopic crystal,
which by definition are independent of the surfaces of the crystalline solid.

The supercell method is used to model isolated imperfections in crystal
structures. Examples of such deviations from the perfect crystal structure
are surfaces, dislocations, or as in the scope of this thesis, point defects.
The supercell is a unit cell, the size of which is made large enough to ac-
commodate the defect and enough bulk crystal to separate the defects from
their periodic images. As the supercell is made larger the unphysical inter-
actions between periodic defect images in the superlattice become negligible
or at least controllable, and eventually vanish to yield the desired limit cor-
responding to the isolated defect. The supercell sizes reachable with the
current ab initio methods require careful analysis of the convergence with
respect to the supercell size when the comparison of the calculated values
to the experimental measurements of isolated point defects is to be made.

An alternative approach to the supercell method is the cluster method, in
which the crystal is modeled by a large, properly terminated isolated cluster
of ions cut from the original crystal structure. The defect is embedded into
the cluster and the cluster size is increased until the desired properties
have converged. In practice the advantage with respect to supercell method
gained from the use of non-periodic boundary conditions is canceled by the
necessity of considering the surface effects. The choice between the supercell
and cluster methods also depends on the used computational scheme. The
methods based on the expansion of the single-particle orbitals in localized
atomic-orbital or Gaussian basis originating from the chemistry applications
are more suitable to cluster boundary conditions, whereas the use of the
traditional solid-state approach with the PW expansion of the single-particle
orbitals necessitates the use of the PBC. The new approaches based on the
numerical representation of the single-particle orbitals in real-space grids
are flexible in the choice of the boundary conditions [14], allowing even
mixed boundary conditions, i.e. PBC in some directions and non-periodic
in others. Nevertheless, the effects of the chosen boundary conditions on
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the calculated defect properties are to be estimated.

The spurious defect-defect interactions in the supercell method between
periodic defect images are customarily treated in three parts, the elastic
interactions mediated by ion relaxations around the defect, the dispersion
of the defect levels in the periodic computational superlattice, and the elec-
trostatic Madelung energy of the array of charged defects. As an important
addition to this list, we also discuss briefly the dependency of the defect
description on the particular choice of the supercell symmetry. In practice,
it is not necessarily simple to identify and estimate different error contribu-
tions separately.

Clear answers to the question of the convergence of the calculated properties
as a function of the supercell size can be obtained by repeating calculations
for several supercell sizes and symmetries. In practice the calculations are
often done using the largest supercell computationally feasible at the time.
Meticulous and laborious convergence analysis is then disregarded with a
false thought that “This is already the best that can be done at the mo-
ment.” In fact, a careful convergence analysis using several different super-
cells does not only provide error estimates for the calculated results, but
in many cases provides an important method to extrapolate the supercell
results to the experimentally relevant limit of isolated defects.

3.1 Elastic interactions

Point defects induce elastic stress in the host lattice which is relieved by
ion displacements, i.e. lattice relaxation. Although the ionic relaxations
in the calculations are not limited to first neighbour shells nowadays, the
lattice relaxation pattern is still restrained by the supercell geometry. The
argument used often in the supercell calculations that the ion displacements
vanish near the borders of the supercell does not necessarily guarantee that
the long-range ionic relaxations are correctly described, as the supercell
symmetry itself often fixes the positions of the border ions. According to
the elastic continuum theory [15], the strain field at large distances from
the point defect should fall off as |r|−3 and the ionic displacements should
fall off as |r|−2.

A related question is also whether to use the theoretical lattice constant
of the ideal crystal structure in the defect calculation or to let also the su-
percell size and shape to relax. The main reason for the usual choice of
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using the perfect crystal structure lattice constant is practical, because the
relaxation of the supercell size and shape would require considerable extra
computational effort. Calculations using silicon vacancy as a test case indi-
cate that for a supercell of 64 atomic sites the calculated defect properties
are not significantly affected by the changes in the lattice parameter of up
to 1% [16]. The relaxation of the supercell size and shape may also induce
unphysical changes in the description of the bulk states.

In the tetrahedrally coordinated covalent materials the distances between
the periodic defect images along the rigid [110] zigzag-chain directions are
probably more important to the convergence of the lattice relaxations than
the volume relaxations. In the case of the silicon vacancy this is discussed
in references [16, 17]. It was also shown that the Born-Oppenheimer en-
ergy surface for the silicon vacancy in particular is extremely flat, with the
total-energy differences between different ionic configurations a few tenths
of electron volt.

3.2 Defect level dispersion

Ideally, the defect levels induced by isolated point defects corresponding to
localized deep-level states are flat, i.e. they show no dispersion as a function
of the wave vector k. In the supercell method the defects form a superlat-
tice, which introduces spurious dispersion in the defect levels. For the silicon
vacancy the dispersion of the deep-level states was estimated from the free
electron dispersion to be 0.7 eV for the supercell of 64 atomic sites and still
0.2 eV for the supercell of 216 atomic sites [16]. These numbers should be
compared to a typical LDA energy band gap of 0.5 eV in silicon. The typical
LDA underestimation of the band gap of roughly 50 % in semiconductors
and insulators further enhances the errors caused by the defect level disper-
sion. A careful analysis of the dispersion characteristics of the deep levels
can be used to explain the wide spectrum of results for the silicon vacancy
calculated using different k-sets for first Brillouin zone sampling [16].

The dispersion of the defect levels may lead to the mixing of the valence
or conduction band wave functions with the defect induced deep-level wave
functions leading to the enhancement of the delocalized character of the
defect orbitals and even to an incorrect occupation of the single-particle
states in some regions of the Brillouin zone. The choice of generally optimal
k-point sampling is discussed in references [18, 19, 20, 21, 22], with the work
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presented in the last reference [22] more or less completing the discussion.
In fact the discussion of the generally optimal Brillouin-zone sampling is
analogous to the optimal sampling of a general periodic function, as needed
for example in the context of the discrete Fast-Fourier Transform (FFT) [22,
20].

3.3 Electrostatic Madelung energy

Due to the long range of the Coulomb interaction, the Madelung energy of
a charged infinite (super)lattice per unit cell is not well defined. A simple
standard solution, which is especially easy to implement in the PW expan-
sion, is to introduce a homogeneous, neutralizing background charge density
(Figure 3.1). In the limit of the infinitely large supercell the induced error
vanishes as the defect-defect distance increases and the density of the intro-
duced compensation charge vanishes. However, there is no guarantee that
the convergence with respect to the supercell size would be particularly fast.

The origin and the necessity of the Madelung-type correction for the elec-
trostatic energy of a charged point defect in the supercell method can be
demonstrated by a simple example. Let us consider the Coulomb energy
of an isolated Gaussian charge distribution and compare that to the value
calculated with the supercell approximation, i.e. , an infinite array of cor-
responding charge distributions immersed in a uniform, neutralizing back-
ground. The size of the supercell is given in terms of its linear dimension
L, defined as the cube root of the supercell volume, L = 3

√
V .

The Coulomb energy of an isolated Gaussian charge distribution

ρG(r) =
(√

κ

π

)3

exp(−κr2), (23)

with the corresponding electrostatic potential

φG(r) =
erf (

√
κr)

r
, (24)

erf (x) =
2√
π

∫ x

0
exp(−t2)dt, (25)

is easily evaluated from

Eisolated =
1

2

∫
φG(r)ρG(r)dr =

1

2
4π
∫
r2φG(r)ρG(r)dr =

√
κ

2π
. (26)
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Figure 3.1: Periodic array of defects in the supercell method. The basic
method to render the supercell charge-neutral in the calculations of charged
defects is to use a uniform, homogeneous background charge density n0. In
the large supercell limit the spurious defect-defect interactions between the
defect-charge distributions ρG and the uniform compensating background
vanish.
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The energy per one unit cell for an array of charge distributions with the
uniform neutralizing background is evaluated using the Fourier series rep-
resentation for the corresponding potential

φPG(r) =
∑
k6=0

4π

Ωk2
exp(

k2

4κ
) exp(ik · r), (27)

where k runs over the reciprocal lattice, leading to

Eperiodic =
1

2

∫
φPG(r)ρG(r)dr

=
1

2

4π

Ω

(
κ

π

)3/2 ∑
k6=0

1

k2
exp(

k2

4κ
)
∫

exp(−κr2) exp(ik · r)dr︸ ︷︷ ︸
( κ

π )
3/2

exp( k2

4κ
)

=
2π

Ω

∑
k6=0

1

k2
exp(

k2

2κ
). (28)

In the spherical unit cell approximation and at the continuum limit we can

integrate analytically
(
k2 → 2π

L
,
∑

k6=0 → 4π
∫∞
r0
r2dr, r0 = 3

√
3
4π

)
:

Eperiodic =

√
κ

2π

1− erf

 3

√
3π

4

√
2π

κ

1

L


=

√
κ

2π
− 3

√
6

π

1

L
+
π

κ

(
1

L

)3

+O
[(

1

L

)5
]
, (29)

and the series expansion clearly brings up the L dependent difference in
the Coulomb energy between the isolated charge distribution and the cor-
responding supercell approximation.

The spurious Madelung energy contribution in the supercell method was
first realized by Leslie and Gillan [23]. Assuming that the unit cell is large
enough, the difference between the Coulomb energy of an isolated defect
and that of a superlattice of defects can be estimated using a macroscopic
approximation. Leslie and Gillan considered the Madelung energy of the
periodic array of point charges q with a neutralizing uniform background
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immersed in structureless dielectric material described by the dielectric con-
stant ε of the perfect crystal. This immediately leads to the first-order
(monopole) correction

∆E1 =
q2α

2εL
, (30)

where α is the Madelung constant corresponding to the Bravais lattice of
the supercell. We see immediately that the leading order of the correction is
1/L, i.e. the convergence with respect to supercell size is relatively slow, and
that the absolute magnitude of the error increases for more ionic materials
with smaller dielectric screening constants. We also note that the correction
depends on the charge state of the defect as q2, quickly leading to large
corrections for the high charge states, ±3, ±4, etc.

Makov and Payne [24] took the idea of point charges further by considering
charge distributions in cubic lattices. A general systematic correction was
also proposed by Nozaki and Itoh [25], regrettably omitting the effects of
screening in their method and using a test calculation which does not allow
the polarization of the crystal. A slightly different approach, the local-
moment counter-charge (LMCC) method, was proposed by Schultz [26, 27],
which offers an alternative way to estimate the defect-defect Coulomb in-
teractions. The LMCC method is also based on the classical electrostatic
description and the linearity of the Poisson equation.

The main reason why the proposed corrections do not offer an immediate
solution in insulators and semiconductors for intermediate-size supercells
is that we cannot simply separate the external charge distribution from
the induced screening charge as required by the classical treatment. For
large enough supercells the changes in the local screening around the defect
become smaller and the remaining long-range screening effects can be ap-
proximated by direct extrapolation from different supercell sizes according
to the 1/L convergence. A rather clear picture of the convergence of the
total energies can be achieved by using simultaneously two different charge
compensation schemes (Figure 3.2), uniform and localized, as in Publica-
tion II of this thesis.

Finally we note that in the case of systems separated by vacuum, where
the charge density vanishes at the borders of the supercell, all the proposed
corrections based on the classical analysis can be successfully used up to
high precision in practice. At the other extreme limit there are metallic
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Figure 3.2: The total-energy convergence as a function of the linear di-
mension of the supercell L for a silicon interstitial at tetrahedral site with
the charge q = +2. The error in the total-energy difference Edef (L) =
EN+1(L)−EN(L), where EN+1 and EN are the total-energies of the super-
cells with and without the interstitial, respectively, directly transfers to the
formation energy estimates. The total-energies are calculated using both
the jellium and the LMCC charge-compensation schemes. The filled (MSP)
and open squares (MP) refer to two different first Brillouin-zone sampling
schemes. The horizontal line is drawn at the average value of the jellium
and LMCC extrapolations at 121.5 eV. The clear superiority of the homoge-
neous compensation over the LMCC method in this particular case, i.e. the
smaller slope, is explained by the rather large dielectric screening constant
of silicon, ε = 12. The situation would be reversed for more ionic materials
with ε closer to unity [Publication II].
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systems, in which the metallic screening completely shields the defect charge
already over short length scales, and which thus require no Madelung-type
electrostatic corrections.

3.4 Supercell symmetry

An interesting effect besides the elastically mediated defect-defect interac-
tion was reported in a thorough study of the neutral silicon vacancy by
Probert and Payne [17]. They found that the formation energy of the un-
relaxed vacancy depends strongly on the supercell symmetry, the body-
centered cubic (BCC) cell yielding a well-converged value already with a
32 atomic-site supercell, superior to the 64 atomic-site simple cubic (SC)
or the 250 atomic-site face-centered cubic (FCC) supercells. The reason for
this lies in the directionality of the defect-defect interaction and becomes
apparent when plotting the charge density difference between the unrelaxed
vacancy and the perfect crystal unit cell. The superlattice gives rise to a
spurious long-range component in the aperiodic defect charge aligned along
the nearest neighbour defect-defect directions. For the BCC supercells this
spurious long-range component is in the [111] direction, and thus is com-
mensurate with the underlying host-lattice bond directions. On the other
hand, the long-range component of the aperiodic charge for the SC and
the FCC supercells with [100] and [110] nearest neighbour defect directions,
respectively, is not commensurate with the host-lattice bond directions. In
fact, for the FCC superlattice the long-range component of the aperiodic
charge coincides with the elastically rigid [110] direction.
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4 Single-electron models for vacancies

The structure of tetrahedrally coordinated semiconductors is characterized
by covalent, directional sp3 bonding. When a neighbouring ion is missing,
as for example in the case of a vacancy or a surface, the broken-bond or-
bitals left are called dangling bonds (DB). Due to the electronic and ionic
relaxations DB is a qualitative concept.

One of the most studied defects is the mono-vacancy in silicon, which is
often taken as the prototype of point defects in semiconductors. Curiously,
it has also proved to be one of the most demanding test systems for the
state-of-the-art calculations.

Vacancies in silicon are usually produced by using high-energy electron
collisions at low temperatures. The interstitials in the collision-induced
interstitial-vacancy Frenkel pairs are extremely mobile even at 4.2 K, and
thus the Frenkel pair is either immediately annihilated or the interstitial
escapes and gets trapped at some other impurity. As the migration en-
ergy of the vacancy is around 150 K, the isolated vacancies can be observed
experimentally.

The experimental data for the silicon vacancy is provided mostly by the
electron paramagnetic resonance (EPR) spectroscopy, the electron-nuclear
double resonance (ENDOR) spectroscopy and the deep-level transient spec-
troscopy (DLTS) techniques and are summarized in the review article by
Watkins [28]. These methods yield information on the symmetry and the
spatial distribution of the highest unpaired localized electron state, and the
ionization levels defined as the values of the electron chemical potential
at which the defect changes its charge state. The positron lifetime (PLT)
spectroscopy directly measures the changes in the open volumes in the lat-
tice [29]. The open volumes associated with the vacancy-phosphorous pair
have also been estimated using DLTS under hydrostatic pressure [30].

4.1 Watkins and Schlüter models

The symmetry relaxation patterns for the vacancy in different charge states
observed in experiments are usually discussed using the Watkins model [28],
based on the linear combination of atomic orbitals (LCAO). In the doubly
positive charge state the fully symmetric linear combination of the sp3 type
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Figure 4.1: Schematic presentation of the filling of the defect levels in the
Watkins model for the vacancy.

DB orbitals leads to the defect level a1 which lies energetically deep inside
the valence band. The unoccupied triply degenerate defect level t2 lies in the
energy gap region and the symmetry of the defect remains compatible with
the perfect lattice point group Td. As one electron is added to the defect,
changing the charge state of the defect from +2 to +1, the symmetry is
lowered to D2d, and the degeneracy of the t2 level is lifted. The splitting
of the degenerate level associated with the symmetry lowering Jahn-Teller
(JT) distortion leads to a lower total energy for the system. In the negative
charge states the symmetry of the defect is further reduced to C2v. The
filling of the single-particle levels in different charge states according to the
Watkins model is shown in Figure 4.1.

The competing total-energy contributions in the JT effect and the symmetry-
breaking pairing-mode distortion (E) can be analyzed using the simple
Schlüter model Hamiltonian [31],

EE = −VEQE +
1

2
kEQ

2
E, (31)
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Figure 4.2: Schematic presentation of the Schlüter model for the vacancy.

schematically presented in Figure 4.2. The linear Jahn-Teller coupling coef-
ficient VE = −∂εE/∂QE describes how the orbital energy changes as a func-
tion of the generalized coordinateQE associated with the pairing mode. The
corresponding force constant kE can be estimated from phonon frequency
calculations [Publication I]. The magnitude of the energy gain EJT from the
JT distortion can be estimated by minimizing the energy with respect to
QE, leading to

EJT = −V 2
E/2kE. (32)

An interesting effect arises when the energy gain from the JT distortion
exceeds the Coulomb repulsion U between two localized electrons at the
defect. This circumstance of the negative-effective-U effect for the silicon
vacancy is realized in the direct transition from the doubly positive to the
neutral charge state (+ + /0). The electron capture in the doubly positive
charge state is immediately followed by the capture of a second electron and
the singly positive charge state is not stable for any value of the electron
chemical potential [28].

In addition to the pairing mode distortion leading to the Jahn-Teller effect,
vacancies also undergo breathing mode relaxations. The breathing mode
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relaxation, which can be included in the Schlüter model analysis, does not
induce a change in the defect symmetry.

An alternative occupation scheme for the defect levels is realized in the cases
where the exchange interaction dominates over JT effect. The strong ex-
change interaction leads to the occupation of the triply degenerate t2 level
according to the Hund’s rule. The resulting high-spin ground states for
the electronic configuration preserve the Td point group symmetry. Exam-
ples of such systems are vacancies in diamond [32], silicon vacancy in SiGe
[Publication I] and in SiC [33, 34].

Despite its apparent simplicity, the calculation of the electronic structure
and the ionic relaxations of the vacancy in silicon has proved to be a highly
non-trivial task. The wide spread of the theoretical results is comprehen-
sively discussed in References [16, 17] and in Publication II and in Publi-
cation IVof this thesis. The main reasons for the spread in the theoretical
results are the delicate coupling between the ionic and electronic degrees
of freedom and the relatively flat Born-Oppenheimer energy surface with
multiple competing minima, which both make the system particularly sen-
sitive to various computational parameters. To summarize, the calcula-
tions (within the LDA) seem to have converged with respect to the symme-
try lowering lattice distortions, and reproduce the experimentally observed
symmetry-relaxation patterns, at least for the positive and neutral charge
states. Interestingly, the DFT calculations employing the standard LDA
and the generalized-gradient approximation (GGA) predict a strong inward
relaxation toward the center of the vacancy, in contrast to earlier Green’s
function calculations [35] and the intuition based on the relaxation of the
surface atoms toward the bulk of the crystal [31]. Ab initio calculations us-
ing the screened-exchange local-density approximation (sX-LDA), described
in Section 2.3, seem to indicate an outward relaxation of the vacancy [Pub-
lication IV]. Unfortunately, experimental studies [29, 30] do not offer a def-
inite answer, and some ambiguity in even the sign of the breathing-mode
relaxation remains.
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5 Ground-state properties of point defects

The experimentally measured physical properties of the point defects dis-
cussed in this work which are accessible with the total-energy minimiza-
tion based ab initio DFT methods are the local symmetries, the relaxation
volumes, the equilibrium concentrations and the ionization levels of point
defects.

5.1 Defect geometry

The experimental determination of the local symmetry and the relaxation
volume of the vacancy in silicon was already discussed in Section 4. In
principle the comparison of the experimentally measured symmetry and
the volume relaxations to the calculated ones is straightforward, as the
ionic coordinates are directly accessible from the calculations. In practice,
however, the Born-Oppenheimer surface may be shallow, possessing several
competing local minima, resulting in a delicate dependence of the theoretical
results on the computational parameters used, see Section 3.

5.2 Formation energy

The equilibrium concentrations and the ionization levels of point defects are
estimated using formation energies EF calculated from the supercell total
energies. At low temperatures the phonon entropy effects are disregarded
and the free energy of formation is largely determined by the formation
energy [36]. In practice the relative equilibrium concentrations c of point
defects are thus estimated using the Boltzmann factor

c ∼ exp(−EF/kBT ). (33)

The standard formalism to calculate the formation energies in supercell
methods was introduced by Zhang and Northrup [37]. The formation energy
of a defect as a function of the electron chemical potential µe in a charge
state q is calculated from

EF = Etot(q)−
∑
s

nsµs + q(EV + µe), (34)
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where Etot(q) is the total energy of the defect-containing supercell. The
electron chemical potential µe is measured relative to the valence-band max-
imum EV of the corresponding bulk-crystal reservoir [Publication IV]. The
number of the atom species s in the supercell is ns, and µs is the corre-
sponding atomic chemical potential.

For native defects in elemental semiconductors, such as mono-vacancies or
interstitials in Si and Ge [Publication II, Publication IV], the atomic refer-
ence energy (

∑
s nsµs) is calculated from the total energy of the supercell

of the perfect crystal structure, using N±1
N
EN , where N ± 1 is the number

of atoms in the defect cell and N the number of atoms in the defect free
supercell with a total energy of EN .

For native defects in compound semiconductors, such as SiC which we use
here as an example [36], only the sum rule

µSiC = µSi + µC (35)

and the limits

µSi ≤ µbulkSi , (36)

µC ≤ µbulkC (37)

are available, where µSiC is the energy per Si-C pair in the SiC crystal,
and µbulkSi and µbulkC are the respective elemental bulk values. The effect of
different growth conditions on the defect formation energy become apparent
when we rewrite Equation (34) as

EF = Etot(q)−
1

2
(nSi + nC)µbulkSiC − 1

2
(nSi − nC)(µbulkSi − µbulkC ) (38)

− 1

2
(nSi + nC)∆µ+ q(EV + µe), (39)

where the dependence on the growth conditions is in the chemical potential
difference defined as

∆µ = (µSi − µC)− (µbulkSi − µbulkC ). (40)

The interval for ∆µ is thus from C-rich defect formation conditions (∆µ =
−∆H) to Si-rich conditions (∆µ = ∆H), where the heat of formation of
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the SiC crystal is defined as usual, ∆H = µbulkSi + µbulkC − µbulkSiC . In addi-
tion to the C- and Si-rich conditions, the calculated formation energies are
often reported in the stoichiometric conditions (∆µ = 0). For non-native
elements, such as dopant or impurity atoms, an estimate for the (reservoir)
atomic chemical potential is calculated from a suitable reference system.

Often, defects are not created in thermodynamical equilibrium conditions,
but in fact far from it, for example in electron or proton collisions. In
such conditions the concentrations of different defects are largely determined
by kinetic effects. Also due to the inaccuracies in the determination of
the chemical potentials of the constituent ions, some caution is advisable
when the absolute values of formation energies are compared to experiments.
However, in many cases the calculated relative formation energies can be
directly compared to experiments.

In the case of silicon-germanium, which is a random alloy, we can also
consider different variants of the vacancy with a different number of germa-
nium neighbours. The formation energy of different variants was shown to
depend nearly linearly on the number of germanium neighbours [38], which
was rationalized in Publication I and applied in the interpretation of the
PLT measurements in Publication III.

5.3 Ionization levels

Ionization levels are defined as the values of the electron chemical potential
µe at which the thermodynamically stable charge state changes. The cal-
culated ionization levels thus include the effects of lattice relaxations and
are related to experiments in which the levels are probed by varying the
position of the electron chemical potential (Fermi level) in the bulk electron
reservoir. We note that especially for the ionization levels involving negative
charge states the absolute positions of the levels are sensitive to the various
supercell method and to the LDA induced inaccuracies. A typical forma-
tion energy plot including the positions of the ionization levels is shown in
Figure 5.1.
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Figure 5.1: Formation energy of the carbon interstitial in the [110]-split
configuration in 3C-SiC in different charge states (∆µ = 0). The first panel
omits the first order Madelung correction whereas the second one includes
it [Publication V].
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6 Summary of the Publications

Publications I, III, V and VI of this thesis focus on the application of
the computational methods presented in this overview. They contribute
in the development of the microscopic picture of intrinsic point defects in
technologically important tetrahedrally coordinated semiconductors silicon-
germanium and silicon-carbide. Publications II and IV focus on the analysis
and improvement of the theoretical and computational methods used.

6.1 Publication I: Vacancies in SiGe: Jahn-Teller dis-
tortion and spin effects

A vacancy in silicon-germanium (Si1−xGex) was studied using a zinc-blende
model structure (SiGe). The Schlüter model was used in the analysis of
different formation energy contributions for the vacancy defect. The same
model was used to characterize the vacancy dangling-bond orbitals in tetra-
hedrally bound covalent materials C, Si, Ge, SiGe and SiC, and explain the
observed differences in the calculated ionic relaxations around the vacancy.

6.2 Publication II: Charged point defects in semicon-
ductors and the supercell approximation

The calculation of charged point defects in semiconductors and insulators
using the supercell approximation and several proposed corrections relat-
ing the calculated total energies to the corresponding values for isolated
point defects were analysed using the silicon self-interstitial and the PWPP
method as a relevant example. The shortcomings of the classical electrostat-
ics description in the derivation of the corrections were discussed. A direct
extrapolation using two complementary schemes was suggested to achieve
reasonable confidence in the convergence of the calculated formation ener-
gies.

The standard uniform compensating-charge scheme was shown to corre-
spond to metallic screening of the aperiodic defect charge in the sense
that the average electrostatic potential outside the supercell is vanishing.
The local-moment counter-charge (LMCC) scheme [26, 27], on the other

27



hand, was shown to correspond to the other extreme in which the poten-
tial outside the supercell equals the electrostatic potential of the isolated
bare (unscreened) defect charge. The analytic post-corrections for both the
compensation schemes derived from the classical electrostatics require the
separation of the aperiodic defect charge from the periodic perfect crystal
charge, which is easily achievable. What is not straightforward though, is
the separation of the external charge distribution from the screening charge,
required in the classical analysis using the static dielectric constant to de-
scribe the screening in the crystal.

6.3 Publication III: Vacancy-phosphorous complexes
in strained Si1−xGex: Structure and stability

The experimental observation of the stabilizing effect of a germanium neigh-
bour to a vacancy defect in silicon-germanium was analysed using a simple
dangling-bond (DB) model and verified by direct ab initio calculations.

The positron annihilation spectroscopy measurements showed that the dom-
inant defect in the proton irradiated Si1−xGex, the vacancy-phosphorous
pair (V-P), transforms to a V-P-Ge complex at the annealing temperature
of 150–175 ◦C. This complex anneals out at the temperature of 200 ◦C. The
temperature interval of ∆T = 50 ◦C in which the complex is stable was
estimated to correspond to 0.1–0.2 eV larger binding energy for the V-P-Ge
complex than for the V-P pair. This estimate is in good agreenment with
the performed direct ab initio supercell-calculation estimate for the bind-
ing energy difference. Based on the previous analysis on Publication I, the
result is explained with the different character of the DB orbitals of Si and
Ge. The larger extent of the Ge DB orbital leads to a larger overlap of the
DB orbitals in the vacancy and thus lower orbital energy for the binding in
the linear combination of the DB orbitals.

6.4 Publication IV: Non-local screened-exchange cal-
culations for defects in semiconductors: vacancy
in silicon

The screened-exchange local-density approximation was used to calculate
the electronic structure of a vacancy in silicon, making this the first appli-
cation of the method in a large-scale supercell calculation. The non-locality

28



of the functional introduces a considerable computational complexity com-
pared to the standard LDA and GGA schemes, making the sX-LDA calcu-
lations comparable to the Hartree-Fock method in the computational effort.
The efficient implementation in the plane-wave basis allowed the structural
optimization in the 32-atomic-sites supercell and the self-consistent mini-
mization with respect to the electronic degrees of freedom in the 256-atomic-
sites supercell.

In contrast to the LDA and the GGA approximations, the sX-LDA was
shown to lead to an outward relaxation of the vacancy nearest neighbours.
This qualitative difference was explained with the removal of the overbinding
generally associated with the LDA. The example demonstrates the signifi-
cance of the development of new improved fuctionals, not only to estimate
the excited-state properties but also to calculate the structural properties.

6.5 Publication V: Self-Interstitials in 3C-SiC

The formation energies and ionization level positions of the technologically
important self-interstitial defects in silicon-carbide were calculated using the
ab initio PWPP method. The work reported in Publication V is a direct
continuation of the work reported in reference [36] and completes the the-
oretical analysis of simple intrinsic point defects, vacancies and antisites in
SiC. The finite-size effects in the results of the supercell calculations were
thoroughly analyzed in the light of the recent developements in Publica-
tion II and in reference [17].

The formation energies of the interstitial defects were found to lie between
the formation energies of the antisite and vacancy type defects, thus indi-
cating their relevance in the diffusion processes. The carbon interstitial was
found to have several competing minimum total-energy configurations in the
split-interstitial geometries, while the silicon interstitial had a single, clear
minimum total-energy configuration at the tetrahedral site surrounded by
carbon atoms. The carbon interstitial was found to introduce defect levels
in the semiconductor energy gap. The defect levels introduced by the silicon
interstitial at the tetrahedral site were shown to mix with the conduction
band in the 128-atomic-sites supercell calculation.
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6.6 Publication VI: Interstitial H and H2 in SiC

The hydrogen impurity in SiC was studied using two complementary ap-
proaches, the Gaussian-type local basis and the PW basis, within the DFT.

Minimum total-energy configuration for H+ (proton) was found at the site
antibonding to the carbon atom (ab-C) and the minimum total-energy con-
figuration for H− was found to be a tetrahedral site surrounded by silicon
atoms (TSi). The ionization levels (+/-) were calculated to be 0.9 eV and
1.3 eV above the valence band maximum in the 3C and 4H polytypes, re-
spectively. The neutral hydrogen atom (H0) was not found to be stable
in the thermodynamical equilibrium for any value of the electron chemical
potential.

The calculated diffusion barrier for H+ was found to be 0.5 eV, imply-
ing high mobility at the room temperature. The diffusion barrier for the
singly negative H− was estimated to be considerably higher, of the order of
2.0 eV. The high mobility of H+ at room temperature, with the calculated
binding energy for two neutral H atoms of 1.3 eV/molecule in 3C-SiC and
2.9 eV/molecule in 4H-SiC, compared to the binding free energy of an iso-
lated H2 of 4.52 eV, indicates a high likelihood of the H2 formation in SiC.
The minimum total-energy position in the SiC lattice for the H2 was found
at the TSi site, with the axis of the molecule parallel to the lattice c-axis.
The local vibrational modes of the H2 molecule and those of the H impurity
in different charge states were also calculated to facilitate comparison to
Raman spectra measurements.
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