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We investigate the physical implementation of Shor’s factorization algorithm on a Josephson charge qubit
register. While we pursue a universal method to factor a composite integer of any size, the scheme is demon-
strated for the number 21. We consider both the physical and algorithmic requirements for an optimal imple-
mentation when only a small number of qubits are available. These aspects of quantum computation are usually
the topics of separate research communities; we present a unifying discussion of both of these fundamental
features bridging Shor’s algorithm to its physical realization using Josephson junction qubits. In order to meet
the stringent requirements set by a short decoherence time, we accelerate the algorithm by decomposing the
guantum circuit into tailored two- and three-qubit gates and we find their physical realizations through nu-
merical optimization.
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[. INTRODUCTION parameter values for the setup, one has flt®,13, or
) ] _ charge qubit§14-17,21. Thus far the largest quantum reg-
Quantum computers have potentially superior computingster, comprising seven qubits, has been demonstrated for
power over their classical counterpafis2]. The novel com-  npuclear magnetic resonan@®MR) in a liquid solution[7].
puting principles which are based on the quantum-However, the NMR technique is not believed to be scalable
mechanical superposition of states and their entanglememnd much larger registers. In contrast, superconducting
manifest themselves, for example, in Shor’s integer-Josephson-junction circuits are supposed to provide scalable
factorization algorithn{3] and in Grover’s database search registers and hence to be better applicable for large quantum
[4]. In this paper we focus on Shor’s algorithm which is algorithms[22]. Furthermore, they allow integration of the
important owing to its potential applications {de)cryptog- ~ control and measurement electronics. On the other hand, the
raphy. Many widely applied methods of public-key cryptog- coupling to the environment, e.g., through the electrical
raphy are currently based on the RSA algoritfh which ~ leads,[23] causes short decoherence times.
relies on the computational difficulty of factoring large inte- I addition to the quantum register, one needs a quantum
gers. gate “library,” i.e., a collection of control parameter se-
Recently, remarkable progress toward the experimentdglU€nces which implements the gate operations on the quan-
realization of a quantum computer has been accomplishedM register. The quantum gate library must consist of at
for instance, using nuclear spifi6,7], trapped iong8,9],  \casta setof universal elementary g4, which are typi-
cavity quantum electrodynamida0], electrons in quantum cally chosen to be the one-qubit unitary rotations and the

. PN CNOT gate. Some complicated gates may also be included in
dots [11], and superconducting circui{d2-17. However, the library.

the construction of a large multiqubit register remains ex- The quantum circuit made of these gates resembles the

tremely challenging. The very many degrees of freedom Of, o atignal principle of a conventional digital computer. To
the environment tend to become entangled with those of thinimize the number of gates, the structure of the quantum
qubit register which results in undesirable decohergfi6g circuit can be optimized using methods similar to those in

This imposes a limit on the coherent execution time availabl%"gitm computing[25]. Minimizing the number of gates is

for the_ quantum computation. The shc_)rmes_s Of_ the d_ewherrhportant not only for fighting decoherence but also for de-
ence time may present fundamental difficulties in scaling th

; . L X X (?:reasing accumulative errors of classical origin. If some tai-

guantum register up to large sizes, which is the basic requirgg o4 yo-, three- or arbitrarg-qubit gates are included in

ment for the realization of nontrivial quantum algorithms . gate library, the quantum circuits may be made much

[19]. . . . . more compact. The implementation of gates acting on more
In this paper, we consider an inductively coupled chargey, 1o qubits calls for numerical optimizatiq@s]. For

qubit model[20]. Josephson-junction circuits provide tWo- g, ther discussion on the implementation of non-standard
state pseudospm. systems whose qwferer)t SpIn COMPONeN{3ag as the building blocks for quantum circuits, see Refs.
correspond to distinct macroscopic variables: either th

o . 127-30.
charges on the superconducting islands or the phase diffe We propose an implementation of Shor's algorithm for

ences over the Josephson junctions. Thus, depending on t%toring moderately large integers—we deal with both algo-

rithmic and hardware issues in this paper. These are two key
aspects of quantum computation which, however, have tradi-
*Electronic address: juhav@focus.hut.fi tionally been topics of disjoint research communities. Hence
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we aim to provide a unifying discussion where an expert on —] ] — nie
quantum algorithms can gain insight into the realizations us- ~ #=0%, :|&#™"|:] 1| QFT |:| /7| periodr
ing Josephson junctions and experimentalists working with — — @ —

Josephson devices can choose to read about the quantum | wd M X
algorithmic aspects. The background material on the con- =12 - | - |a"mod N,

struction of a quantum circuit needed for the evaluation of
the modular exponential functidi®1,37 is presented in Ap-
pendix A and a derivation of the effective Hamiltonian for a

collection of inductively coupled Josephson qubits is given .
in Appendix B. qubits for the registety), to store the values of(x). The

This paper is organized as follows: The construction of d€gisterX)z, is initialized asj0),,, whereasy),=|1),. (2) The
quantum gate array for Shor’s algorithm is discussed in Se€légance of a quantum computer arises from the possibility
II. In Sec. Ill, we consider the Josephson charge-qubit registo l_JtlIlze arbitrary superposnmns._The superposition state of
ter. Section IV presents the numerical methods we have enfll integers 6<x<22'-1 in the registefx),, is generated by
ployed to find the physical implementations of the gates@PPlying the Hadamard gaté on each qubit separatei(g)
Section V discusses in detail how one would realize Shor'sl "€ execution of the algorithm, the unitary operaty en-
algorithm using Josephson charge qubits to factor the numtf"”)gIes each input value with the corresponding value of

ber 21. Section VI is devoted to discussion. f():

FIG. 1. Quantum circuit for Shor’s algorithm.

1) = x N)). 1
Il. SHOR'S FACTORIZATION ALGORITHM Ufg pol2) %‘Xﬂa(mo‘j ) (1)

With the help of a quantum computer, one could factor(4) The quantum Fourier transformati¢@FT) is applied to
large composite numbers in polynomial time using Shor'sthe registerfx),,, which squeezes the probability amplitudes
algorithm [3,33-33. In contrast, no classical polynomial into peaks due to the periodicitf(x)=f(x+r). (5) A mea-
time fa_\ctorlz_anon algorithm is knowr_l to date, although theg,,rement of the registéx),, finally yields an indication of
potential existence of such an algorithm has not been ruleghe periodr. A repetitive execution of the algorithm reveals
out, either. the probability distribution which is peaked at the value

22"/r and its integer multiples of output values in the register
A. Quantum circuit X)2n.
Besides the quantum algorithm which is used to find
rfonsiderable amount of classical precomputing and postpro-
cessing is required as well. However, all this computing can
be performed in polynomial time.

The strategy for the factoring of a numberpq, both p
and g being primes, using a quantum computer relies o
finding the periodr of the modular exponential function
f(x)=a*(modN), where 0<a<N is a random number
coprime toN. For an evenr and if a’?# -1(mod N) at least
one prime factor oN is given by gcda”?+1,N). It can be B. Implementing the modular exponential function
shown[3] that this happens with a probability higher than
one half. Otherwise, a quantum algorithm must be executeﬁ1
for different values fora until a properr is found.

The evaluation off(x) can be implemented using several
different techniques. To obtain the implementation which in-

VOMES the mér:\llmal ?]ungjbe_r %f.quglts, one assumes E:at thgxperimental resultf7] to factor the number 15 involve an
nhumbersa andN are hardwired in the quantum circuit. HOW- gjeqant quantum  circuit of seven qubits and only a few

cver, if.a Iargg .number of quitS. is available, th? design ca imple quantum gates. The implementation definitely ex-
be easily modified to take as an input the numerical values loits the special properties of the number 15, and the fact

the numbers andN residing in separate quantum registers.,; \he outcome of the functiaa¥(mod N) can be calculated
The ha_rdwwed apprglach comb_lged t‘)’:"th as ml#?h. Clasfs'cai;assically in advance for all input valugsvhenN is small.
fr?;ng:tg]ﬁmaesnt[;?ssolinfc;fv(i:gvr\;g erably more efficient fromg, arbitraryN, reversible arithmetic algorithms must be em-
= P 1 P s th ) t irbuiceded for find- ployed[36,37. The classical arithmetic algorithnfi88], can
__rigure 1 represen’s € guantum circueede : or 1in be implemented reversibly by replacing the irreversible logic
ing the period. Shor’s algorithm has five staged) Initial- gates by their reversible counterparts. The longhand multi-

ization of the quantum registers. The numbértakesn o ; . .
=[log,(N+1)] bitg t0 store in?o memory, whefe] stands for plication algorithm, which we use below, should be optimal
92 Y, up to very large numbers, see Sec. VI, requiring c@ly)

the nearest integer equal to or greater than the real n_umbe.r qubits ando(n?) steps.
To extract the period of(x), we need at least two registers: he imol . f1h dul il f .
2n qubits for the registeix),, to store numbers and n The implementation of the modular exponential function
q 2n using a longhand multiplication algorithm and a QFT-based
adder[31] requires only a small scratch space, for a total of

Yn the quantum circuit diagrams, we have indicated the size of &n+2 qubits. The details of the implementation are given in
register|x),, with the subscripm. Appendix A. The conventional approach to longhand multi-

We are looking for a general scalable algorithm to imple-
ent the required modular exponential function. The imple-
mentation of this part of the algorithm sets limits for the
spatial and temporal requirements of computational re-
sources, hence it requires a detailed analysis. The remarkable
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i —_lpi d_1ni
single™ 2 207 ZBX(TX (2)

and the coupling between thth andjth qubits as

icfgjupling: - CBi(Bi(G-iy ® 0-{/' )

The qubit statel0) (“spin up”) corresponds to zero extra
Cooper pairs residing on the island and the spatg“spin
down”) corresponds to one extra pair on the island. Above
B,=Ey(®;), B,=Ec(1-2n}), and C=7?L/D§(Cqy/C)) de-
notes the strength of the coupling between the qubits,
whereasCy, is the total capacitance of a qubit in the circuit,
C, is the capacitance of the SQUIL, is the inductance
which may in practice be caused by a large Josephson junc-
tion operating in the linear regime and finaly,=h/2e is
the flux quantum. The approach taken is to deal with the
parameters, and B} as dimensionless control parameters.
We assume that they can be set equal to zero which is in
principle possible if the SQUID junctions are identical. We
setC=1 and choose natural units such that1.
The Hamiltonian in Eq92) and(3) is a convenient model
for studying the construction of quantum algorithms for a
number of reasons. First of all, the total Hamiltonian can be
) o set to zero thereby eliminating all temporal evolution. Sec-
FIG. 2. (8 Schematic of a Josephson charge qubit with thegnq setting the effective Josephson coupling to zero elimi-
relevant parametersb) An array of Josephson charge qubits yaia5 the coupling between any two qubits. This is achieved
coupled in parallel with an inductor. by applying half a flux quantum through the SQUID loops. If
the Josephson energy of any two qubits is nonzero, there will
plication without a QFT-based adder would require on theautomatically emerge a coupling between them. This is
order of 5 qubits. The price of the reduced space is thepartly why numerical methods are necessary for finding the
increase in the execution time, which now @&n*), but  control-parameter sequences. By properly tuning the gate
which can be reduced down @(n® log,(n/€)), allowing for  voltages and fluxes it is possible to compensate undesired
a certain error levek. According to Ref.[31] one would couplings and to perform any temporal evolution in this
achieve an algorithm requiring onlyn2 3 qubits with inter-  model setup.
mediate measurements. However, we do not utilize this We note that the generators, andio, are sufficient to
implementation since the measurements are likely to introeonstruct all the S(2) matrices through the Baker-
duce decoherence. Campbell-Hausdorff formula and thus single-qubit gates
need not be constructed numerically. It is even possible to do
this in a piecewise linear manner avoiding abrupt switching
Ill. JOSEPHSON CHARGE-QUBIT REGISTER since the only relevant parameter is the time integral of either
B, or B} if only one of them is nonzero at a time. That is, any

The physical model studied in this paper is the so-calledJ e SU(2) acting on theith qubit can be written as
inductively coupled Cooper pair box array. This model, as

well as other related realizations of quantum computing, has _ i s i i 2 i
been analyzed in Ref20]. The derivation of the Hamil- U_eXp<'UZ ft Bz(t)dt/2>exp<|(rx ft Bx(t)dt/2>
tonian is outlined in Appendix B for completeness. Our ap- 2 t '

roach to quantum gate construction is slightly different TS R
Iforom those ?ound in tge literature and it is thgref)(;re worth- XexP('Uth Bz(t)dtlz)’
while to consider the physical model in some detail. 0 ,

A schematic picture of a homogeneous array of qubits igvhere we assume that frotgto t; only B, is nonzero, from
shown in Fig. 2. Each qubit comprises a superconducting t; to t, only B, is nonzero and front, to t; only B, is again
island coupled capacitively to a gate voltage and a supercomonzero. For instance, the gakt e SU(2), equivalent to the
ducting quantum interference devi¢8QUID) loop through Hadamard gatél € U(2) up to a global phase, can be real-
which Cooper pairs may tunnel. The gate voltage may bézed as in Fig. 3 by properly choosing the time-integrals in
used to tune the effective gate chargg of the island Eq. (4). We cannot achieve (2") for n qubits since the
whereas the external magnetic flux through the SQUID camamiltonian for the entire quantum register turns out to be
be used to control the effective Josephson energy. Each qultiaiceless, thus producing only 89) matrices. However, the
is characterized by a charging enerffy and a tunable Jo- global phase factor is not physical.
sephson energ¥,(®;), whered; is the flux threading the The above Hamiltonian is an idealization and does not
SQUID. The Hamiltonian for théth qubit can be written as take any decoherence mechanisms into account. To justify

(4)
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formed along the path(t) which describes the time evolu-
tion of the control parameters in the space spanne@{y)}
and{B.(t)}.

Instead of considering pathgt) with infinitely many de-
grees of freedom, we focus on paths parametrized by a finite
set of parameterX,. This is accomplished by restricting the

execution time path y(t) to polygons in the parameter space. Since the pulse
sequence starts and ends at the origin, it becomes possible to

FIG. 3. Pulse sequence implementing an equivalent of the Hadconsistently arrange gates as a sequence. Forcaibit reg-
amard gate. Solid line indicaté while the dashed line show,. ister, the control-parameter paffit) is of the vector form

this omission, we have to ensure that a charge-qubit register At = [B%(t)' By B>1<(t)’ BT 6)

is decoherence-free for time scales long enough to executevﬁ]ereBiz(t) and Biz(t) are piecewise linear functions of time
practical quantum algorithm. In addition, we have neglectedoy the chosen parametrization. Hence, in order to evaluate
the inhomogenity of the SQUIDs. It may be extremely chaI—Eq_ (5), one only needs to specify the 2oordinates for the
lenging to fabricate sufficiently uniform junctions. A three- ,, yertices of the polygon, which we denote collectively as
junction design might alleviate this problem. Whereas forthexy_ We let the parameter loop start at the origin, i.e., at the
control of M two-junction SQUIDs one needs at leddt  gjegeneracy point where no time development takes place.

independen.t sources of flux, the three-junction design woul§he further set the time spent in traversing each edge of the
call for 2M independent sources. The extra sources may bgolygon to be unity.

used to compensate the structural nonuniformities. The noise | our scheme, the execution time for each quantum gate
in the control parameters has also been neglected but it willepends linearly on the numberof the vertices in the pa-
turn out that the error will grow linearly with the rms dis- rameter path. This yields a nontrivial relation between the
placement of uncorrelated Gaussian noise. Correlated noiggecution time of the algorithm and the size of the gates.
may only be tolerated if it is very weak. We have also ne-girst note that eactk-qubit gate represents a matrix in
glected the issue of quantum measurement altogether in th 2 To implement the gate, one needs to have enough
above. o vertices to parametrize the unitary group (8%), which has

A crucial assumption is thaT In Ngp<E;<Ec<Agcs,  p2_1 generators. In our model, we havk garameters for
whereNg, is the number of quasiparticle modes. Typical OP-ecach vertex. which implieskz=2%-1. We have used

eration frequencies would be in the GHz range and the op= 4 for the two-, andv=11 for the three-qubit gates.
eration temperature could be tens of mK. For our two-state To evaluate ,the unitary operatbk,, we must find a nu-

Hamiltonian to apply, we should actually insist that, instead_ . . - .
) merical method which is efficient, yet numerically stable. We
of E;<Eg, the requiremenE,(®;) <E; holds. It may appear .. . L .
. i i divide the pathy(t) into tiny intervals that take a timat to
at first thatB, cannot take on values exceediByg However, :
) X . traverse. Ify, collectively denotes the values of all the pa-
this does not hold since the gate charge also plays a role

values ofB, can be very small ifi. is tuned close to one half rameters in the midpoint of thith interval, andm is the
: z y .9 . number of such intervals, we then find to a good approxima-
Since we employ natural units we may freely rescale the:

- ) S A .~ tion
Hamiltonian while rescaling time. This justifies our choice
C=1 above. Furthermore, it is always possible to confine the Ux =exd-iH(y)At]... exd—iH(y)At]. (7)
parameter values within an experimentally accessible range. 7 ] )
For more discussion, see R¢20]. We employ the truncated Taylor series expansion
| .
IV. IMPLEMENTING A QUANTUM-GATE LIBRARY et S (—iHAD ®)
. . . |
The evaluation of the time-development operatbris k=0 K

straightforward once the exter_nally contrplled physical patg evaluate each factor in EG7). We could have used the
rameters for the quantum register are given. Here we Us€ayley form

numerical optimization to solve the inverse problem; namely, ihat _ _ .,
we find the proper sequence for the control variables which e = (1 -iHAY2)(1 +iHAY2)™, 9

produce the given quantum gate. or an adaptive Runge-Kutta method to integrate the

A. Unitary time evolution Schrédinger equation as well. It turns out that the Taylor
expansion with =3 is fast and yields enough precision for

Bur purposes. The precision of the approximation is verified
by comparing the results with those obtained with an exact

_ spectral decomposition &.
U, =7 ex —|J H((1))dt], (5)
7t B. Minimization of the error function

The temporal evolution of the Josephson charge-qub
register is described by a unitary operator

where7 stands for the time-ordering operator al¢y(t)) is Given an arbitrary unitary matril?J, our aim is to find a
the Hamiltonian for the qubit register. The integration is per-parameter sequencg, for the Josephson charge-qubit regis-
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ter that yields a unitary matrikJXY:LAJ. We convert the in-
verse problem into an optimization task; namely, that of find-
ing the zeroes of the error function

p(X,) =0~ Uy Jl- (10

Minimizing p(X,) over all the possible values of, will

produce an approximatiddy for the desired gate). Above
|-£l_denotes the Frobenius trace norm, defined |k

= Tr(AA), which is numerically efficient to compute. Since
all the matrix norms are mathematically equivalent, a small
value of||Al|r implies a small value in all other norms as well,
see, e.g., Ref39].

For this minimization problem, the error-function land-
scape is rough Consisting of many local minima. Conse- FIG. 4. Convergence of the algorithm for the Fredkin gate. The
quently, any gradient-based minimization algorithm will en-€rror function values are indicated by the sqlid Iine.and the distance
counter serious problems. Thus, we have found the minimurfif the parameter sequence from the numerical optiriip by the
point X.,;, for all the gates presented in Sec. V using repeated°tted line.
application of a robust polytope algorithf80,40,41. In the
first search, the initial condition was chosen randomly. At thecontrol parameter sequence realizing each of them can then
next stage, the outcome of the previous search was utilizede found using the scheme outlined in Sec. IV. Two ex-
In order to accelerate the evaluation @, we varied the amples of the pulse sequences are also shown in Kigots
time stepsAt; at an early stage of the optimization a coarsetom insets.
step was employed while the final results were produced us-

ing very fine steps. Typical convergence of the search algo-
The experimental feasibility of the algorithm depends on

rithm is illustrated in Fig. 4.
The required accuracy for the gate operations is in thc?1 . L
range 10°—10°5 for p(X,) for two reasons(i) in quantum ow compllcatgd it is compared to the present state of tech-
L gology. Following the above construction of the quantum
circuit, the full Shor algorithm to factor 21 requires about
300 three-qubit gates and some 5900 two-qubit gates, in
otal. Also a few one-qubit gates are needed but alternatively
they can all be merged into the multi-qubit gates. If only
two-qubit gates are available, about 16 400 of them are re-
quired. If only a minimal set of elementary gates, say the
CNOT gate and one-qubit rotations are available, the total

J(xy)

0.4 0.6 0.8 1.0x10°

function evaluations

0.2

B. Physical implementation

small, and(ii) for large circuits, quantum-error correction

can in principle be utilized to reduce the accumulated error
[19]. Our minimization routine takes on the order of®10

function evaluations to reach the required accuracy.

V. EXAMPLE

To demonstrate the level of complexity for the quantum

number of gates is remarkably higher. In our scheme the

circuit and the demands on the execution time, we explicitygXecution time of the algorithm is proportional to the total

present the quantum circuit and some physical implement
tion for the gates needed for Shor’s algorithm to factor th
numberN=21. We choos@=11 and hardwire this into the
quantum circuit.

4ength of the piecewise linear parameter path which governs
dhe physical implementation of the gate operations. Each of

the three-qubit gates requires at least a 12-edged polygonal
pathvy(t) whereas two-qubit gates can be implemented with 5

edges. Consequently, on the order of 57100 edges are re-
quired for the whole algorithm if arbitrary three-qubit gates
are available, whereas82 000 edges would be required for
Figure 5 illustrates the structure of the quantum part of thean implementation with only two-qubit gates.
factorization algorithm for the number 21. Since it takes 5 The ability to find the physical implementation of the gate
bits to store the number 21, a 5-qubit regisfgrs and a library for Shor’s algorithm is demonstrated with some fur-
10-qubit registeix),o are required. ther examples. Figure 6 shows how to physically implement
For scratch space we need a six-qubit regighgrand one  the controlled swap gate. We have taken advantage of tai-
ancilla qubit |a). Each thirteen-qubit controlledmuL lored three-qubit implementations: a one-qubit phase-shift
(modular multipliey gate in the algorithm can be further de- gate and a three-qubit controlfecphase-shift gate are
composed as indicated in Fig. 5. The controliesbp merged into one three-qubit gate, see Fig. 7.
(modular adder gates can also be decomposed. The ten- The control parameter sequences presented will yield uni-
qubit QFT breaks down to 42 two-qubit gates and one threetary operations which approximate the desired gate opera-
qubit QFT. Similarly, the six-qubit QFT can be equivalently tions with an accuracy better than~t0n the error-function
implemented as a sequence of 18 two-qubit gates and onalues for the three-qubit gates. For two-qubit gates the error
three-qubit QFT. In this manner we can implement the entirdés negligible. Since the whole factorization circuit consists of
algorithm using only one-, two- and three-qubit gates. Thesome 16 three-qubit gates, we obtain a total error-ef0 ™.

A. Quantum circuit
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______________________________________________________________ Shor’s algorithm factoring the
number 21 with the parameter
value a=11. The full circuit is
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sitions of the modular multiplier
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This is sufficient for the deduction of the essential informa-

tion from the output. The robustness of the gates obtainecd
was studied numerically by adding Gaussian noise to the
vertices of the path. The error function was found to scale
linearly with the rms of the variance of the Gaussian noise:
error =6 X (noise,,s Which is probably acceptable.

qubit 1

W= O =W
L ¢ LI

VI. DISCUSSION

qubit 2
Shlo=nw

In this paper we have discussed the implementation of
Shor’s factorization algorithm using a Josephson charge-

3
qubit register. This method is suitable for the first experimen- -3
tal demonstration of factoring a medium-scale integer £ o4

RS

24-220. As an example of this method we have studied the
algorithm for factoring 21. The only integer smaller than 21
for which Shor’s algorithm is applicable is 15, but this is a
special case having only the periods 2 and 4. For the experi-

mental factoring of 15 one should consider more direct meth- FIG. 6. Control parameters for the Fredkin gate. Solid line in-
ods[7] to implement the modular exponential function. For adicatesB, while the dashed line show&l,.

(AT
T

<
[
IS
—
=)
—
)

execution time
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of the modular exponential function utilizing themuc (b) gates.

qubit 3

3L
—o— - i[ £25 ),
g0 *
-1
v_g e =
- s 5 4,
3 . ~ ~ 8] .
o ? =D, :| 2 5 S | 4" (mod W)
+— i P L2 :
ER - = - 1 5 |
2
3
3k FIG. 8. Quantum circuit required for performing the evaluation
2k
1
0
-1
2
-3

10* edges along the control-parameter path. Assuming that
the coherence time is on the order of 48 implies that the
s upper limit for the duration of each edge is1®s. Since our
execution time dimensionless control parameters in the examples are on the

FIG. 7. Control parameters for a composite gate consisting of é)rder of unity, the energy scale in angular frequencies must

_l . . .
twice controlled phase shift and a one-qubit rotation, see the tex2€ at Ieast on the order of Tos™™. Typical charging energies
Solid line indicatesB, while the dashed line shov,. for, say, thin-film aluminum structures may be on the order

of 10722 J which corresponds to 3bs™. The ultimate limit-

larger integerN other approaches, e.g., the Schdnhageing energy scale is the BCS gap, which for thin-film alumi-
Strasser[38] multiplication algorithm, will provide a more num corresponds to an angular frequency of about
efficient quantum circuit. Our approach of numerically deter-3x 10** s1. Based on these rough estimates, we argue that
mining the optimized gates can be generalized to othefactoring the number 21 on Josephson charge qubits is, in
physical realizations with tunable couplings as well. Theprinciple, experimentally accessible.
only requirement is that the system allows total control over Constructing a quantum algorithm to decrypt RSA-155
the control parameters. coding which involves a 512-bit integéf with the scheme

We have found that the number of qubits and quantunthat we have presented would require on the order of 2000
gates that are involved in carrying out the algorithm is rathequbits. Since the execution time scalesrddog n tens of
large from the point of view of current technology. Thus theseconds of decoherence time is needed. This agrees with the
realization of a general factorization algorithm for a largeestimates in Ref[42] and poses a huge experimental chal-
integerN will be challenging. Consequently, the scaling of lenge. This can be compared to the 8000 MiR8llion in-
the chosen algorithm, both in time and space, will be ofstructions per secondyears of classical computing power
prime importance. which is needed to decrypt the code using the general nu-

The method we propose utilizes three-qubit gates, whictmeric field sieve techniquEl]. Thus Shor’s algorithm does
compress the required guantum-gate array, resulting in appear impractical for decrypting RSA-155. However, it pro-
shorter execution time and smaller errors. One should alseides the only known potentially feasible method to factor
consider other implementations of the quantum algorithms&iumbers having 1024 or more bits.
that employ gates acting on a larger number of qubits to We conclude that it is possible to demonstrate the imple-
further decrease the number of gates and execution time. Fanentation of Shor’s algorithm on a Josephson charge-qubit
example, four-qubit gates may be achievable, but this infegister. Nevertheless, for successful experimental imple-
volves harder numerical optimization. mentation of large-scale algorithms significant improvements

Finally, let us consider the experimental feasibility of ourin coherence times, fabrication, and ultrafast control of qu-
scheme. To factor the number 21, we need on the order dfits is mandatory.

E * T I l * I T * ;>
v, l : * * [y,
? | =TT | )
Triler GBI 0GR BRERD

<& N R 2 a =
|2=0),., é % é" % \é/ EI’ |==03,,,
L EL MAFL JELEL
— — 128 ——%— — - = —
Multiplication Swapping Scratch space cleaning

FIG. 9. Decomposition of theMMUL(azi) gate usingcmapp(b) and controlled swap gates. If the controlling qupip is active the
resulting state is)/’zy+a2'(mod N), otherwisey’=y. Note that the gate utilizes an additional ancilla regig#®y,,; to perform the
calculation.
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;> >
| Z>n+l E | z,>n+l
la=0), |a=0),

FIG. 10. Decomposition of theewapp(b) gate into elementary gates, QFT gates, and additions in the Fouriendasig. The asterisk
stands for a Hermitian conjugate; it corresponds to a gate for subtraction. The gate takes an inpzWee2" and yields|z')py1=|z
+b(mod N))p.4 if the control qubitsg =1 andy;=1. Otherwisgz')n.1=[2)n+1. The ancilla qubita) is one ifz+b>N and zero otherwise.

Note addedRecently, it was brought to our attention that ot
a similar circuit implementing Shor’s algorithm has been a*= [] (@(modN))(modN), (A1)
constructed for a linear nearest-neighlfoNN) qubit array i=0

[43] independent of any specific physical realization. ) _
where we have used the binary expansion2®x,+2%x,

+2"1x ;. x €{0,1}. Note that the number of factors in Eq.
ACKNOWLEDGMENTS (A1) grows only linearly for increasingh. The longhand

J.J.V. thanks the Foundation of Technolo@yES, Fin- multiplication is based on the relation
land) and the Emil Aaltonen Foundation for financial sup- on-1
port. M.N. thanks the Helsinki University of Technology for J 2ok
financial support; he is grateful for partial support of a Grant- ax= o (@"2'%{(mod N))(modN), (A2)
in-Aid from the MEXT and JSPS, JapafProject Nos.

14540346 and 13135215The research has been supported, hich again involves only a linear number of terms.

in the Materials Physics Laboratory _at HUT by.Academy.of Equation(Al) yields a decomposition of the modular ex-

Elr?)lgincds(tngougglsfos?;rghinGéaun;itLljr;nngcr)anEf;tliol\(ql\lact)e“ali)onential function into controlled modular multiplication

. . | . .

206457. We also thank Robert Joynt, Jani Kivioja, Mikko dateslevmut(a?)], see Fig. 8. According to EgA2), each of

Méttonen, Jukka Pekola, Ville Bergholm, and Olli-Matti themmuL (@%) gates can be implemented with the sequence of

Penttinen for enlightening discussions. We are grateful tdhe modular adders, see Fig. 9. Since this decomposition of

CSC—Scientific Computing Ltd., Finland for parallel com- cmmuL(a?) requires extra space for the intermediate results,

puting resources. we are forced to introduce a scratch spdze,, into the
setup. Initially, we sefz),,1=|0)n+1. MOreover, we must reset
the extra scratch space after each multiplication. This is ac-

APPENDIX A: CONSTRUCTION OF A QUANTUM complished by multiplication with the inverse elemdnt

CIRCUIT whereb=a?. Let us consider how the gatevul (b) works:

Here we represent the construction of a quantum circuit
needed for an evaluation of the modular exponential function [%)|0) — [%)|0 +bx(modN)) (produc)
a*(mod N). We assume the values afandN to be constant . bx(modN)[¥)  (swap
integers coprime to each other. This approach takes advan-
tage of the fast powers trick, see E&1) below, as well as — |bx(mod N))|x + (- b™%) (bx(mod N)))
the construction of a multiplier suggested by Beauregard _

[31], which in part employs the adder of Dragé2]. =bx(modN)[0) ~ (result.

The modular exponential function can be expressed in , . _
terms of modular products: Euler’s totient theorem guarantees that for evienyhich is

coprime toN, a modular inverse™ e N exists. Furthermore,
the extended Euclidean algorithm provides an efficient way
I%,.) * E‘ | ), to find the numerical value fdo™.
£ o), ) Figure 10 presents the decomposition of teapp(b)

= : ' om) gate (b e N) using adders in the Fourier space. The idea is
! " first to calculatez’ =z+b—N. If 2/ <0 the ancillaa, which is

I, @), initially zero, is flipped anoN is added toz’ yielding 2/ =z

+b. The rest of the circuit is needed to reseto zero.

_ The circuit simplifies when multipl€2mapp(b) gates are
fElpplied since the final QFTwill cancel against the initial

QFT of two consecutive gates. This is taken into account in
counting the total number of gates and in Fig. 5. An obvious

>

=~
1

FIG. 11. Quantum circuit for an-qubit Fourier transformation.
gates are labeled with the numbé&re/hich correspond to the phase

shifts €27K2". Note the reversed order of the qubits on the right-
hand side.
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x> x> is ¢;—d;. We take the positive direction for flux to be di-
v ly;> rected outward normal to the page.
o) ) @_ o) ) We adopte; and ¢ as_the dynamical variables_,, wherebhs
"o . '” and V'g are external adjustable parameters. With the help of
), L% [, elementary circuit analysig44], we obtain the Lagrangian
[®G),» —@ [oE),» for the qubit register

FIG. 12. Quantum circuit for the twice controlled addition of a 1 C,- C; . ) ) o?
classical numbeb into the quantum registee),.; in the Fourier L= =P+ (- D>+ Coldhi+ - Vfg)2 - =
basis. The twice controlled phase-shift gates serve to yield the phase 2ial 2 2 2L

shift 2m4¢2" provided that the control qubitg;) and|y;) are active. M
! 1 2e 2e
+52 [Eycod o | +Eycod (=D | |, (BD)

drawback of this implementation is the need for a number of 2i=1

QFT gates. However, we need to introduce only one ancilla\lNe now perform the following changes of variables

qubit |a).
The decomposition of the gatetmabp(b) consists of . C

twice controlled addergn+1)-qubit QFTs, one-qubitioTs, & — b+ ?' - C—J:]C_(P’ (B2)

andcNoTs The decomposition of a QFT-gate into one- and T

two-qubit gateq2] is represented in Fig. 11. Since Fourier \yhich yields

space is utilized, the2app(b) gates can be implement¢8i2]

using controlled phase shifts. The quantum gate sequence 1 M ) P ).

for an adder working in the Fourier space is depicted in Fig. £= => (Cy+ Cg)d)iz— 2C, V'g— —

12. The values of the phase shifts for the gettep(b) are 2i=1 2

g|inr:]§|)|/ez"'¢J’2 , where;=2lb. : 5( 3) 2e 2mCy )} 1 )
y, we are in the position to perform the unitary +E;coq 7 co b @] |+ MCqpe

transformation which implements the modular exponential Po h PGy 2

function using only one-, two- and three-qubit gates. If the M P P

three-qubit gates are not available, further decomposition -> Cqp V'g— EI o- oL + const. (B3)

i=1

into one- and two-qubit gates is needed, see R&f]. For
instance, each three-qubit twice controlledgate decom-
poses into five two-qubit gates and each Fredkin gate tak
seven two-qubit gates to implement.

dAbove, ®y=h/2e is the flux quantum ancC,,=C,Cy/(C,
+C,) is the qubit capacitance in theC circuit. Note that the
effective Josephson energy of each SQUID can now be
tuned. We denote this tunable energy parameter in(E8).
APPENDIX B: DERIVATION OF THE HAMILTONIAN as

1. The Lagrangian

Consider a homogenous array of mesoscopic supercon- 0

ducting islands as an idealized model of a quantum register,
see Fig. 2. The basis states of the qubit correspond to eithdihe canonical momenta are given Iy=dL/d¢ and g
zero or one extra Cooper pair residing on the superconductgL/d¢,. We interpretQ as the charge on the collective
ing island, denoted biﬂ) and|l), respectively. Each of the capacitor formed by the whole qubit register, whergais
islands, or Cooper-pair boxes, is capacitively coupled to ahe charge on thith island. Note that the charggis related
gate voltageV,,. In addition, they are coupled to a supercon-to the numbem, of Cooper pairs on the island through
ducting lead through a mesoscopic SQUID with identical=-2en.
junctions, each having the same Josephson eriej® and
capacitanceC;/ 2. All these qubits are then coupled in paral-
lel with an inductor,L. The lowest relevant energy scale is
set by the thermal energy T and the highest scale by the  We are now in the position to write down the Hamiltonian
BCS gapAgcs for the quantum register. We will also immediately replace
We assume that the gate voltag% and the time- the canonical variables by operators in order to quantize the
dependent flux®; through each SQUID can be controlled register. Moreover, we will employ the number of excess
externally. The flux®; may be controlled with an adjustable Cooper pairgy on the island and the superconducting phase
currentl; through an external coil, see the dotted line in Fig.difference instead of the usual quantum-mechanical conju-
2(a). In this setup, the Cooper pairs can tunnel coherently t@ates. We will also change to the more common phase dif-
a superconducting electrode. We denote the time-integral derenced, related tog; through 6,=(2e/#%)¢;,. Hence the rel-
voltage, or difference in flux units, over the left junction of evant commutation relations afé,n;]=-i and[¢,Q]=if.
theith SQUID by ¢; and the flux through the inductor ky. ~ All the other commutators vanish. Using the Legendre trans-
The phase difference in flux units over the rightmost junctionformation

2. The Hamiltonian
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M
H=Qp+ > G —L (B5)
i=1

we obtain

| 2€mi-ny? (  2nCy )}
H—z{—g—cﬁcg E,(®;)cos| 6 —q-q)OCan

. (B6)
2MCq, 2L
We have denoted the effective gate charge by
el P
t=—l v - — B7
M 2e< 9 2 ) B7)
and
M )
D,
Q=2 CQp(v'g - 3') . (B8)
i=1

PHYSICAL REVIEW A 70, 012319(2004)

M
. 2mLC .
=" E{®))sin 6.
DoCy o

(B11)

We now see from EqB10) that in the high-frequency limit
the harmonic oscillator is effectively decoupled from the qu-
bit register. The effect of the qubit register is thus to redefine
the minimum of the potential energy for the oscillator. This
does not affect the spectrum of the oscillator, since it will
adiabatically follow its ground state in the low-temperature
limit. We may therefore trace over the degrees of freedom of
the harmonic oscillator and the harmonic-oscillator energy
will merely yield a zero-point energy contributiofigw, /2.
The effective Hamiltonian describing the dynamics of the
coupled qubit register alone is thus

M [ 2€2(n, - ni)? }
H 21 {—q—cj vC, E(®;)cos 6,

2LC [ 2

- B 2 E(P)sin g | (B12)
P5C5 \i=1

This result is in agreement with the one presented in Ref.

[20]. We conclude that theC-oscillator has created a virtual

In addition to the usual voltage contribution, the time depencoupling between the qubits.
dence of the flux also plays a role. In practice, the rates of For the purposes of quantum computing, it is convenient
change of the flux are negligible in comparison to the volt-to truncate the Hilbert space such that each Cooper-pair box

ages and this term may safely be dropped.

will have only two basis states. In the limit of a high charg-

The Hamiltonian in Eq(B6) describes the register of qu- ing energyEC=2e2/(Cg+CJ) relative to the Josephson en-

bits (n;, ¢;) coupled to a quantum-mechanidaC resonator,
i.e., a harmonic oscillatofQ, ¢). We will now assume that

ergy E;, we may argue that in the regions(h‘gsl only the
states withn;=0,1 can be occupied. We use the vector rep-

the rms fluctuations ofp are small compared to the flux resentation for these states, in whi@);=(1 0)f and [1);
quantumd, and also that the harmonic oscillator has a suf-=(0 1)i. _
ficiently high frequency, such that it stays in the ground state, The basis states of the Hilbert space are orthogonal

The first assumption implies that

27C 27C
cos( 6, — M(p) ~ cos 6 + T sin 6. (B9)
DoCy DC,

(kle"l)=5=1. Hence, in this two-state approximation,

cos 6=30) and siné;=5a}, where, e.g.,
d=1®.. .00 a,I1...31.
S——— S—_—
i—1 times M—i times

The second assumption will cause an effective coupling beFinally, omitting the constant terms, we obtain the Hamil-
tween the qubits. Namely, the Hamiltonian may now be retonian in the Pauli-matrix representation

written in the more suggestive form

M A2 2
H ~ E [m_a(@i)cos@} +(Q;Qq_

Sl Ci+Gy 2MCyp
_r2 ~2
(¢ so)_g, (B10)
2L 2L

where the operatop is given by

Ey(P) o

E o
C(l—2n'g)a"z— 5 Ox

2

Ji'—(%@)
3\ C;

> EJ((I)i)EJ((Dj)Uiy@ 0‘{,,

i=1 j=i+1
(B13)
which results in Eqs(2) and(3) of the main text.
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