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The initial growth of Co deposited at room temperature on Cu{001} was studied with low energy
electron diffraction (LEED) and temperature-programmed desorption (TPD). Measured I(V) spectra
were compared with calculated spectra from several model structures, including substitutionally disor-
dered alloys. The averaged T-matrix approximation (ATA) was used to model the random alloy layers.
According to the I(V) analysis, alloying occurs in the first stages of the growth. TPD of CO indicates
that both large areas of Co and areas of a surface alloy are already present at the lowest coverage.
Both methods show that a transition to layer-by-layer growth occurs as the coverage increases.

Keywords: Low energy electron diffraction; cobalt; copper; single crystal epitaxy; temperature-
programmed desorption.

1. Introduction

Ultrathin films of ferromagnetic materials on non-

magnetic substrates have recently been the subject

of many studies because of their interesting magnetic

properties, like giant magnetoresistance1 and mag-

netic anisotropy.2 Especially, pseudomorphic growth

of Fe and Co on Cu{001} has been the object of

many investigations.3–6 Layer-by-layer growth has

been reported for Co on Cu{001}.7,8 However, the

growth mode at low coverages deviates from the layer

growth and depends strongly on the growth rate.9

The substrate temperature plays an important role

also, since significant Cu surface segregation has been

found at temperatures over 400 K.3 This process

should also occur at room temperature, but on a

longer time scale.

The structure and the quality of the films affect

the magnetic properties of the interface system. In

order to understand the magnetic properties of the

system it is important to determine the structure

of these ultrathin films. Recently, STM studies at

room temperature have shown Co atoms incorpo-

rated into the first substrate layer.9,10 A c(2×2) sur-

face alloy was reported to form at slightly elevated

temperatures.11 STM is an excellent method for

surface studies, but it cannot directly distinguish

between cobalt and copper atoms and it gives no

information on the underlying structure.

There have been several LEED I(V) studies on

the Cu{001} substrate,12–17 including ones with Co,

but the possibility of alloying during initial growth

has not been considered. In this work LEED I(V)
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structural determination and thermal desorption

spectroscopy were used to study the growth. In addi-

tion to layer-by-layer growth, subsurface layers and

substitutionally disordered alloys were considered in

the LEED I(V) calculations. The disorder was taken

into account with the averaged T-matrix approxima-

tion (ATA).18–22 Thermal desorption spectra of CO

were measured for all studied coverages to probe Co

atoms on the surface.

2. Experimental

Experiments were carried out in an ultrahigh vacuum

chamber with a base pressure of 2 · 10−10 Torr. The

chamber had facilities for LEED, Auger spectroscopy

and thermal desorption spectroscopy. The standard

sample cleaning procedure involved sputtering for

30 min with 3 keV Ar+ ions followed by annealing

at 650 K for 10 min. The cleanliness of the sample

was checked by observing the quality of the substrate

p(1 × 1) LEED pattern.

Cobalt was evaporated from a 0.125 mm high

purity cobalt wire wrapped around a spiral tungsten

filament. During deposition the substrate tempera-

ture was in the range of 300–320 K. The pressure

during evaporation was kept under 1 · 10−9 Torr.

The amount of deposited cobalt was calibrated by

measuring the attenuation of the Cu 59 eV M3VV

Auger peak. If we consider only full layers, the

attenuation of the substrate peak is known to be

exponential:

ICU

I0
CU

= e
− x

λEAL cos θ , (1)

where x is the thickness of the film, θ the average

acceptance angle of the analyzer and λEAL the effec-

tive attenuation length. Equation (1) can be modi-

fied to give the attenuation for structures with alloy

layers. The substrate signal for a structure with n

alloy layers of equal thickness d will be

ICU
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= e
− nd

λEAL cos θ

+

n∑

i=1

Di(1 − e
− d

λEAL cos θ )e
−

(n−1)d
λEAL cos θ , (2)

where Di is the fraction of substrate atoms in the

ith layer. This equation can be used to evaluate the

attenuation of the substrate signal for surface struc-

tures with full layers.

Three coverages, corresponding to evaporation

times of 6, 12 and 18 min, were chosen for the

analysis based on the Auger measurements of the

substrate signal. The coverages were chosen to rep-

resent effective nominal coverages of one, two and

three monolayers (ML). The Auger intensity ratios

for these coverages were 0.61± 0.05, 0.43± 0.05 and

0.23±0.07. Equation (2) can now be used to find the

structures that give the same intensity ratio within

error limits. Layer-by-layer growth gives the high-

est attenuation of the substrate signal. The amount

of deposited Co with the same substrate signal

attenuation will be larger for alloys and subsurface

structures.

The inelastic mean free path for 59 eV electrons

in Cu is 5 Å, obtained from the NIST Database.23 If

elastic scattering is neglected, the effective attenua-

tion length (λEAL) will be the same as the inelastic

mean free path. However, Powell et al.24 have re-

ported that the correction due to the elastic-electron

scattering can change the effective attenuation length

quite drastically. From Monte Carlo simulations, an

effective attenuation length of 70% of the inelastic

mean free path was found for the 59 eV Auger tran-

sition of Cu.25 This value was utilized in evaluating

the attenuation. For the layer thickness, a value of

1.8 Å was used, and for the average acceptance angle

a value of 20◦, based on the geometry of the retarding

field analyzer, was used.

The LEED I(V) curves were measured with a

rear-view unit and recorded with a videocamera

connected to a data acquisition system which was

also used to control the LEED beam, enabling

automated measurements. At all Co depositions the

surface exhibited a p(1×1) LEED pattern, implying

pseudomorphic growth on the substrate. Since no

fractional order spots were observed, the I(V) spectra

were measured from integral order beams only. Spot

intensities were collected for four beams at energies

between 50 and 500 eV. The measured beams were

[1,0], [1,1], [2,0] and [2,1]. For each beam the intensi-

ties were collected from at least four symmetric spots

and averaged together. The symmetry-averaged

beams are shown in Fig. 1 for all deposition times

after a linear beam current correction.

TPD spectra for CO were also measured for all

the coverages used in the LEED experiments. CO

does not adsorb on Cu{001} at room temperature.26

On the other hand, the most intense desorption peak
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Fig. 1. Measured symmetry-averaged I(V) curves for all
three effective cobalt coverages and for clean Cu{001}.

of CO on Co(0001) is around 400 K.27 Hence, the

CO TPD peak was used as a sensitive probe for the

presence of surface Co.

3. Calculations

The theoretical I(V) spectra were calculated with

the Symmetrized Automated Tensor LEED pack-

age of Barbieri and Van Hove.28 The phase shifts

were evaluated using the Barbieri/Van Hove phase

shift package.28 Nine phase shifts were used for Cu

and Co. The real part of the inner potential was

a free parameter and the imaginary part was opti-

mized manually. The surface Debye temperatures

for Cu and Co were 270 K and 360 K. Bulk values,

315 K for Cu and 385 K for Co, were used for other

layers. The interlayer spacing was initially set at

1.81 Å and the in-plane atomic separation at 2.56 Å.

A contraction of the in-plane separation of Cu{001}

surface atoms has been reported,29 but this has been

shown to be a computational effect arising from the

use of a non-energy-dependent imaginary part of the

inner potential.30 In this work the in-plane atomic

separations were set at bulk values.

Theoretical and experimental spectra were

compared using the Pendry R-factor.31 The total

energy range for the four integral beams was 1100 eV.

The spectra were calculated for four symmetric

diffraction beams which were averaged together and

compared with the measured spectra. Both experi-

mental and calculated spectra were subjected to a

three-point smoothing.

If alloying is occurring in the first stages of

the growth, the alloy should be a random one,

since no fractional order beams were observed

with LEED. The averaged T-matrix approximation

(ATA) was used to model these random alloys. In

this approximation, the scattering is described by

an effective scattering amplitude by averaging the

scattering amplitudes (t-matrices) of different scat-

terers together. The composition of atomic species

is used as weight factors for the averaging. A more

accurate method would be the coherent potential

approximation (CPA), which, however, is far more

complex, involving evaluation of configurational

averages. The differences in the LEED I(V) analy-

sis when using the CPA or ATA have been shown

to be almost negligible,32 justifying the use of the

ATA. Four ATA layers were used in this analysis for

all coverages. The Co coverage was varied in steps

of 25% within each layer. Only structures giving the

correct signal ratio from Eq. (2) were considered in

the analysis, and only full layers were used in the

I(V) analysis.

4. Results

4.1. Error estimation in ATA

Errors for the chemical composition in the ATA

layers are usually taken from the variance of the

Pendry R-factor. The errors are evaluated by find-

ing the values that give an R-factor below the value

Rp + var(Rp).
31 In the Co/Cu system this leads to

quite large errors, because of the similar scattering

properties of Co and Cu.

In a case study on the accuracy of the ATA using

a clean Rh(111) surface, and mixing Pt in the first
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four layers with ATA, the errors of the chemical com-

position evaluated from the Pendry R-factor were

about 20%.33 However, the deviation of the best-fit

structure from the known composition of 100% Rh

was only about 8%, showing that the true error can

be smaller than the one evaluated from the Pendry

R-factor variance.

A similar independent error analysis was carried

out for the Co/Cu system by checking how well

the averaged T-matrix approximation would perform

with a clean Cu{001} surface. The I(V) spectra were

calculated for different amounts of cobalt in the first

four layers and compared with the I(V) spectra mea-

sured from a clean Cu{001} surface. The difference
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Fig. 2. The variation of the Pendry R-factor with Co
concentration for the first, second, third and fourth layers
in the case of the clean surface. The Pendry R-factor
variance limit is also shown. The solid lines are drawn to
guide the eye.

between the minima found and the known composi-

tion of 0% Co should describe the true error in the

calculations. Since the minima should be at 0%, we

should also allow for negative cobalt concentrations,

even though this might introduce some unphysical

features in the calculations. The total amount of Cu

and Co was always kept at 100%.

Figure 2 shows the Pendry R-factor as a function

of cobalt coverage in the first four layers when com-

paring with the I(V) spectra from the clean surface.

The variance limit Rp + var(Rp) is also shown. The

R-factor minima for the first two layers are within

20% of the known value of 0% Co. The third layer

gives the largest deviation of 40%. The variance

error, however, can be as large as 80%. Based on

this analysis it would seem that the true error in the

chemical composition is smaller than the one given

by the R-factor variance.

4.2. Structural determination

The structures chosen for the I(V) analysis of the

1 ML effective coverage were a cobalt overlayer,

a copper-terminated cobalt bilayer and different

substitutionally disordered alloy structures, in order

to include all possible growth models. The struc-

tures were chosen to give the correct intensity ratio

from Eq. (2) compared to the experimental value of

0.61± 0.05.

The resulting Pendry R-factors for the different

structures are shown in Table 1. Only alloy struc-

tures with the best agreement are shown. At this

stage, layer-by-layer growth can be ruled out since a

Co overlayer gave an unacceptable R-factor of 0.25.

Structures with a copper-rich first layer and cobalt

in deeper layers gave the best agreement with the

measurement. The best R-factors were given by ran-

dom alloys with 25% Co in the top layer. Copper

termination of the surface has been found to be en-

ergetically favorable,34 but this sort of growth can

be kinetically restricted. Metastable structures, such

as bilayer alloys, have been suggested in theoretical

studies.34,35

In the analysis of the 2 ML effective coverage, a

two-layer-thick cobalt layer had to be excluded on

the basis of the Auger intensity comparison. The

structures accepted in the analysis were mostly ones

with alloy layers. The R-factors for the best struc-

tures are shown in Table 1. Structures with a cobalt
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Table 1. Pendry R-factors for selected structures from
different effective coverages. The favored structures are
emphasized.

Layer 1 Layer 2 Layer 3 Layer 4 Pendry
R-factor

θeff = 1 ML

Co Cu Cu Cu 0.25

Cu Co Co Cu 0.23

Co25Cu75 Co50Cu50 Co75Cu25 Cu 0.16

Co25Cu75 Co25Cu75 Co Co25Cu75 0.15

θeff = 2 ML

Co Cu Co Co 0.26

Co Co75Cu25 Cu Cu 0.25

Co25Cu75 Co75Cu25 Co Co75Cu25 0.17

Co50Cu50 Co50Cu50 Co Co25Cu75 0.16

θeff = 3 ML

Co Co Co Cu 0.20

Co Co Cu Co 0.28

Co75Cu25 Co Co Co 0.18

Co75Cu25 Co Co Co75Cu25 0.18

overlayer gave again poor agreement. Hence, the top

layer should consist of an alloy at this coverage. The

best agreement with an R-factor of 0.16 was given

by a structure with 50% Co in the first, 50% Co in

the second, 100% Co in the third and 25% Co in the

fourth. The measured and calculated I(V) spectra

for this structure are shown in Fig. 3.

Structures used in the analysis of the 3 ML

effective coverage included a three-layer-thick cobalt

overlayer, structures with a full cobalt top layer as

well as alloy terminated structures. The R-factors

for these structures are shown in Table 1. A simple
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Fig. 3. Calculated I(V) curves (dotted lines) for a
substitutionally disordered alloy with 50% Co in the first,
50% Co in the second, 100% Co in the third and 25% Co
in the fourth layer compared to the I(V) spectra mea-
sured for the 2 ML effective Co coverage (solid lines).
The Pendry R-factor is 0.16.

overlayer structure with three full cobalt layers gave

a very good R-factor of 0.20. The best fit with an

R-factor of 0.18 was still given by an alloy-terminated

structure, although the Co coverage in the first layer

was 75%.

Table 2. Best fit structures for favored compositions. The Cu{001}
bulk layer spacing is 1.81 Å.

Structure dxy Layer separation (Å)

θeff = 1 ML d12 1.78 ± 0.02

Co25Cu75/Co50Cu50/Co75Cu25/Cu d23 1.82 ± 0.02

d34 1.83 ± 0.03

θeff = 2 ML d12 1.80 ± 0.02

Co50Cu50/Co50Cu50/Co/Co25Cu75 d23 1.81 ± 0.02

d34 1.83 ± 0.03

θeff = 3 ML d12 1.78 ± 0.02

Co75Cu25/Co/Co/Co75Cu25 d23 1.83 ± 0.02

d34 1.83 ± 0.03
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The interlayer relaxations of the top four free

layers were very small in all of the favored structures,

which is quite reasonable considering the similar sizes

of Cu and Co atoms. The interlayer spacings for

some of the favored structures are given in Table 2.

The errors are calculated using the Pendry R-factor

variance.

The deposition times used in the experiments

increased linearly and so should the Co coverage in

the best fit structures. There is a deviation from this

linear dependence in the obtained best fit structures.

However, several alloy structures gave quite similar

R-factors but different Co coverages. The chemical

accuracy is better in the first and second layers than

in the deeper ones, where the amount of Co can be

exaggerated.

The performed LEED I(V) analysis does not give

unambiguous results, but it is clear that substitu-

tional alloy structures produce a much better data fit

than overlayer structures, despite the small coverage

discrepancy.

4.3. CO TPD

Figure 4 shows CO TPD spectra from the exam-

ined structures. The CO dosage was 20 L (1 L =

10−6 Torr·s) to ensure saturation coverage. The

TPD spectra of the fresh films consist of two peaks

with peak temperatures of about 372 K and 408 K.
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Fig. 4. CO thermal desorption spectra for the effective
Co coverages used in the analysis. A TPD spectrum
after Co deposition and subsequent heating past the Cu
segregation temperature is also shown. The heating rate
was 3.2 K/s. The sharp peaks S are due to desorption
from the support wires.

Assuming first order desorption, these desorption

temperatures correspond to activation energies of

1.00 and 1.10 eV/atom. The fact that the spectrum

is similar for the two lower coverages suggests that

the surface structure is also similar. The higher tem-

perature peak in the TPD spectra is very similar to

the clean Co(0001) 400 K peak and could therefore

be attributed to CO adsorbing from larger areas of

Co. This peak becomes pronounced at the highest

Co coverage, supporting the assumption of growth

mode change.

TPD experiments were also carried out for all

three effective coverages after heating to 550 K,

which is above the Cu surface segregation tempera-

ture. The desorption spectrum was essentially the

same for all deposition times in both peak position

and intensity. A typical TPD spectrum from these

heated samples can also be seen in Fig. 4. There

is only one peak visible, which is located at the

same temperature as the lower temperature peak

in the nonheated samples, but which has a lower

intensity. This desorption feature could arise from

surface Co atoms of the alloy phase. The TPD spec-

tra would then imply that both areas of a surface

alloy and areas of Co clusters exist on the surface

before annealing even at the lowest coverage.

5. Discussion

The I(V) analysis gives the best agreement with

effective 1 ML Co coverage for structures with a

copper-rich first layer and Co deeper in the sample.

Copper segregation to the surface should not occur at

these temperatures; however, copper atoms released

in the formation of a substitutional alloy may form

islands on the surface. These copper islands may

cover areas of the disordered alloys or even larger

areas of Co and lead to an almost copper-covered

surface even without segregation.

The higher Co coverage gives the best agreement

for alloy structures as well. For the 3 ML effective

coverage, structures with an almost cobalt-covered

surface give good agreement, showing a shift in the

growth mode toward overlayer growth. The growth

mode change is also observed with TPD, where the

intensity of the higher temperature feature, which

can be attributed to bulklike Co, increases drasti-

cally at the highest coverage. CO thermal desorp-

tion also shows that the surface structure is similar
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for the two lower coverages and that two different

cobalt species exist at the surface.

Sachtler et al.36 have reported that the activa-

tion energy for desorption can decrease when an

alloy is formed due to the so called ligand effect. If

CO adsorbs in the alloy phase at the on-top site of

Co as it does on a Co(0001) surface,27 it will not

form bonds with Cu atoms. If the Co atoms are

incorporated into the first layer, the bonds between

Cu and Co atoms can affect the strength of the

Co–CO bond, even without direct Cu–CO bond-

ing. This effect has been observed, for example,

on Pt/Sn alloys for CO desorption, where the CO

bond strength increases with Pt concentration.37 In

a study of Pd growth on aluminum substrates two

CO desorption peaks were also found and the lower

temperature peak was attributed to the formation

of a Pd–Al surface alloy.38 A recent study on the

electronic structure of the Co/Cu{001} system has

shown that the Co 3d bands are not bulklike in the

first stages of the growth, but that a continuous tran-

sition to a bulklike state occurs.39 This dependency

of the electronic structure of Co on coverage could

well be observed in CO adsorption.

The CO desorption experiments carried out on

an annealed surface show only the lower temperature

peak with reduced intensity. Since the surface should

be copper-terminated after annealing, it seems rea-

sonable to assume that the remaining surface cobalt

atoms are incorporated in the top layer. In this

light we suggest that the lower temperature peak in

fact corresponds to desorption from a surface alloy

species. TPD does not give direct information on the

structure of this initially formed alloy, but the LEED

I(V) analysis suggests that this alloy could extend to

deeper layers than just the first one.

LEED I(V) studies are a powerful tool in struc-

ture determination. The similarities in scattering

properties of Cu and Co make these studies and

the interpretation of the results more difficult. The

sensitivity of the ATA for chemical composition is

not very good and the errors if measured with the

Pendry R-factor variance become quite large. How-

ever, the clean surface analysis performed in this

work shows that the true error is smaller. LEED

I(V) analysis together with the averaged T-matrix

approximation can be used to characterize substitu-

tionally disordered alloys even if the scattering prop-

erties of the different atomic species are similar.

6. Conclusions

LEED I(V) structural determination including

the averaged T-matrix approximation and CO

temperature-programmed desorption studies were

used to study the initial growth of Co on Cu{001}.

Both I(V) and TPD show that alloying occurs

in the initial stages of Co growth, indicating also

a transition to overlayer growth with increasing cov-

erage. LEED I(V) results suggest that the initially

formed random alloy is not restricted to the first

layer.
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