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Abstract 

Computer systems are vulnerable to abuse by insiders and to penetration by 
outsiders. The amount of monitoring data generated in computer networks is 
enormous. Tools are needed to ease the work of system operators. Anomaly 
detection attempts to recognise abnormal behaviour to detect intrusions.  

A prototype Anomaly Detection System has been constructed. The system 
provides means for automatic anomaly detection and user behaviour 
visualisation. The system consists of a data gathering component, a user 
behaviour visualisation component, an automatic anomaly detection component 
and a user interface. This paper is focused on the user behaviour visualisation 
component. This component uses large Self Organising Maps as a basis. The 
construction and the usage of the component is presented. Some discussion on 
comments from the test usage of the Anomaly Detection System is also 
provided. 

1 Introduction 
Computers and computer networks are becoming more and more important. The 
computer networks are normally protected from unauthorised usage by security 
mechanisms, such as passwords and access controls. However, if an abuser or 
intruder manages to bypass these security mechanisms and gains access to vital 
information, the potential loss is enormous. 

The loss can be decreased by detecting intruders or abusers at an early stage. The 
two main intrusion detection techniques are rule-based misuse detection and anomaly 
detection. Rule-based misuse detection attempts to recognise specific behaviours that 
are known to be improper. That is, if a user follows certain intrusive patterns, he is 
classified as an intruder. Anomaly detection, on the other hand, attempts to recognise 
anomalous or abnormal user behaviour to detect intrusions. Anomalous or abnormal 
behaviour is suspected if the current behaviour deviates sufficiently from the 



 

previous behaviour, which is assumed normal. Anomaly detection deals with 
behaviour that is not known in advance, while rule-based misuse detection deals with 
predefined violations. In this difficulty also lies the advantage of anomaly detection: 
it can namely be used to detect types of intrusions that have never occurred before. 
References on anomaly detection and misuse intrusion detection research can be 
found in [1, 2, 3, 4].  

A prototype Anomaly Detection System for the UNIX environment has been 
constructed [5]. The system provides means for automatic anomaly detection and 
user behaviour visualisation. The system consists of a data gathering component, a 
user behaviour visualisation component, an automatic anomaly detection component 
and a user interface. This paper presents the user behaviour visualisation component.  

The objective with the user behaviour visualisation was to visualise the user 
behaviour during a certain period in a simple way. Such a component is useful, since 
the amount of data generated by users in a computer network is enormous.  

The amount of information is reduced by selecting a set of features that 
characterises the behaviour of the users in the network. This set of features should 
form a daily fingerprint of the network user, which means that it has to be selected 
carefully. Although the amount of data is reduced in the feature selection process, it 
is still difficult to compare and analyse the user behaviour. The visualisation problem 
is tackled using an approach, in which the Self Organising Map is used to visualise 
the user behaviour in two dimensions. The Self Organising Map is a neural network 
based on unsupervised learning and it is suitable for visualisation and interpretation 
of large high-dimensional sets of data. 

2 Methods and Implementation 

2.1 Software and Environment 
The prototype Anomaly Detection System was built in the UNIX environment. The 
data gathering and the data processing are performed on separate servers. This 
enhances security and makes it more difficult to disturb the operation of the system.  

The routines that build the prototype Anomaly Detection System have been coded 
using C and Perl and the Self Organising Maps are made using the procedures of 
SOM_PAK [6]. The user interface uses Netscape1 to view the html pages generated 
by the system. 

2.2 Data Gathering and Scaling 
For a period of 400 days the user account logs of more than 600 users have been 
stored. The user account logs give information on the processes performed by the 
users. This information includes CPU-times, characters transmitted and blocks read. 
The selection of features describing the user behaviour is discussed in Section 2.3. 

                                                           
1 The Netscape browser can be downloaded from http://www.netscape.com/  



 

Since the magnitude of the features varies greatly, logarithmic or linear scaling 
was considered necessary. The features were scaled according to (1) and (2), where f 
is the feature in question. The division by the maximum scales the parameters to the 
range [0, 1]. Histograms were studied in order to determine which one of the two 
scalings was more suitable for the feature in question. 
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2.3 Feature Selection 
Feature selection provides a means of reducing the enormous amount of data 
generated by computer network users. The feature selection problem can be stated as 
follows: Objects are described with a large set of features. The objective is to find a 
subset of features that distinguishes the objects from each other as well as possible. 

Features characterising the user behaviour during a period of 24 hours are used in 
the user behaviour visualisation component. Firstly an initial feature set with 34 
features was derived. Features describing CPU-time and transmitted characters for 
different services were included, but also session, process and login information. The 
initial feature set was reduced to a set of 16 features. This was achieved by omitting 
features with strong linear dependency to other features and by omitting very noisy 
features. The linear correlation was checked using a correlation test and the noisy 
features were found by closely examining the variances. Careful consideration was 
used in the feature selection process. 

2.4 User Behaviour Visualisation 
The idea is to use Self Organising Maps (SOM) to visualise the user behaviour 
during a certain period in a simple way. The SOM is an effective tool for 
visualisation of high-dimensional data [7, 8]. The principal goal of the SOM is to 
transform an incoming signal pattern of arbitrary dimension into a one- or two-
dimensional discrete map, and to perform this transformation in a topologically 
ordered fashion. The algorithm and detailed theory on the SOM can be found [7]. 

The user behaviour visualisation component uses two-dimensional SOM:s. The 
maps are constructed using the whole data set for the whole period, which means the 
data for all the users for all the days in the period. A large number of tests indicated 
that maps of size 18x14 give sufficient accuracy. The type of lattice used is 
hexagonal (six neighbours) and  the neighbourhood function type used is bubble [6, 
7]. In this paper the map has been labelled with the user number and the number of 
“hits” on the neuron. These labels are separated by a “_”. The maps are visualised 
using the U-matrix method [9, 10, 11]. In this method the neurons are marked with 
dots and the distances between them are described with greyscales. The darker the 
cell between two neurons, the greater the distance between them. In addition, the 
user behaviour visualisation component provides real values for the neurons of the 
map, a connection to the real data and feature statistics. 



 

3 Using the User Behaviour Visualisation Component 
The user behaviour visualisation component of the Anomaly Detection System 
prototype has been in test usage during a period of several months. The following 
user behaviour clustering examples illustrate the use of the user behaviour 
visualisation component. 
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Figure 1  Map of size 18x14 trained with the whole set of data and labelled with the usage of 
user 0, 42 and 127 
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Figure 2  Feature distribution for user 42 main usage cluster compared with the deviation on 
the right and the deviation on the left. 

The behaviour of three users during a period of 79 days is visualised in Figure 1. 
The behaviour of user 42 is quite nicely clustered. Figure 1 shows that user 42 has 



 

one main usage cluster in the upper middle of the map, but one notices that there are 
two deviations from this cluster, one on the right and one on the left. An explanation 
to these deviations is given in Figure 2. In this figure the feature distribution of the 
neuron with 20 hits from the main usage cluster is compared with the feature 
distribution of the deviations on the left and on the right. The network usage of the 
deviation on the right is lighter than normal with fewer processes, less CPU-time and 
fewer characters transmitted. This deviation can be explained with a breakdown in 
the network. The deviation on the left, on the other hand, is a bit anomalous. The 
usage is heavier than normal, especially the CPU-times in the morning and in the 
afternoon are bigger than normal. Another anomalous thing with the deviation on the 
left is the high usage of the finger service compared with no use at all for the normal 
behaviour. 

The behaviour of hundreds of users have been analysed during the test usage. 
There is for example a well bounded no usage cluster in the upper right corner of the 
map in Figure 1. Users that rarely use the computer network are mostly mapped to 
this cluster. Figure 1 shows that user 127 has 26 days with no usage during the 
period of 79 days. Another well-bounded cluster is located in the upper left corner of 
the map. A system demon id with user number 0 is mapped to this cluster (see Figure 
1). The behaviour of this id can be considered very regular since its behaviour is 
mapped to only four neurons on the map. A misuser or intruder using the id of the 
system demon would be very critical, since it has greater privileges in the network 
than the normal users. Deviations in the behaviour of the system demon id can easily 
be noted using the user behaviour visualisation component. 

 There are also users that are mapped to two clearly separated usage clusters, 
which means that the users have two working modes. An example of this is user 127. 
Figure 1 shows that the behaviour of user 127 is clustered to three clearly separated 
clusters. One is the no usage cluster and the two others are the normal working 
modes. These modes can be analysed further using the same procedures as with user 
42 above. The phenomenon with two working modes may, for example, originate 
from the fact that the users work in more than one project. There are of course some 
users whose behaviour is very irregular and their behaviour is therefore not so nicely 
clustered on the map. 

4 Conclusions and Discussion 
The initial feedback from the test usage of the Anomaly Detection System has 

been quite positive. Comments like “The user behaviour visualisation component 
gives a quick overview of the user behaviour” were quite encouraging. The test 
usage feedback also indicated that the component is practical when analysing user 
behaviour that has been reported anomalous. Section 3 showed how the Self 
Organising Map in the user behaviour visualisation component can be used to 
analyse user behaviour. The user feedback also included comments on necessary 
improvements. Better connections to the real data for further analysis were suggested 
and have now been implemented. Improvements in the labelling of the map and map 
region classification have also been suggested and will be implemented in the future.  



 

The general impression of the authors is that the Self Organising Map provides a 
good method for reducing the dimensions of the data and for comparing and 
visualising the behaviour of network users. Examples and test usage give just 
indications of the performance of the user behaviour visualisation component, 
though. Simulation experiments for further evaluation of both the user behaviour 
visualisation component and the automatic anomaly detection component will 
therefore be performed. A publication on the automatic anomaly detection 
component  is also under preparation. 
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