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Abstract

This thesis consists of a summary part and seven publistietear All the articles are about
performance analysis of ARQ schemes.

Two of the publications study the performance of an ARQ saheiith packet combining, called
the EARQ (extended ARQ) scheme. In the packet combiningigigo, the bitwise modulo-2
sum of two erroneous copies of a packet is computed to lobatertors. The packet combining
algorithm involves a straightforward search procedure cimputational complexity of which
easily becomes prohibitive. As a solution to this, a modiedleme is proposed, where the
search procedure is attempted only when there are atiQstls at the output of the modulo-2
adder. In one article, time diversity was utilized, wherspace diversity reception was consi-
dered in the other work.

The remaining five publications study the throughput penfamce of adaptive selective-repeat
and go-backhV ARQ schemes, where the switching between the transmissoalesnis done
based on the simple algorithm proposed by Y.-D. Yao in 198%his methodn contiguous
NACKSs or 3 contiguous ACKs indicate changes from ‘good’ to ‘bad’ omfrébad’ to ‘good’
channel conditions, respectively. The numberand 3 are the two design parameters of the
adaptive scheme. The time-varying forward channel is meddly two-state Markov chains,
known as Gilbert-Elliott channel models. The states areatttarized by bit error rates, packet
error rates or fading parameters. The performance of thpt@daARQ scheme is measured
by its average throughput over all states of the system maedgth is a Markov chain. A
useful upper bound for the achievable average throughputoisded by the performance of
an (assumed) ideal adaptive scheme which is always in thiee@btransmission mode. The
optimization ofa and 5 is done based on minimizing the mean-square distance betihee
actual and the ideal performance curves. Methods of optgiithe packet size(s) used in the
adaptive selective-repeat scheme are also proposed.

Keywords: adaptive protocol, automatic repeat request, diversitylining, error control, Mar-
kov model, packet combining



Tivistelma

Tama vaitoskirja sisaltaa johdanto-osan ja seite julkaistua artikkelia. Kaikki artikkelit tut-
kivat ARQ-protokollien suorituskyvyn analysointia.

Julkaisuista kaksi kasittelee EARQ:ksi nimettya laagitua ARQ-protokollaa, missa pyritaan

ldytamaan vastaanotetuissa paketeissa olevia térlgadistamalla saman datapaketin kaksi vir-
heellisina vastaanotettua kopiota keskenaan. Yadistén tapahtuu laskemalla bittivektorit yh-

teen modulo 2. Algoritmiin kuuluu suoraviivainen oikearokiisanan hakuprosessi, jonka las-
kennallinen kompleksisuus kasvaa nopeasti kohtuuttornareksi. Taman ongelman ratkai-

suksi ehdotetaan muunnettua algoritmia, missa hakaorkynnistetaan vain, jos modulo-2-

summaimen ulostulossa on korkeinta#lp,, ykkosta. Artikkeleista toisessa kasitellaan aika-
ja toisessa puolestaan paikkadiversiteetin hyodyregmi

Loput viisi julkaisua tutkivat adaptiivisten ARQ-protaken suorituskykya. Tehokkuutta mi-
tataan lapaisylla (throughput), ja kasiteltavanat seka valikoivaa toistoa hyodyntavat SR-
protokollat (selective repeat) etta liukuvaa lahetisikaa kayttavat go-back--protokollat.
Tarkasteltavissa adaptiivisissa protokollissa lahedtia on kaksi tilaa, joiden valilla siirrytaan
Y.-D. Yaon vuonna 1995 esitteleman algoritmin mukaisestperakkaista negatiivista kuit-
tausta (eli uudelleenlahetyspyyntdoda) merkitseeg k#ilavan tila on todennakoisesti muuttu-
nut ‘hyvasta’ ‘huonoksi’;3 perakkaista positiivista kuittausta puolestaan takan merkiksi
painvastaisesta muutoksesta. Luwui § ovat talla periaatteella toimivan adaptiivisen proto-
kollan kaksi suunnitteluparametria. Aikavaihtelevibdfyskanavia mallinnetaan kaksitilaisilla
Markovin ketjuilla, joita nimitetaan Gilbert-Elliotkanavamalleiksi. Kanavan tila maaritellaan
joko bittivirhetodennakoisyyden, pakettivirhetodé@kiisyyden tai haipymisparametrien avul-
la. Koko systeemin tilamalli osoittautuu Markovin ketjukis adaptiivisen protokollan suori-
tuskykya mitataan laskemalla sen keskimaaraineai$gpyli kaikkien tilojen. Saavutettavissa
olevalle keskimaaraiselle lapaisylle saadaanajtataskemalla lapaisy hypoteettiselle ideaali-
selle adaptiiviselle protokollalle. Optimaaliném, 3)-pari on se, jota vastaava lapaisykayra on
lahimpana ideaalista kayraa pienimman nelioeeh mielessa. Lisaksi julkaisuissa on tutkittu
kaytettavan pakettikoon optimointia adaptiivisillR-$rotokollille.

Avainsanat: adaptiivinen protokolla, ARQ, diversiteettiyhdistelyakkov-malli, virheentark-
kailu
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Chapter 1

Introduction

1.1 Motivation

During the past couple of decades, digital communicati@tegome ubiquitous. The simplest
digital communication system, a communicatlok, is shown in its most abstracted form in
Figure 1.1. The task dhe transmitteris to render the message suitable for transmission over
the channel.The channel is the physical medium that is used to conveyntioennation from

the transmitter to theeceiver. In [30, p. 15], communication channels are divided into two
basic groups: channels basedguided propagatiorftelephone channels, coaxial cables and
optical fibres), and channels basedfae propagationwireless broadcast channels, mobile
radio channels and satellite channels). The receiver stearts the message from the received
signal.

Transmitter Channel Receive

Figure 1.1: Digital communication link

The communication channels exhibit many kinds of non-iéehlaviour, such as additive noise,
fading caused by multipath propagation, and intersymheriarence. As a result from these
phenomena, the received signal is often so badly distohadthe message cannot be recon-
structed unless some kind effror controlis used.

1.2 Background: ARQ and FEC

There are two basic approaches to error control in digitatroanicationsforward error cor-
rection (FEC)andautomatic repeat request (AR(3M, 77].



In the FEC systems, parity-check bits are added to eachntitted message block to form
a codeword based on the error-correcting code that is besed.uThe receiver attempts to
locate and correct the errors that it has detected in a redeword. After the error-correction
procedure, the decoded data block is delivered to the end As#ecoding erroroccurs if the
output of the decoder is a different codeword than the onewtha originally transmitted. The
FEC systems are designed for use in simplex channels, whiengniation flows in only one
direction.

In an ARQ scheme, a high-rate error-detecting code is uggther with some retransmission
protocol. If the receiver detects errors in the receiveddybgenerates a retransmission request,
or a negative acknowledgement (NACK). If no errors are deten the received word, the
receiver sends a positive acknowledgements, called an &Ke transmitter. The most widely
used error-detecting codes are the cyclic redundancy qi@RRK) codes because of the ease of
implementation. Unlike the FEC systems, the ARQ schemasnethe presence offaedback
channel.

The stop-and-wait (SW) schengethe simplest of all ARQ schemes. In this scheme, the trans-
mitter sends a codeword to the receiver and waits for an adiedgement. If an ACK comes,
the transmitter sends the next codeword in the queue; inafes®&ACK, the same codeword

is retransmitted, and this process continues until theworikis accepted. If the system has
a significant round-trip delay, the SW scheme becomes guiakly inefficient because of the
idle time that the transmitter spends waiting for acknogksdents.

In thego-back-N (GBN¥cheme, the transmitter sends codewords continuouslytaresshem

to wait for acknowledgements; buffer space férpackets is needed at the transmitter. The
acknowledgement for a codeword arrives after a round-teipyd during whichNV — 1 other
codewords are transmitted. When a NACK is received for cadéw the transmitter stops
transmitting new codewords, goes back to codewoadd retransmits it and th& — 1 fol-
lowing codewords. The receiver discards the erroneouskived codeword and allN — 1
subsequently received words, regardless if they are &gerer not.

Another continuous ARQ strateggelective-repeat (SRARQ, is much more efficient than
GBN, since only negatively acknowledged codewords aramstitted. After resending a neg-
atively acknowledged codeword, the transmitter contirtteessmitting new codewords in the
transmitter buffer. Whereas the GBN scheme automaticaéiggrves the original order of the
codewords, the receiver in the SR scheme must have some bpéee to store the correctly
received codewords that can not yet be released.

If some error-correcting capability is added to an ARQ sahene have &ybrid ARQ (HARQ)
scheme. HARQ schemes, which are thus combinations of ARQF&® are discussed in
Section 2.5.

1.3 Scope and Structure of the Thesis

This thesis consists of mainly theoretical studies on théopmance of some ARQ schemes.
Two kinds of schemes have been studied: (i) ARQ schemes wignsity combining in [P1]



and [P7], (ii) adaptive ARQ schemes in [P2]—-[P6].

An ARQ scheme with packet combining (using time diversity)studied in a random-error
channel environment in [P1]. Approximate performance ysialis presented and the results
are compared to simulations. The packet combining algorithased on computing the bit-
wise modulo-2 sum of two erroneous copies of a packet wasnatly proposed by Sindhu
in [67]. In [P7], the same scheme, referred to as the EARQmehgor ‘extended ARQ’) is
used in a wireless communication system where there arerntenaas at the receiver. That is,
spatial diversity is utilized. The performances of the EAReme and three other schemes
are compared in fading channels by simulations. A sum+aisaids model, derived from that
proposed by Jakes in [32], is used to represent Rayleighdachannels. The sinusoids have
random frequency inside the Doppler spectrum, and randasegph

In [79], Yao proposes an adaptive GBN scheme with two trassion modes, denoted liyand

H and meant for ‘good’ and ‘bad’ channel conditions, respetyi What is significant for this
thesis is that he suggests a simple algorithm for detectiagmel state changes, which is based
on observing the acknowledgments and is defined by two intejaed parametersy andj:

if o contiguous NACKs are received by the transmitter when ihismbdeLZ, it is concluded
that the channel conditions are deteriorating and thermnates switches to mod€&; if 3 ACKs

are received contiguously while the transmitter is in méflemodeL is resumed. In [3, 4]
and a few other articles, Annamalai and Bhargava study agaBN and SR schemes based
on Yao’s channel sensing algorithm; they also attempt tovope the design parametetisand

(5. However, no time-varying channel model where the chartag sictually changes has been
specified in these articles, and the same is true for Yaotgrai paper. This is the starting
point for the publications [P2]-[P6] of this thesis. In diese papers, the performance of the
adaptive SR or GBN scheme using Yao’s algorithm is evaluatedo-state Markovian channel
environments under varying assumptions about the retuanra and the round-trip delay.

The summary of the thesis is organized as follows. Chaptevizws some basic concepts,
including some channel models, performance measures of 8¢t@mes and hybrid ARQ.

Chapter 3 is a survey of the contents of publications [PA}[®hile Chapter 4 covers publi-

cations [P1] and [P7]. The summaries of all seven publicat&re provided in Chapter 5, and
finally some concluding remarks are made in Chapter 6.






Chapter 2

Basic Concepts

2.1 Channel Models

In order to evaluate the performance of error control systeme must model the circumstances
where they operate. Here we take a somewhat limited pergp@ct modeling communication
channels, and by ehannel modelve mean a mathematical model for the noise process or the
error process associated with the communication channel.

2.1.1 Discrete-Time Models

Most of the channel models considered in this workdiserete-timenodels, which are charac-
terized by the values of bit error rate (BER) or packet erave (PER). Depending on whether
the time unit of the model is the transmission time of one baree packet, these models can be
divided intobit-levelandpacket-leveimodels.

The simplest discrete-time model is the memoryless bingmnsetric channel (BSC) [27, 59],
which is also often referred to as trendom-errorchannel. In a BSC, a bit is received in error
with a certain probability (the BER), independently of &ktother bits. As a result, the number
of bit errors in a receivea-bit packet is binomially distributed; if the BER is equaldothe
PER is given by

(2.1) P.(nye)=1—(1—¢€)"™

A schematic picture of the BSC where the BER is equali®shown in Figure 2.1.

In many practical channels, especially in the presenceduidg the bit errors are not statistically
independent, but occur in bursts. They are called chann#iswemorypr burst-errorchannels.

If FEC is used and the error-correcting code is designed tieecbrandom errors, the channel
errors can be made to look more random by usinghterleaverafter encoding the data block
and ade-interleaverbefore decoding the received word [59, 68]. On the other haRD



input output

Figure 2.1: The binary symmetric channel

schemes typically perform better with bursty errors thatihwandom errors if the average error
probability is the same.

Hidden Markov models (HMMs) have become popular in modgltommunication channels
with memory [35, 71]. This is because they can be easily fittezkperimental data, and many
important statistics can be evaluated in closed form.

In [28], Gilbert proposed a simple HMM to model burst-errbiaonels. This model is a two-
state Markov chain, where the probability of a bit error is1GtateG (for ‘good’) and of the
order of1/2 in stateB (for ‘bad’). This is a bit-level model where a state trarmit{possibly
back to the same state) occurs after each transmitted bdttigeneralized this model in [25] by
allowing a small non-zero bit-error probability in stdte This kind of HMMs are consequently
known as Gilbert-Elliott (G-E) models.

The HMMs can also be used to model random-error channelsanthererror rate varies with
time. This kind of two-state HMM was used for example in [48H&éhas also been assumed
in [P2]. Figure 2.2 shows the state transition diagram of gacket-level model, in which the
statesG and B are characterized by their BER values,ande, (¢, < €). The transition
probabilities fromG to B and fromB to GG are denoted by andd, respectively, and the time
interval between state transitions is assumed to be eqtia ttansmission time of one packet.
The occupation times of statésand B are geometric random variables with mearis and
1/4, respectively. The steady-state probabilities of beingtéess and B are given by

)

2.2 =
(22) o=y
_ 7

(23) 7TB—ry+(,)_.

In [P4] and [P5], it was assumed that there is a state transititer each transmitted bit. This
was done because it was necessary to make the definitiondféin@el environment completely
independent of the packet size. In this model, the tramsgirobabilities from to B and from
B to G are denoted by, andd,, respectively 1o,y < 1). Once the packet size is fixed to
n bits, anapproximatepacket-level model with parameteys= nv, andd = nd, is adopted.
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Figure 2.2: The packet-level Gilbert-Elliott channel mbde

This approach makes it possible to compare the system peafare with different packet sizes
under approximately similar channel conditions.

A packet-level G-E model was used also in [P6] with the ddfere that the states and B
where defined by their PER valudg,; and P, ».

Unreliable return channels have also been considered ipubkcations of this thesis. It has
been assumed that an acknowledgement, ACK or NACK, can lsedrdut an ACK cannot
become a NACK or vice versa. A similar assumption has beereraagl in [11, 83]. In [P5]
acknowledgements were erased randomly with probal#litywhereas in [P4] and [P6] a G-E
model was assumed also for the feedback channel. In this @delnwhich is assumed to be
independent of the forward channel, all the acknowledgé¢sreme received successfully in the
‘good’ state, which is denoted ly but the probability of erasure 3, in the ‘bad’ state, which
is denoted by.

2.1.2 Threshold Model for Fading Channels

If we use a somewhat simplified description, the averagewetiaof a Rayleigh fading channel
can be described by two parametgrendf,. Here,p is the ratio between the receiver threshold
power and the average received signal power, i.e. a smallee vfp means that the channel is
better on the average. The threshold power level is selsctéht if the instantaneous received
signal power is below the threshold value, it can be consdiénat there is a ‘fade’ going on.
The other parametefy, is the maximum Doppler shift, which is equaldp) [32], wherev is
the velocity of the mobile terminal andis the carrier wavelength.

By using the level-crossing statistics presented in [32] araking some further simplifying
assumptions, DaSilva et al. derived in [21] a simple closed expression for the PER in a
fading channel described by the threshold model

nfp\/2mp
)|

Y

(24) Pe(pa fD,TL) =1- €Xp |:_<

wheren is the packet size in bits an@d is the channel transmission rate in bits/s. The following
assumptions were made:

e The channelis in one of the two possible conditions at angtitme received signal power
is either above (‘non-fade interval’) or below (‘fade intal) the threshold level.



e A packetis received correctly if and only if the whole packess contained in a non-fade
interval.

e The length of the non-fade interval is exponentially dizited.

This PER expression was used by Annamalai and Bhargava ,rafd] in [P3] a two-state
packet-level HMM was used, where the statéand B were defined by the parameter combi-
nations(p:, fp.1) and(pz, fp.2), respectively.

2.2 Performance Measures

2.2.1 Throughput Efficiency

The most important performance measure for the ARQ schesntbe ithroughput efficiency,

or simply thethroughputn. The throughput is defined as the ratio of the average nuniber o
information bits successfully accepted by the receiverynértime to the total number of bits
that could be transmitted per unit time [44]. It can be noteat the throughput of an FEC
scheme is a constant irrespective of the channel condjtems it is equal to the rate of the
error-correcting code.

A related performance measure, which we will call feeket throughpuand denote by, is
defined as the average numbeipaicketsaccepted successfully per one transmission. It is the
inverse number of the average number of transmission atsameeded until a packet is received
successfully. The difference betweemndT is that in computing;, only the information bits
are considered ‘useful’, and hengeepresents the ‘real’ transmission efficiency. The quiastit

n andT relate to each other as follows:

k (k/n)
2.5 =—-T=
(2.5) n=- x|’
wherefk /n is the rate of the error-detecting code used by the ARQ schandeX is the random
variable that represents the number of transmission ateengeded until a packet is received

successfully. Naturally, the distribution &f depends on the channel (also the return channel)
error statistics.

2.2.2 Other Performance Measures

Besides throughput, many other performance measures of #lR@mes have been proposed
and studied. Most of these are related to the delay in datig¢he packets.

As it was pointed out in [37], the total delay of a link layerckat consists of thé&ransport
delayand theresequencing delayOf these two, the transport delay is further divided into the



queueing delagnd thetransmission delayin two early studies [40, 70], the authors derived the
generating functions of the transport delay and the tratsngueue length for the basic ARQ
schemes when packet errors occur randomly and new packgtsatrthe transmitter according
to a Poisson process, and in [69] these studies were exteéodddnnels with memory. The
mean queue length and mean transport delay for the SR schameanwitrary new packet
arrival process and random errors were obtained in [2]. B}, [he authors derived the exact
distribution of thedelivery delay,which is the sum of transmission delay and resequencing
delay, for the SR scheme, when a two-state Markovian chanodkl was assumed. Random
errors in both forward and return channels were assumed Wigemean transmission delay
was calculated for the basic ARQ schemes in [46] using sifioal graphs, and the authors
generalized the analysis to Markovian channels in [47]. meeent article [49], Luo et al.
calculated the first and second order statistics for theveiglidelay of a higher layer packet
consisting of a fixed number of link layer blocks, when the $Resne was used in a random
error channel environment. A delay related performancesomea namely the probability that
a packet is not delivered withif time slots of its arrival at the transmitter, has been sulidie
[63, 82].

In the recent years, communications between light poriddéces with finite battery resources
have become increasingly important. Theref@meergy efficiencys also an important perfor-
mance measure of an error control strategy and has beersséste.g., in [18, 81].

2.3 Throughput Performance of Basic ARQ Schemes

The throughput of the SW scheme is given by [44]

2. =

whereP, is the probability of a successful transmissidnjs theround-trip delayin seconds,
and R is the bit rate of the transmitter. The round-trip delay isi@portant system param-
eter, which is defined as the time that elapses after a pag&ets the transmitter before the
corresponding acknowledgement arrives [43, p. 459]. Hehde/n is the number of pack-
ets that could be transmitted during the idle time periodme transmitter is waiting for an
acknowledgement.

In the GBN scheme, the transmitter does not stop to wait fkn@wledgements after sending
a packet, but transmits the next packet in schedule. BotsBM scheme and the SR scheme
arecontinuousARQ schemes in this sense. If there is a retransmission sefprea packet, the
transmitter resend¥ packets, namely the negatively acknowledged one and digwedy — 1
packets that follow, since the receiver has discarded tia@quis transmission attempt of those
packets. The parametat, which is the length of the ‘sliding window’ in this protocalepends
on the round-trip delay as follows [10]:

2.7) N-1= [%w,

n



and the throughput of the GBN scheme in a random-error cthégwen by [44]

P.-(k/n) (1= P.)(k/n)
P.4+(1-P)N 1+ (N-1)P’

(2.8) NGBN =

whereP, = 1 — P, is the PER of the channel. Unlike the SW and SR schemes, tbeghput
of the GBN scheme does not depend only on the average PERsbutrehow the packet errors
are distributed. It was shown in [42] that if the average PEBé same but errors are burstier,
then the throughput of the GBN scheme is higher.

If the receiver of the SR scheme has an infinite buffer (i.eréltannot be buffer overflow), the
throughput is independent of the round-trip delay and isgivy [44]

(2.9) S (5)
n

If the round-trip delay is small enough to be negligible,,itee acknowledgement for a packet
arrives instantaneously after the transmission has etided all the three basic ARQ schemes
are clearly identical, and we have what is referred to asdbal SR (ISR) schenj26]. Fig-

ure 2.3 shows the throughputs of the three basic ARQ schesimetions of the BER in a
BSC, whenmn = 200, £ = 184, and N = 10 (i.e. the round-trip delay equals the transmission
time of 9 packets).
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Figure 2.3: A performance comparison of the basic ARQ sclseme
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2.4 Improving Basic ARQ Schemes

2.4.1 Selection of the Packet Size

As we have seen, the throughput efficiencies of all the baB@Q Achemes are functions of the
packet size:. Consequentlyp is a very important design parameter when the performance of
the scheme is optimized. There is an obvious trade-off Hereshort blocks, the PER is lower
and fewer bits are retransmitted in the case of an error; ®otier hand, a larger proportion of
time is spent on transmitting the actual data bits if londecks are used.

Optimization of the packet size has been studied externsinghe past, e.g., [20, 21, 38, 55,
56]. In [38], Kirlin studied the maximization of the quantithat he called the ‘transmission
efficiency’, which was essentially the same as the througéfficiencyr. A different approach
was taken in [20], where the author considered random{emgssages, which were divided
into blocks of fixed length before transmission. The lendtthese blocks was optimized so
that the average ‘wasted time’ per message was minimizediftte spent on retransmissions,
acknowledgements, and transmitting non-data bits wasderesl ‘wasted’). The optimization
was performed for all the three basic types of ARQ schemeh;lamdom-error and burst-error
channels were considered. In [56], throughput efficiemeyas maximized with respect to the
packet size for the basic ARQ schemes. An interesting Bagemspproach was proposed in
[55], where the expected efficiency of an adaptive ARQ schemse maximized with respect
to the packet size, given the transmission history. Padketaptimization for adaptive ARQ
schemes has also been considered in the publications ah#ss, as will be seen later.

The throughput of the SR scheme was given in ( 2.9). Howewneha articles of this thesis, it
usually appears in the functional form
n—~h n—nh

- 1 —P.(n,e)] = -

(2.10) nsr(n, €, h) =

(1 - E)n>

wheren is the packet size in bits; is the channel BERP.(n, ¢) is the channel PER, and
h = n—Fk is the number of overhead (i.e. non-data) bits per pack#ieldcknowledgements get
erased on the return channel randomly with probabfitythe throughput must be multiplied
by (1 — Py). If we differentiatensg with respect ton and set the derivative as zero, and then
solve forn, we get

hin(l —€) — /h2[n(1 — €)]2 — 4hIn(1 — ¢€)
2In(1 —¢) ’

(2.11) Mopt =

which must naturally be rounded to the one of the adjaceepartvalues that yields higher
throughput.

Figure 2.4 showsgsg as a function of, for BER valuesl0—, 10~#, 10~2 and10~2. It can be
seen that the optimal packet sizes become smaller and tineedgteeper’ as the BER increases.
If h = 16, the optimal packet sizes corresponding to BER valles, 10—, 102 and10~2 are
1273, 408, 135 and 49 bits, respectively. In Figure 2.5, RéBoughput is shown as a function
of the BER for these four packet sizes. We call the value oBEBER at which the two curves

11
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Figure 2.4: The SR throughput as a function of packet size fwitr different BER values when
h =16 and Py = 0.02

corresponding to packet sizes andn, intersect thecrossover BERf these packet sizes. In
particular, ifn; = 2n,, then the crossover BER is given by [P4]

2(ns —h)y/”{

2.12 =1-
( ) €co |: 277,2 —h

2.4.2 Use of Multicopy Transmissions

Another potential method of improving the performance & Hasic ARQ schemes in poor
channel conditions is to use multicopy transmissions, e/haultiple copies of each data block
are sent contiguously before moving on to the next block hedale. If at least one of the
copies is received successfully, the data block is ackrubyed positively.

For the SR scheme, the throughput would actually decreaseilticopy transmissions were
used because then some successful transmissions wouldsbedyavhich does not happen
in the basic SR scheme. However, if the buffer space at theveacis severely limited, the
probability of buffer overflow can be decreased by sendindtipie copies of the packet in
the retransmissions. A modified SR scheme based on this ideg@rmeposed and analyzed by
Weldon in [75]. If the delay performance is considered iadtef throughput, it was shown in
[80] that in some burst-error channels the mean transrmsigtay of a packet in the SR scheme
can be reduced by sending two identical copies of the paeketrated by a fixed delay at each
transmission attempt.
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Figure 2.5: The SR throughput as a function of the BER withr flitferent packet sizes when
h=16andP; =0

In the publications of this thesis, multicopy transmissiare considered with the GBN scheme.
An early related work was [64], where Sastry suggested afeddsBN scheme in which, after
a retransmission request, the same data block is sent egibeantil an ACK is received for it.
GBN schemes with multicopy transmissions have also beeteste.g., in [9, 10]. The delay
performance of multicopy GBN schemes was studied in [22]10}, the authors showed that
if the GBN ARQ scheme is used in a stationary channel with csangacket errors, then the
optimal strategy, which maximizes the packet throughgug use the same numberof copies

in all transmission attempts of a data block. The optimalealfm, however, depends on the
PER and the round-trip delay.

If the PER isP. and feedback errors occur randomly with probability, then the packet
throughput of then-copy GBN scheme is given by [79]

1-[1-(-F)A-P)I"
m+(N—=1)[1—(1-P)(1-P)™

Figure 2.6 showd gy as a function of the PER fon = 1,2, 3,4 whenN = 10 and Py = 0.
It can be seen that the performance can be improved sigrifiday selecting the value af
optimally based on channel state information. The PER \alwdich the curves corresponding
tom = my; andm = ms, intersect is called therossover PERIn the interesting particular case

(2.13) Teen(N,m, Pe, Py) =
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wherem; = 1 andmy = 2, the crossover PER can be shown to be [P6]
L_p
N f

2.14 P, = )
(2.14) T
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Figure 2.6: Comparison ofi-copy GBN schemes with different valuesaf

2.5 Hybrid ARQ and Packet Combining

The combinations of ARQ schemes and FEC are known as hybriQ ARARQ) schemes
[43, 77]. These schemes are further classified into typeARB-I) and type-lIl (HARQ-II)
schemes.

2.5.1 HARQ-I Schemes

In HARQ-I schemes, all the transmission attempts of a pamieeidentical codewords contain-
ing redundant bits for both error detection and error coiwac There are two different ways
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to accomplish this. In the early HARQ-I schemes, such asststigdied in [65, 66], one block
code was used simultaneously for error detection and eomection. Another approach is to
use two codes: an inner code, which is used for error coar¢tind possibly for simultaneous
error detection if it is a block code), and an outer code, Wiscused for error detection only.
This kind of HARQ-I schemes which use concatenated codinigh&mce require two encoders
at the transmitter and two decoders at the receiver havefzepnsed and analyzed for example
in [8, 24, 36].

Generally speaking, the HARQ-I schemes are best suitedhfmrel environments where the
level of noise and interference is fairly constant. Thendhm®er-correcting capability of the

FEC part of the scheme can be designed so that most of theeeusly received words can be
corrected, which reduces the number of retransmissionsvekder, in time-varying channels,

these schemes lack flexibility in adapting to changing ckhoonditions: the additional parity

bits for error correction may represent a waste of bandwidtén the channel BER is low for

long periods of time; on the other hand, the designed ewmecting capability may not be

sufficient for the occasional noisy periods.

2.5.2 HARQ-Il Schemes

The adaptivity which is desired in time-varying channeliemvments is achieved to some extent
by HARQ-II schemes, where the parity bits for error corr@ctare sent only when they are
needed. This is known as the method of incremental reduggtmecconcept of which was first
introduced by Mandelbaum in [51]. On the first transmissitb@rapt, only parity bits for error
detection are appended to the message, in the same way asidnABRQ schemes. If errors
are detected in the received word, it is stored in a bufferaretransmission is requested. The
retransmission is not the original codeword but a block aftpaheck bits formed based on
the original message and an error-correcting code. Wherbtbtk is received, it is used to
correct the errors in the previously stored erroneous wibitthe error correction fails, another
retransmission is requested, which can be either a repetfithe original codeword or another
parity block, depending on the retransmission strategytlamtype of error-correcting code that
is used. This process continues until the original codewsodelivered successfully. One of the
first articles to describe a scheme using incremental reghaoydwas [53], where Reed-Muller
or convolutional codes were used for error correction.

Probably the most widely known HARQ-II scheme, and the ficktesne to be called by that
name, was proposed and analyzed in a BSC environment in fbjmaproved in [74]. In
this scheme, a rate-1/2 invertible block code or a rate-af#a@lutional code is used for error
correction. In the retransmissions, the original codeveard the parity block alternate, but only
two packets are combined at a time to retrieve the originalsage. Throughput analysis of this
scheme in a packet-level G-E channel was done in [48]. In, [Y&hg and Bhargava studied
the delay and coding gain performance of a ‘truncated’ HAIRheme where at most one
retransmission per packet is allowed, and in [50], Malkkiraad Leib studied the performance
of truncated HARQ-II schemes in block fading channels.

The generalization of this idea to combination of more thampackets is known as code com-
bining and was first suggested by Chase in [17], and the timmutgperformance of an HARQ-
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Il scheme using code combining was studied by Kallel in [J4is type of schemes are often

called generalized HARQ-II schemedn [57], Mukhtar et al. analyzed both the throughput
and the delay performance of a scheme with three ‘stagesia# combining, and more gen-

eral expressions for the mean transfer delay of&stage generalized HARQ-II scheme were
obtained in [41] by using signal flow graphs.

In the recent years, numerous HARQ-II schemes have beemgedpising advanced coding
techniques, such as trellis-coded modulation [23], tudmtireg [58] and zigzag codes [16].

If the packet combining is done after the quantization ofréeeived data into bits, we have a
hard combiningsystem. Lately, there has been a substantial interest in(18éhemes using
soft combiningnethods. In [31], for example, the authors study a schemeend®eral erro-
neously received copies of a codeword are concatenatdabiutihard symbol quantization into
bits) to form a noise-corrupted codeword in a longer, lovate-code. The proposed soft com-
bining method is obtained by using now the symbol-by-synAP (maximum a posteriori)
decoder for the aforementioned longer code.

2.5.3 Diversity Combining

Besides code combining, which is used in HARQ-II schemeslt@nnative way of combining
packets is to use diversity combining, where multiple idexit(except for the errors) copies of
a packet are combined to locate the errors [77, p. 394]. Ocle teechnique is to compute the
bitwise modulo-2 sum (or logical XOR) of two received errons copies of a packet and to
use the resulting ‘joint bit error map’ to retrieve the ongi message. This method was first
proposed in [67], and the throughput analysis of an ARQ seheith packet combining based
on this idea was presented in [P1]. A ‘softer’ form of Sindhcombining method was proposed
by Benelli in [7], where four-level quantization was perfaed on the received packets before
combining. In [1], Adachi et al. studied a time diversity ARQheme which used maximal
ratio combining (MRC) at the receiver, and in [76], Wickerdad a majority-logic diversity
combiner to a HARQ-I scheme to reduce the retransmissions.

2.6 Adaptive ARQ

By an adaptive ARQ scheme, we mean an ARQ scheme with two @ difberent transmission
modes meant for different channel conditions, which us@sesohannel sensing mechanism
to decide which transmission mode is used. A change of trezsgzn mode can mean, for
example, a change of the packet size in the SR scheme (&9),,¢5a change of the number
of transmitted copies of a packet in the GBN scheme (e.g]),[@®a change of the code rate
in an HARQ-I scheme (e.g., [60]). In these schemes, the aiaensing is usually done by
observing the acknowledgements sent by the receiver tadheritter. This can mean either
estimation of error rates, as in [52], or detection of chastete changes, as in [61] and [79],
which does not require as long an observation interval (@Bleliable error rate estimation.

16



In [52], an adaptive SR scheme was proposed, where the psickatised in the current trans-
mission was selected from a finite set of values based on ateyng BER estimate. This
estimate was obtained by counting the incorrectly recepaatkets over a time interval and as-
suming that there can be at most one bit error in an erroneacieeph Another adaptive SR
scheme with variable packet size was proposed in [55], wtera posterioridistribution of
the BER was computed based on the number of retransmissioing dhe OBI, and the packet
size was selected so that the expected efficiency of the qooteas maximized. In [29], an
adaptive SW scheme with variable packet size was proposggiarulated in a fading chan-
nel environment. The selection of the packet size was base¢ldeoPER estimate obtained by
observing the acknowledgements over an OBI.

In [79], Yao proposed an adaptive GBN scheme where the trigtesihmumber of copies of a
packet was variable. The channel sensing algorithm suggjestYao is used also in [P2]-[P6]
and will be described in Section 3.1. Another adaptive GBNeste was proposed in [39].
In this scheme, there a¥ transmission modes corresponding to the numbers of traesimi
copiesl, ..., N. The transmission mode is changed when a possible chanige diannel state
is detected.

Numerous adaptive HARQ schemes have been suggested itetta¢ure. Typically, the code
rate is varied according to the estimated channel conditibmn[72] and [73], adaptive HARQ-I
schemes were studied with convolutional codes used for eomection. Finite-state Markov
models were assumed for the channel. Switching betweesnriagion modes depended on the
number of erroneous blocks occurring during an OBI. A simaldaptive HARQ-I scheme with
either block or convolutional codes was proposed in [60]][6lh], sequential statistical tests
were applied on the acknowledgements to detect channeldtanhges. An adaptive HARQ-II
scheme with variable packet size was proposed for wirel&édsetworks in [33]. This scheme
used rate compatible convolutional (RCC) codes for errorection. In [19], three different
adaptive HARQ schemes are proposed using Reed-Solomos faydaror correction. Another
adaptive HARQ scheme using Reed-Solomon codes with variakeé for error correction was
proposed in [54]. In this scheme, short-term symbol errte veas estimated by computing
the bitwise modulo-2 sum of two erroneous copies of a packéis method was originally
proposed in [15].
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Chapter 3

Adaptive ARQ Schemes Based on Yao’s
Algorithm

3.1 Yao’s Channel Sensing Algorithm

In [79], Yao proposed an adaptive GBN scheme with two trassimn modes and H, meant
for ‘good’ and ‘bad’ channel conditions, respectively. Mod is the standard GBN scheme,
but in modeH, m copies of the packet are sent at each transmission attemptchgg be-
tween transmission modes is done based on the followinglsiatgorithm: in mode., if the
transmitter receives contiguous NACKSs, it switches to modé and begins multicopy trans-
missions. If the transmitter receivéscontiguous ACKs in modéd, it switches immediately
back to modd..

3.2 Related Work

It was noted in [3, 13] that the simple two-state Markov chaged by Yao [79] in his analysis
did not model the dynamics of the adaptive GBN scheme witlirgli OBIs correctly, even

in a stationary channel. Instead, a Markov chain with- 5 states was needed. In [12], a
slightly different adaptive GBN scheme with static OBls @f¢ithso and 3 was modelled by a
two-state semi-Markov process, still assuming a statypnhannel environment. In [4], Yao’s
algorithm was applied to an adaptive SR scheme with varigdbiet size in stationary fading
channels. Optimization of andj for stationary channels has been studied in [3, 5] for an
adaptive GBN scheme in a BSC environment, and in [4] for ap@daSR scheme in a fading
channel environment using the threshold model.
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3.3 System Model and Throughput Analysis

In publications [P2]-[P6] of this thesis, the dynamics of tystem consisting of the time-
varying channel environment and the adaptive ARQ schemmadelled in a straightforward
fashion by Markov chains. The states of these processesaraaterized by the state of the
forward channel @ or B), (possibly) the state of the return channgbf ), the transmission
mode (. or H), and the state of the counter of contiguous NACKs in mbde, ..., a — 1) or
the counter of contiguous ACKs in modé (0, ..., — 1). The number of the states depends
on the feedback channel model and on the values of the deargmptersy and .

In [P2]-[P5], we have studied adaptive SR schemes, werespades ofr; andn, bits, where
ny = 2ng, are used in transmission modesnd H, respectively. The number of parity bits for
error detectionf, is the same in both the cases. The receiver sends the addygsvhents to
the transmitter always after receiving bits. In the H mode, this means acknowledging pairs
of ny-bit packets; still, only the incorrectly received-bit packets are retransmitted. These
definitions make the scheme easy to implement. Switchingd®st transmission modes is done
based on a slightly modified version of Yao’s algorithm: inded,, if the transmitter receives
NACKSs contiguously, it switches immediately to moffe in modeH, after contiguous pairs
of ny-bit packets have been received completely free of errodsaamknowledged positively,
modeL is resumed. In the simplest case, as in [P2] and [P3], therethiannel is assumed to
be error-free and the round-trip delay is assumed to begiblgi Then the system model has
2(a + ) states, which are defined as follows:

(i) Statesl,...,«, also denoted by~L,, wherer = 0,...,«a — 1: the channel state &,
the transmission mode is, and the transmitter has receivedontiguous NACKs. These
states form the grou@'L.

(i) Statesae+1,...,a+ 3, also denoted by: H,., wherer = 0, ..., 8 — 1: the channel state
is GG, the transmission mode 8, and the transmitter has receivedontiguous ‘double
ACKSs'. These states form the groapH .

(i) Statesaa+ G+ 1,...,2a+ [, also denoted by L,., wherer = 0, ..., a — 1: these states
form the groupB L and are similar to the staté&l,, except that the channel is in stdie

(iv) States2a + 5+ 1,...,2(a + (), also denoted by3 H,., wherer = 0,...,3 — 1: these
states form the group H and are similar to the statésH,, except that the channel is in
stateB.

The non-zero transition probabilities are given in Table 3n the table entries?; and Pop
denote the probabilities of a correct transmission in st@tand B, respectively. The transition
probabilities of the forward channel fro to B and from B to G are denoted by andJ,
respectively, as was mentioned earlier in Section 2.1.1.

Figure 3.1 shows the state transition diagram for this systedel wherv = 2 and§ = 3.
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Table 3.1: The non-zero transition probabilities of thetsysmodel in [P2]

old state new state probability
GL() (1 — V)PCG
. GL; (1 =71 = Peg)
GL;, 0<i<a—2 i
== BLo vPoc
BL;y ’Y(l - PCG)
GLO (1 - V)PCG
GHy | (1-7)(1- Pec)
GL,_
! BL vPca
BHO ’}/(1 — ch)
GHy | (1=7)(1— Pee)
. GHz (1 — V)PCG
GH;, 0<i<f—2 1
Sisp BH, (1 — Pog)
BH; vPea
GLO (1 — V)PCG
GHy | (1=7)(1— Pcg)
GHjs_
o BL vPce
BHO ’}/(1 — ch)
GLy 0Pcp
, , _ GLi 6(1 — Pep)
BL;, 0<i:<a-—2 BL, (1= 6)Pon
BLiy (1 - 5)(1 — PCB)
GL() (SPCB
GH, (1 — Pep)
Bl BL, (1—0)Pyp
BHy, | (1-6)(1— Fcp)
GH, (1 — Pep)
. : _ GHi 0FPcp
BH, 0<i<P=2 | o’ | (1-6)(1 - Pop)
BH; (1-90)Pcs
GL() (SPCB
GH() 5(1 - PCB)
BHjy BLg (1 —0)Peg
BHy, | (1-96)(1— Fcp)

The performance of an adaptive ARQ scheme is measured héssvgrage throughput, which
is defined as the average of the throughput of the scheme lbtlee atates of the system model.
For example, the average throughput of the adaptive SR sehefR2] is given by

Nadapt ZUSR(nla €1,h E T+ USR Ny, €1, h E i+

(3.1) i€GL i€GH
nsr(ni, €z, h E i + nsr(ne, €2, h E T
i€BL icBH

where for example) .., 7; is the probability that the forward channel is in stateand the
transmission mode i&, andngsg(ni, €1, h) is the corresponding throughput, and so on.
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Figure 3.1: The state transition diagram of the system miodél2] and [P3] whenx = 2 and
g=3

The average throughput of a ‘real’ scheme (specified by theegafa and3) is upper-bounded
by that of an ideal adaptive scheme, which is always in theéot’ transmission mode. That
is, the time periods when the forward channel is in stamincide with those when the trans-
mission mode i4.. In [P2], this upper bound is given by

(3.2) Nideal = TG - Nsr(n1, €1, h) + 75 - nsr(ng, €2, h),

where the functiomsg (n, €, h) was defined in ( 2.10), ane; andr g are the steady-state prob-
abilities of the forward channel being in statésand B, respectively.

In [P4], the round-trip delay was also assumed to be neddigiut a G-E model was now
assumed also for the return channel. The state of the tosétsyconsisting of the adaptive
SR scheme and the two channels develops in time accordiniyltrkov chain withd(a + 3)
states, which are defined as follows:

() Statesl,...,«, also denoted by:gL,, wherer = 0,...,a — 1: the forward and return
channel states a@ andg, respectively, the transmission modelisand the transmitter
has received contiguous NACKs. These states form the graouy. .

(i) Statesa+ 1,...,a + 3, also denoted by7gH, , wherer = 0,..., — 1: the forward
and return channel states areandg, respectively, the transmission modeHs and the
transmitter has receivedcontiguous double-ACKs. These states form the giGy@/ .
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(i) Statesa+p3+1,...,2a+ 3, also denoted b§bL, , wherer =0, ..., « — 1: these states
form the groupGGbL and are similar to the staté#gy L, , except that the return channel is
in stateb .

(iv) State2a + 5+ 1,...,2(a + (), also denoted bybH,. , wherer =0, ..., 5 — 1: these
states form the grouprbH and are similar to the stat&sgH, , except that the return
channel is in staté.

(v) State(a+ )+ 1,...,3a+ 243, also denoted bygL, , wherer =0, ..., a — 1: these
states form the groupgL and are similar to the stat&€sgL, , except that the forward
channel is in statés .

(vi) States3a+28+1,...,3(a+ (), also denoted by3gH, , wherer =0, ..., 3 — 1: these
states form the groupgH and are similar to the statésgH, , except that the forward
channel is in statés .

(vii) States3(a+ )+ 1,...,4a+ 373, also denoted bysbL, , wherer =0,...,a — 1: these
states form the groupbL and are similar to the staté€sbL, , except that the forward
channel is in staté .

(viii) Statesda+35+1,...,4(a+ ), also denoted bybH, , wherer =0, ..., 5 — 1: these
states form the groubH and are similar to the stat€shH, , except that the forward
channel is in staté .

The transitions between the states of the system model hagigegular time intervals corre-
sponding tor, transmitted bits. They are determined by

e state transitions of the two channels,
e success/failure of the transmission of the current packet,

e correctness of the corresponding received, acknowledgiefties is relevant only when
the return channel is in stabg

The number of possible state transitions from one stateeofytstem model is either 8 or 12,
depending on the possibility and consequences of a feedivamk Note that in the preceding
case of error-free return channel, there were only 4 passiahsitions from each state.

It is very difficult to draw a complete state transition diagr of the system model clearly, even
with small « and 5. However, there is a lot of symmetry in the model. The set aftfest can
be divided into four subsets in a very natural way based ochhenel state combinations. We
denote these subsets &y, Gb, Bg andBb.

Table 3.2 shows the non-zero transition probabilities far groups of states7gL and BbH .
In the table entriesl’. ; and P, , are the probabilities that there is at least one bit error in a
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Table 3.2: The non-zero transition probabilities for twouys of states of the system model in

[P4].

old state

new state

probability

GgL;, 0<i<a-1

GgLQ
GgLiw (if i # a—1)
GgH, (ifi=a—1)
GbLyg
GbH, (if i = a — 1)
BgLO
BgLiy (ifi # a —1)
BgHy (ifi=a—1)
BbLy
BbH, (if i = a — 1)

(1=7) (A=A (1= Fe)
(1 =) (1 =A) Pey

(1_7 )\Pe71
y(1=XN1-P.,)
’y(]_—)\)Pe,l
’Y(]_—)\)Pe,l
YA —P.y)
7)‘Pe71
7)‘Pe71

BbH;, 0<i<fB—1

GgLy (ifi=0-1)
GgH, (if i = 0)
GgH, (if i # 0)
GgH, (if i # 0)

GgHiyi (if i # 8- 1)

GbLy (ifi=p0-1)
GbH, (if i = 0)
GbH, (if i # 0)
GbH; (if i # 0)

GbHiy (if i # 5 — 1)

BgLy (ifi=05—-1)
BgH, (if i = 0)
BgH, (if i # 0)
BgH; (if i # 0)

BgH;i (if 0 £ 3 —1)

BbLy (if it =(5—1)
BbH, (if i = 0)
BbH, (if i # 0)
BbH; (if i # 0)

BbHiyy (if i # 5 — 1)

5“(1_Pf)(1_Pe72)
SulPr+(1— Pr) Pys)
(5# (1 — Pf) Pe,g
5,qu
5“(1_Pf)(1_Pe72)
5(1— ) (1= P) (1 Py)
5(1—p) [P+ (1— P) P
6(1=p) (1= PF) Pep
(5(1 — ,u) Pf
5(1— ) (1= P (1- Pu)
(1-8)pu(1—P)(1- P.y)
(1—0)u[Pr+ (1— Py) P
(1=0)p(l = Fr) Peg
(1=0)p P
(1—8)u(1—P)(1- P.y)
(1=0)(1—p) (1= B (1— P.y)
(1-6)(1— ) [P+ (1 - FY) Puo)
(126) (1= o) (1 - Py) Pos
(1=0)(1—p) B
(1=8) (1= ) (1= P) (1 - Pa)

receivedn,-bit sequence when the forward channel is in stater B, respectively. They are

given by

(3.3)
(3.4)

Pe71 = Pe(nlael)a
Pe72 = Pe(nlaEQ)a

whereP,(n, ¢) was defined in ( 2.1).
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Figure 3.2 shows the possible state transitions in a réstiimodel where only subsets; and

Gb are included, when = 2 and = 3. The model is symmetric in the sense that, for example
from the states in subséth, exactly similar state transitions are possible to subBgtand Bb

as to subsetrg .

Figure 3.2: A patrtial state transition diagram of the systaodel in [P4] whenn = 2 and
g=3

In [P5] and [P6], it is no longer assumed that the round-tefag is negligible. This makes
it more difficult to model the system dynamics because the@eledgement that arrives at
the transmitter is determined by the outcome of the packeistnission that took place one
round-trip delay ago; hence this acknowledgement depeatistgally on the channel stabme
round-trip delay ago.A straightforward Markov model of this kind of system was g@sted
in [14], and the number of states in the system was seen to gxpanentially with the delay
parameterV.

A different, indirect method, which avoids the ‘state exgim’, was used in [P5]-[P6]. In [P6],
for example, where an adaptive GBN scheme similar to the ené&@o’s original paper [79]
was studied in an environment where a G-E model was assuméxbtio forward and return
channels, a Markov chain with the followidga + () states was considered. Only the first two
groups of states are described in detail; the others areedifina similar manner.

(i) Statesl,...,«, also denoted by+'gL;, wherei =0, ..., a—1: the forward channel was
in stateG N —1 time units ago, the return channel is in stateghe transmitter is in mode
L and has receivedcontiguous NACKs. These states form the gratipL .
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(i) Statesae+1,...,a+ (3, also denoted b¥+'¢gH,; , wherei =0,...,3—1: same as:'gL;,
except that the transmitter is in mo#leand has receivedcontiguous ACKs. These states
form the group’gH .

(i) Statesaa+ [+ 1,...,2a + [, also denoted by+'vL; , wherei = 0,...,a—1, form the
groupG’'bL .

(iv) States2a + 5+ 1,...,2(a + ), also denoted by='bH, , wherei = 0,...,5—1, form
the groupG’bH .

(v) State2(a+ 3) +1,...,3a + 23, also denoted by’gL; , wherei = 0,...,a—1, form
the groupB’gL .

(vi) States3a+28+1,...,3(a+ 3), also denoted by’gH; , wherei = 0,...,3—1, form
the groupB’gH .

(vii) States3(a+ 3) +1,...,4a + 33, also denoted by'vL; , wherei = 0,...,a—1, form
the groupB’bL .

(viii) Statesda+306+1,...,4(a+ ), also denoted by'bH; , wherei = 0,...,5—1, form
the groupB’bH .

The state transitions of this model are identical to thogh®imodel in [P4]. The performance
of the adaptive GBN scheme in [P6] was measured by the avepeaiet throughput:

(3 5) Tove :P(GQIL) TGg’L + P(Gg/H) TGg’H + P(Gb/L) Tovr + P(Gb/H) Toya+
' P(Bg/L) TBg’L + P(Bg/H) TBg’H + P(Bb/L) TBb’L + P(Bb/H) TBb’H s
where for exampld’(G¢'L) is the probability that the forward channel statéiand the trans-
mitter is in modeL during the transmission of a packet, and the feedback chanimestateg
when the corresponding acknowledgement arrives,N.e.] time units later, whil€,, , is the
corresponding packet throughput.

The probabilityP(G¢'L) can be expressed as

—_

(3.6) P(Gg'L) = Yp (Gg'Ly),

%

I
o

where the subscriptrefers to the state of the counter of contiguous NACKs in mbde

Note that the probabilitie®(G¢'L;) are not given directly by the stationary distribution of the
Markov chain presented above. Instead, they are obtaiogettfre following simple calculation,
which utilises the Markovian character and independendleeofwo channel models, and some
basic rules of probability calculus (the total probabilifyan event).

P(Gg'L;) =P(G'gLy)(1 — M=) (1 = A1) 4 P(G'bL;) (1 — 4N~y V=D ¢
(3.7) P(B'gL;) §N=D(1 — \V-Dy 4 p(B'bL;) 0D, (N-1),

1=0,...,a—1.
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The probabilities?(G¢'H), P(GV'L), P(GV'H), P(Bg'L), P(Bg'H), P(Bb'L) andP(BV H)
are obtained in a similar way. The corresponding througkiplutes are given by the following
equations

Teyr = Tepn(N,mq, P.1,0),

Teyn = Tean(N,mg, Pe1,0),

Tovr = Tasn(N,my, Pey, Py),
(3.8) Tovn = Tasn(N,my, P 1, Py),
Tpyr, = Teen(N,mq, P.2,0),
Ty = Tapn (N, ma, P2, 0),
Tyt = Teen(N,my, Pe s, Py),
Ty = Taen (N, my, P2, Pf) .

An upper bound fofT,,. is provided by the average packet throughput of an ideal tagap
GBN scheme, where the time periods when the forward chasniel stateG (B) coincide
with those when the transmission modd.i¢/). Since the forward and feedback channels are
independent, this upper bound is given by

Tiaeal =mamgTapn(N, ma, Pe1,0) + memTaen (N, ma, Peq, Pr)+

(3.9)
Tyl aen (N, ma, P.2,0) + mpmpTapn (N, ma, Pea, Py) .

3.4 Parameter Optimization

In [3, 4, 5], the authors presented optimization resultsp@rametersy and 5. An adaptive
SR scheme with variable packet size was considered in [4]Raydeigh fading environment
using the threshold model, whereas the two other papersstisd an adaptive GBN scheme
in a channel environment where packet errors occur randdddwever, none of these articles
used a real time-varying channel model.

A different approach was used in publications [P4]-[P6]ho$ thesis. In each paper, a G-E
channel model was used to represent a time-varying channebament. Further, optimization
of the packet size was studied for adaptive SR schemes irafRU]JP5].

3.4.1 Optimization of the Packet Size

Parameter optimization for the adaptive SR scheme in [R#]RB] was done in two steps. First,
the packet sizes are optimized for the ‘ideal’ adaptive seheand then the optimal packet sizes
are adopted when parameterand/ are being optimized.

In the ‘two-dimensional’ packet size optimization, we leetBER values in forward channel

states and B, ¢; ande,, vary over intervalse; ., €1 5] andles 4, €24], respectively. The scheme
uses two different packet sizes; andn,, wheren,; = 2n,. The smaller packet size, is
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taken as the independent parameter, and the optimal valug iefdefined to be the one that
maximizes the double integral

€1b €2

//nideal(€1>€2§n2)d€ld€2>

€l,a €2,a

while satisfying the conditiom, , < €., < €2,, Wheree,,, the cross-over BER between packet
sizesn, and2n,, is obtained from Eq. 2.12. Maximization of the integral e& equivalent to
maximizing

€1,b €2,b

(3.10) Ii(ny) = / / {WG (1 — 2%) (1—€)* +7p (1 — n%) (1— 62)”2} dedes.

€l,a €2,a

In the ‘one-dimensional’ optimizatiom, is fixed and optimization is performed over a range of
eo-values, and the integral to be maximized is one-dimensiona

€2

(311)  D(ny) = /b{ﬁc (1 _ QL) (1= )™ + 15 (1 - ﬁ) (1- 62)”2} dey

U U
€2 a

In this case, we require that < e, < e, .

3.4.2 Optimization of« and 3

In [P4], the following (one-dimensional) approach is usedhie optimization oty and3. We
use the value of, that maximized,(n,), and define the optimét, 3)-combination as the one
that minimizes the mean-square difference)Qf andn;q.. over the intervale, ,, €24]. This is
approximately equivalent to minimizing the sum

K
(3-12) E(% ﬂ) = Z [Uave(fizk; «, ﬂ) - nideal(€2,k>]2>

k=1
where the sample values,,, £ = 1,..., K, are evenly spaced on the interV@al,, 2 »]. Since
we do not have a closed-form expressiongr. as a function ofy, 3 and other parameters,
a computer search must be used in the optimization. Fig@rstl®ws the average throughput
of the adaptive SR scheme in [P4] with different values.@nd 3, and the upper boungyea,
as functions ot, (the BER in stateB) for a given set of values of the parameters specifying
the SR scheme. The difference between the ideal curve andptiveal actual performance
curve corresponding tay, 5) = (2, 16) is at most points too small to be visible. The two other
parameter combinations illustrated here are clearly iofehoices.

3.5 Summary of Optimization Results

The optimal value of, is determined essentially by the proportion of time that fivevard
channel stays in stat@. The smaller the value of; is, the bigger is the optimal value of.
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Figure 3.3: The performances of the ideal scheme and thdiael&R scheme with different
(o, 3)-combinations when, = §, = 1076

It is hardly surprising that the optimal values @fand 5 are larger for more slowly varying
forward channels. An increased value of the round-trip yelathe probability of feedback
erasure tend to decrease the optimal valugs glfightly, as can be seen in Table 3.3, whéxe

is the round-trip delay expressed as the number of bits Hrabe transmitted during the time.

Table 3.3: Optimization results whefy = 0.

Yo do Dy (a, ﬁ)opt
10~° | 107° | 1000 (2,8)
107 | 10°¢ | 1000 (3,26)
10" | 10°7 | 1000 (3,37)
10~% | 10~8 | 1000 (4,56)
10~ | 10~ | 1000 (4,65)
1075 [ 107 [ 10000| (2,7)
1075 | 10=° | 10000 (2,13)
10~7 | 1077 | 10000 (3,35)
10~% | 10~% | 120000 (4,55)
10~ | 10~? | 10000 (4,64)
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Chapter 4

ARQ with Diversity Combining

4.1 The EARQ Scheme with Time Diversity

In [67], Sindhu proposed a simple idea of combining incdiyereceived packets to recover
the correct packet. A crucial procedure in this scheme wasctimputation of the bit-wise

XOR (Exclusive-OR) or, equivalently, the bit-wise mod@asum of two incorrectly received

versions of a packet. The purpose of this operation was tinfmimation about the potential

locations of the errors in the packets. The analysis in [6Akadered only a burst-error channel
environment. In [P1], this idea has been applied to a sSImBI&BQ scheme resulting in what

is called theextended ARQ (EAR@theme.

The EARQ scheme uses only ofe, k) code, which is used for error detection only. The
scheme operates as follows. If errors are detected in thdrfrssmission of a codeword, the
received vector is stored in the receiver buffer and a retrassion is requested. If the retrans-
mission is error-free, the received vector is assumed tbéettiginal codeword and an ACK is
sent to the transmitter. If errors are detected also in ttiamemission, the bit-wise XOR of the
two erroneous copies of the codeword is computed.

The output of the XOR operation is anbit vector with Os in the bit positions where the copies
coincide and 1s in the bit positions where they differ. Theifans with 1s are the ones where
exactly one of the copies has an error. If, on the other hdradetis at least one bit position
where both copies have an error, this results in a 0 in theubatipthe XOR operation. This
event is called a@ouble errorin [P1].

The next step is to try to recover the original codeword byraigitforward search procedure.
This procedure begins from one of the two copies and stage tilirough the potential error
patterns: the corresponding bits are inverted and the eymeliof the resulting vector is com-
puted based on the error-detecting code. This processo@stuntil either a vector with zero
syndrome has been obtained or all the possibilities have tieecked without a positive result.
In the first case, it is assumed that the correct codewordéms tecovered and an ACK is sent
to the transmitter, which proceeds to transmit the nextwoda. In the second case, a double
error has occurred and a NACK is sent requesting secondsetiiasion of the codeword.
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If the second retransmission is found to be error-free, ddsepted and an ACK is sent to
the transmitter. If errors are detected, the packet comgiprocedure is carried out with, if
necessary, both the earlier received erroneous copiesielbbthese operations is successful,
an ACK is sent. Otherwise, yet another retransmission isestgd. This time, the new copy, if
found erroneous, can be combined with three earlier coprebsso on. The process, of course,
continues until the codeword has been received correctigamvered by the packet combining
procedure.

One aspect that deserves special attention isdhgutational complexityf the search process
mentioned above. If there arg 1s in the output of the XOR operation, there aje= 2" — 2
potential error patterns, all of which are checked if thede# unsuccessful. It is easy to see
thatn,, increases very rapidly with the noisiness of the channeé €iution to this problem is

to define some limitV,,.., as in [P1]: packet combining is not attempted with a pairadkets
if the output of the XOR operation contains more thgn,, 1s.

4.2 Approximate Throughput Analysis

In [P1], the EARQ scheme is analyzed assuming a BSC with BHR\dq p.. Further, it is
assumed that the round-trip delay is negligible and thaagiied code provides perfect error
detection. The packet throughput of the scheme is obtanoea f

(4.1) Tearg = ﬁ ;

where the random variableis defined as the number of transmissions required until awort
has been successfully received, and its expectation Vgllieis naturally obtained from

(4.2) E[L] = i L-P(L).

Clearly, the probability that one transmission is suffitierequal toP. = 1 — P.. ForL > 1,

(4.3) P(L) = {1 -y P(r)} [P+ P.(1—ay(L))],

wherea,(L) is the conditional probability that, given that all tiecopies are erroneous and
that all pairs taken out of the firdt — 1 copies have double errors, tii¢h copy has a double
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error with all theZ. — 1 earlier copies. The exact calculation@f(L) gets complicated when
L > 3. For example, wheik = 3, the events of the pairg, 2), (1, 3) and(2, 3) having double
errors are not independent. However, it turns out that tearaption of ‘independent double
errors’ is a good approximation of reality, as demonstratethe good agreement between the
simulations and theoretical calculations in [P1]. Using ithdependence assumption, we get

2kt kg PR k) - Theiger Py

9 i PETIE el |
where
(4.5) P(k1,... k) = P(ki)P(ky) - -P(kp)

is the joint probability of thel, copies having:,, . ..,k errors, respectively. Since the BSC
model is assumed, the numbers of errors in the copies arpendent and identically distributed
random variables with binomial distributions:

n

(4.6) Pk = ()

)p’éi(l —pe)"H

Further,P, ; is the probability that two copies withy andk; errors, respectively, have a double
error. With the assumption that + k£; < n, it is easy to show that

(n— ki)l (n — k;)!

4.7) Py=1-

If the parameterV,,., is also taken into account, the situation where there are tha@m.V,,..
1sin the output of the XOR operation has the same effect aslal@error. Thus, the following
modification is needed:

n'(n—kz—kj)' ’

(n—ki)l(n—k;)! :
| — k)t e < N
(4.8) P = _ T
1, if ]fl—l-k?] > Npjax -

The ‘limited’ EARQ scheme has been simulated with threeeddit values ofV,,., using 100-

bit packets. Figure 4.1 provides the results from these Isitions along with approximated
theoretical packet throughputs for both ‘limited’ and ‘inmited’ EARQ schemes. In this case,
the probabilitiesP (L) have been computed up fo= 5, and P(6) has been approximated by
the tail distribution. Even withV,,., = 10, packet throughput of approximately 33% can be
achieved at BER as high as 0.05.

33



1 T T T T T T T T T

*—k—k : Nmax=10 (theoretical and simulated)

|

: Nmax=11 (theoretical and simulated) -

+—+—+ : Nmax=12 (theoretical and simulated)

o
o0
\

: No-Nmax (theoretical) =

©
~
I

o
o
\

Packet throughput for 100-bit packets

o
o1
T

0.4

03 ! ! \ \ \ \ \ \ !
0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05

BER

Figure 4.1: The packet thoughput of the EARQ scheme with atttbwt V..,

4.3 The EARQ Scheme with Spatial Diversity

The throughput performances of four different ARQ schenmrescampared in the context of
space diversity reception in [P7]: (i) the basic SR ARQ schéno diversity); (ii) the SR ARQ
scheme with switched diversity, where only one receivingg@ana is active at a time, and the
active antenna is changed after every erroneously recgaekiet (the ‘SAD’ scheme in the
paper); (iii) the SR ARQ scheme with modified selection dsitgr where both the antennas are
always at use, and an ACK is sent to the transmitter if at l@astof the antennas receives the
packet without errors (the ‘NSD’ scheme in the paper); (& EARQ scheme studied in [P1],
this time utilizing spatial diversity and combining two @neous copies of a packet that have
been received simultaneously on the two antennas.

In the AWGN channel, the throughputs can be calculated &nally. If the BPSK modulation
scheme is used, and the channel code rat.ishe bit error probability in an AWGN channel
with the SNR equal td, /N, is given by [6]

(4.9) p= % erfc( B e )

Note that, since bit errors are random in AWGN channel, paekers are also random. Thus,
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the SAD scheme does not provide any benefit over simple SRrezire AWGN channels.
In the NSD scheme, the probability of successfully recgjanpacket is that of a successful
reception over either of the diversity branches, that is,

(4.10) Pr=1-(1-(1-p)")7?
and the throughput is

k
(4.11) INSD = P.

In the SR-NSD-EARQ scheme, when both copies are erroneqagkat is retrieved correctly
if the combined copy does not have a double error, and if tted taumber of errors in the
combined copy is at mosY,,... The probability that both these conditions are satisfied is

Py = Nri_l{ (]Z)Az)’“(l—p)”_k1 (1=p)" Nmfkl Kngjl)p“(l—p)"%_ﬂ }

k1=1 ko=1

Nmax_]- Nrﬂax—kl n n k
— M k1+ko 1— 2n—k1—ko
> > (1)),

k1=1 ko=1

(4.12)

and the throughput of the EARQ scheme is given by

k
(4.13) TEARQ = E(Pl + P).

In Figure 4.2, the throughput curves of these schemes atee@lvithk = 84 andn = 100. It
can be seen that, even witfy,,,, = 4, the EARQ scheme provides considerable performance
gain over the other schemes with very reasonable additcmmaputational complexity.

The performances of the four schemes in Rayleigh fadingretlarare compared by simulations
using the Jakes model. The throughput curves of the four A&@rmes as functions of the
average SNR, when = 1 m/s, n = 100 bits, andV,,., = 10, are shown in Figure 4.3. One
observation that can be made is that the SAD scheme is claghrior to the basic SR scheme
over the wide range of SNR considered here. This indicaegsthie average duration of fades
is fairly long, and the switched antenna diversity improtres performance significantly. The
SR-NSD and EARQ schemes can provide further performanceowvements.
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Chapter 5

Summary of Publications

In [P1], we present an approximate (packet) throughputyarsabnd a simulation study of an
ARQ scheme with packet combining in the stationary BSC emwvirent. The packet combining
algorithm, where the bitwise modulo-2 sum of two erroneayses of a packet is computed to
locate the errors, was first proposed by Sindhu in [67]. Thielyaf the approximate analysis
is verified by the good agreement with the simulation resdlte packet combining algorithm
involves a straightforward search procedure, the comijouiatcomplexity of which easily be-

comes prohibitive. As a solution to this, a modified schempriggposed, where the search
procedure is attempted only when there are at mgst, 1s at the output of the modulo-2
adder. Packet throughput curves of the modified scheme {hetretical and simulated) as a
function of the channel BER are shown with various valued/gf, .

Publication [P2] introduces an adaptive SR ARQ scheme withttansmission modes, mode
L for ‘good’ and modeH for ‘bad’ channel conditions. In modé, the packet size is;
and in modeH n, bits, wheren; = 2n,. The smaller packets are acknowledged in pairs
by sending ‘bitmaps’ to the transmitter. The switching besw the two transmission modes
is done according to the algorithm introduced by Yao in [7@@]:mode L, if the transmitter
receivesa. NACKs contiguously, it switches immediately to modé and starts to transmit
smaller packets; if the transmitter is in moHeand receive® ‘double ACKs’ contiguously, it
switches to modd.. The round-trip delay is assumed to be negligible, and themechannel
is assumed to be error-free. The time-varying forward ckhisirepresented by a packet-level
G-E model, where the statés and B are defined by the BER values ande,, respectively,
wheree, > €;. The system is modelled by a Markov chain witla+ () states, and the average
throughput of the adaptive SR scheme is obtained as the tierage of the throughput over the
states of the Markov model. As a basis of comparison, we defimgpothetical ideal adaptive
scheme which knows the channel state and chooses the tsmi@mimode accordingly: when
the forward channel is in state (B), the transmission mode is (H). For all the values of the
design parametersand/, the average throughput of the adaptive scheme is upperdeaiby
that of the ideal scheme.

In [P3], the same adaptive SR scheme is studied as in [P2thareksumptions about the return

channel and the round-trip delay are the same. However,t#tessof the forward channel
model represent now Rayleigh fading channels defined bydhees of the parametersand
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fp according to the threshold model described in Section 2.Tt# performance analysis is
very similar to that presented in [P2].

The same adaptive SR scheme is also studied in [P4], anduhéd-tap delay is still assumed
to be negligible. The time-varying forward channel is nopressented by a bit-level G-E model
so that the channel model is defined independently of thegbacke, and this time a G-E model
is assumed also for the return channel: stateerror-free, and in statean acknowledgment is
erased with probability?;. The system model has nof« + () states. In this paper, we also
study optimization of the 3 independent design parametetisecadaptive SR scheme;, o
andg. This is done in two steps. First we try to find the best possiblue ofn, by optimizing
the performance of the ideal scheme. Then wenfixand optimizea and 3 by minimizing
(approximately) the mean-square difference between thal imhd actual performance curves
(or ‘'surfaces’ in the case of two-dimensional optimizajioRrobably the most important ob-
servation of this article is the importance of the judici@@ection of the value at, for the
performance of the adaptive scheme.

Publication [P5] also studies analysis and optimizatiothefsame adaptive SR scheme. The
forward channel model is the same as in [P4], but now the aglatyments are assumed to
be erased randomly with probabili#y; in the return channel. The important difference from
the earlier articles is that the round-trip delay is no larggsumed to be negligible. The state-
space explosion with the increasing delay, which was erteoeith by the authors in an earlier
work [14], is avoided by using a modified Markov model, whidstalway2(« + () states
irrespective of the round-trip delay. The optimal valueSok seen to depend slightly on the
values of the round-trip delay are}.

In [P6], an adaptive GBN scheme using Yao’s algorithm is yaed and optimized. The two
transmission modek and H correspond ten;-copy andmn,-copy GBN schemes, respectively.
In all the numerical examples, we have set = 1. A packet-level G-E model is assumed
for the forward channel, where the statésand B are characterized by the PER valués
andP. ,, with P., > P, ;. A similar model is assumed also for the return channelegtad
error-free, and in statethe acknowledgments are erased with probabiity The performance
of the adaptive scheme is measured by its average packegtipat over thel(« + ) states
of the system model, and the optimizationcofind 3 is carried out in the same manner as in
[P4] and [P5]. The paper also contains a brief discussioroof the burstiness of the forward
channel errors affects the performance of the adaptive GiBime.

Publication [P7] is about ARQ and spatial diversity. The commication system consists of one
transmitting antenna and two receiving antennas. The twersity branches are assumed to
behave like two independent flat Rayleigh fading channelschvare simulated by using the
Jakes model. The BPSK modulation scheme is used with catgeemdulation. We compare
the simulated throughput performance of four different AB&Demes: (i) the basic SR ARQ
scheme (no diversity); (ii) the SR ARQ scheme with switcheeity, where only one receiv-
ing antenna is active at a time, and the active antenna igelaafter every erroneously received
packet; (iii) the SR ARQ scheme with modified selection dsitgr where both the antennas are
always at use, and an ACK is sent to the transmitter if at leastof the antennas receives the
packet without errors; (iv) the EARQ scheme studied in [BHi§ time utilizing spatial diversity
and combining two erroneous copies of a packet that havereeeived simultaneously on the
two antennas. The theoretical throughput performanceseo§¢hemes in the AWGN channel
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are also compared. The main contribution of this article@ipresent the EARQ scheme as a
potential method of choice for systems using spatial dityersception.
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Chapter 6

Conclusions

In publications [P2—P6] of this thesis, adaptive ARQ schebesed on Yao’s channel sensing
algorithm have been analyzed and optimized in GilberteElichannels. There are two kinds
of non-ideal behaviour that make the throughput curves efiaptive ARQ schemes deviate
from those of the ideal schemes. Firstly, there is delay atting to changes in the channel
state. This delay becomes of course longer if the valuesaofd 5 are bigger. Secondly, ‘false
alarms’ occur, making the scheme switch between transomssiodes unnecessarily. Here,
bigger values ofr and /3 make the scheme more ‘reliable’. Neither of these phenoroande
avoided completely. Instead, they must be ‘balanced’ byrimthe optimal «, 5)-combination
based on the time-varying characteristics of the chanred.closest comparison is to the work
of Annamalai and Bhargava in [3, 4, 5], where these authaidt specify any time-varying
channel model, but analyzed the performance of the adagtiveme in stationary channels.
Their approach to the optimization af and 3 was thus to minimize the degrading effect of
‘false alarms’ on the performance of the scheme. This agfedre the reason why the optimal
solutions ‘lie in the infinitex — 5 space’, as the authors put it. Finite sub-optimal solutivese
found only by introducing an artificial upper boung,..,. for the values ofv. The articles [P4—
P6] of this thesis presents a different approach to the agaition of the adaptive ARQ schemes
based on Yao’s algorithm for time-varying channels. In ags; finite optimal solutions exist,
because too large values @fand 5 would make the scheme react too slowly to channel state
changes. Our results demonstrate that the optimal paravwadtes depend strongly on the time-
varying characteristics of the channel. An important nemtbution of publications [P4—P5]
is the optimization of the packet size(s) used by the adej@R scheme.

The EARQ scheme is an ARQ scheme with packet combining. I fiffie diversity was
utilized, whereas space diversity reception was considergP7]. In both cases, the scheme
gives a considerable gain in throughput performance oedbéisic SR ARQ scheme. However,
this gain is not achieved without cost; if the expected nunabdit errors per block increases,
the complexity of the search procedure associated with dngbining algorithm quickly be-
comes prohibitive. To avoid this problem, the value of theapseterV,,., must be selected
judiciously, so that significant performance gain is stheved but excessive processing delay
at the receiver is avoided. An interesting further study Mdne to compare the performance of
the EARQ scheme to that of some soft combining schemes, vnagerve more information
about the received symbols.
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