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Abstract. This paper describes a set of criteria for evaluating defence
mechanisms against flooding denial of service (DoS) attacks. Effective-
ness and usefulness of a defence mechanism in mitigating a DoS attack
depends on many issues which are presented here in the form of a taxon-
omy. The primary goal of this taxonomy is to help in getting a compre-
hensive view on both the strengths and weaknesses of a specific defence
mechanism. A good defence mechanism should not disturb legitimate
traffic when there is no attack, should mitigate the amount of attack
traffic well enough, should increase the quality of service (QoS) available
to legitimate traffic during an attack, and should use as little resources
in this task as possible. In addition, any defence mechanism should be
robust against changes in attack characteristics and intentional misuse.

1 Introduction

Flooding denial of service (DoS) attacks [1] cannot be mitigated in any straight-
forward way. These attacks use brute force to exploit normal behaviour of pro-
tocols and services in an excessive manner. As attack traffic looks similar to
legitimate traffic it is not possible to simply block all attack traffic, because
some legitimate flows will be misclassified as attack flows (false positives), and
some attack flows will not be detected at all (false negatives) [2–4]. Another dif-
ficulty in mitigating flooding DoS attacks is the collateral damage from using a
defence mechanism, such as performance degradation in routers. A defence mech-
anism may cause collateral damage even if an attack is not present. Defences
also increase the complexity of a system, which results in more vulnerabilities
available for an attacker to exploit. All these issues should be considered when
evaluating effectiveness and usefulness of defence mechanisms against flooding
DoS attacks. Distributed DoS (DDoS) attacks using multiple sources at the same
time are considered as subtypes of DoS attacks in this paper.

Evaluation of defence mechanisms is typically based on very limited criteria.
Sometimes evaluation is carried out under ideal conditions, where there are no
false positives and no collateral damage, such as when studying rate-limiting in
[5]. Three existing preventive defence mechanisms were compared in [6], and it
was found out that they were originally evaluated according to restricted cri-
teria, ignoring the risk of attacks that they cannot solve. In [7] rate-limiting is



carried out against any excessive traffic aggregate, regardless of being malicious
or benign, but it emphasizes the difficulty in differentiating between innocent
and attack traffic. In [8] it is argued that a relatively complex overlay structure
to mitigate DoS attacks does not introduce any new vulnerabilities, which is
not a reasonable claim. [9] describes a defence against TCP SYN attacks and
considers shortly the possibility of false positives and false negatives, but still
the final evaluation is based on the easiest test cases. Some commercial products
promise to “prevent DoS attacks”, which implies that difficult issues in miti-
gating flooding DoS attacks are forgotten. All these examples show that it is
difficult to make an extensive evaluation of a defence mechanism. It should be
emphasized here that all well-specified defences have definitely their application
areas regardless of a restricted evaluation. The point here is that an extensive
evaluation will help to identify the limitations and the best application areas,
and to get the best benefit out of a defence mechanism.

An organized approach for evaluating defence mechanisms is missing. As
expressed in [6], very little has been done to compare, contrast, and categorize
the different ideas related to DoS attacks and defences. A user of a defence
mechanism should be able to consider both advantages and disadvantages in an
objective way. A taxonomy of DDoS attack and DDoS defence mechanisms is
presented in [10]. This taxonomy, however, lacks all evaluation issues.

The main contribution of this paper is to present a taxonomy of criteria for
evaluating defence mechanisms against flooding DoS attacks. This taxonomy
will point out important issues in evaluating a defence mechanism, which will
make it easier to carry out a more realistic evaluation. The taxonomy can be
considered as an extension to the taxonomy defined in [10]. Together these two
taxonomies will help to understand how attacks and defences operate, and what
issues have an effect on the effectiveness and usefulness of defence mechanisms.

2 Taxonomy of Evaluation Criteria

This section presents the taxonomy of criteria for evaluating defence mechanisms
against flooding DoS attacks. It contains important issues in estimating the
effectiveness and usefulness of a defence. The taxonomy is shown in the Fig. 1.

2.1 Effectiveness

A defence mechanism should be effective in mitigating a flooding DoS attack.
This attack time effectiveness, however, is not enough because a defence mech-
anism should also be effective when there is no attack, i.e. during normal time
a defence should disturb legitimate traffic as little as possible.

Normal Time. Some defence mechanisms are active continuously both during
normal and attack time. In the taxonomy of DDoS defence mechanisms specified
in [10] these are called preventive mechanisms. Normal time effectiveness of a
defence mechanism is very important because attacks against a specific target
are rather rare after all.
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Fig. 1. A taxonomy of criteria for evaluating defence mechanisms against flooding DoS
attacks.



Quality of service (QoS) Available for Legitimate Traffic. A preventive defence
mechanism can have an effect on the QoS available for legitimate traffic even if
there is no attack due to the overhead from running the defence. The term QoS
is understood here in a technical way (intrinsic QoS in [11]). QoS experienced
by legitimate flows can be deteriorated if a mechanism introduces additional
network security devices increasing the transmission latency, new security pro-
cedures requiring additional steps for accessing services, new security information
increasing the length of legitimate packets etc. An opposite example providing
better QoS during normal time is a preventive defence based on resource multi-
plication [10] which will enhance the QoS experienced by legitimate flows.

QoS degradation during normal time has been analyzed, for example, in [12]
which describes a proactive secure overlay service structure (WebSOS) to prevent
DDoS attacks against web servers. On average the basic WebSOS increases the
end-to-end communication latency between a browser and a web server by a
factor of 7 when compared to normal routing used in the current Internet. In
the worst-case this latency is increased by a factor of 11 when compared to
normal routing. In addition to this permanent increase in latency there is an
additional security procedure in WebSOS when initiating an access to a web
server. The goal of this initial security procedure is to verify that a human is
trying to use the web server. This Completely Automated Public Turing test
to tell Computers and Humans Apart (CAPTCHA) increases the time before a
user is granted access to a web server.

Resource Consumption. Preventive defence mechanisms will consume resources,
such as processing power, memory, and transmission capacity of a network.

For example, if IP packets are encrypted/authenticated, each packet will
consume more processing power and memory in nodes initiating or terminat-
ing a secured path. Also, the increased packet size will consume more network
bandwidth.

Attack Time. The primary goal for any flooding DoS defence mechanism is
to limit the volume of malicious traffic during an attack. In addition to pre-
ventive mechanisms, also reactive defence mechanisms can be used, but they
require a separate detection mechanism. Reactive mechanisms do not generally
degrade QoS of legitimate flows during normal time, i.e. when there is no at-
tack. According to the taxonomy of DDoS defences defined in [10] there are four
different basic types of reactive defence mechanisms: agent identification (source
traceback), rate-limiting, filtering (blocking), and reconfiguration.

QoS Available for Legitimate Traffic. Legitimate traffic is divided in two groups.
True negatives are legitimate flows that are classified as legitimate. False pos-
itives are those legitimate flows that are classified accidentally as attack flows.
Depending on the requirements of the applications used in a network, these
two different traffic groups may have similar or different requirements for the
QoS. In any case, these both types of legitimate traffic must be considered when
evaluating the effectiveness of a defence mechanism.



The QoS available for true negatives is enhanced by preventing part or all of
the detected attack traffic from entering a victim network or host. This results
in more resources (e.g., network bandwidth or processing power at a server)
available for true negatives.

In case of reactive defences, true negatives will experience a short period
of time of low QoS at the beginning of an attack. There is an inherent delay
between the time when an attack is detected and the corresponding reactive
defence begins to mitigate the attack. For example, if the core nodes of the
WebSOS overlay network [12] are attacked, the system will heal itself within 10
seconds. This reaction delay should be included in the evaluation of the available
QoS during an attack.

The QoS available for false positives, on the other hand, is generally not
very high, because these flows cannot be differentiated from attack flows. In
other words, both false positives and true positives (attack traffic classified as
malicious) are associated with the same QoS level.

If all legitimate traffic, including false positives, require a reasonable QoS
even during a flooding DoS attack, both preventive defences (such as resource
multiplication) and some of the reactive defences (such as rate-limiting [13] and
reconfiguration) can be useful. For example, flooding DoS attacks have mostly
failed against the root servers of the Domain Name System (DNS) due to required
overprovisioning [14, 15]. Reactive defence mechanisms based on filtering are not
suitable, if the QoS of false positives is important.

Amount of Attack Traffic Allowed Through. Attack traffic is divided in two
groups. True positives are those attack flows classified as malicious. False neg-
atives are those attack flows classified accidentally as legitimate flows. At least
all false negatives are allowed to pass through, and possibly part of the true
positives (such as in the case of rate-limiting).

The probabilities for a true positive and a false positive are inter-related
[16]. If true positives must be detected with a high probability, then also the
probability for a false positive grows. The same holds also between false negatives
and true negatives, i.e. if the probability for a false negative must be lowered,
then also the probability for a true negative will get lower. In practice this means
that the less we allow undetected attack traffic to get in (false negatives), the
less we allow legitimate traffic to get in (true negatives). It is not possible to
adjust the attack detection so that exactly only legitimate traffic would get in.
This fact has been recognized in existing DDoS toolkits which generate attack
traffic looking very similar to legitimate traffic [5].

Due to these realities, both true positives and false negatives must be con-
sidered in the evaluation of a defence mechanism against flooding DoS attacks.
Especially reactive defences do not mitigate the volume of false negatives.

Resource Consumption. Mitigating a detected flooding DoS attack is resource
consuming. Limiting the volume of attack traffic may require, for example, sev-
eral filters for classifying attack flows at routers. There are practical limits on
the amount of different filters in routers. If attack traffic is highly variable, it



may not be possible to install filters for all detected types of attack traffic due
to resource limitations.

At least enough processing power and memory should be available for miti-
gating an attack at routers and other network security devices.

2.2 Ability to Fulfill Requirements

Different applications have different requirements for QoS. Legislation, stan-
dards, specifications, recommendations about best current practices, and other
documents may also dictate requirements for the QoS of important applications.
All these requirements should be fulfilled as well as possible, even during attack.

QoS Requirements of Legitimate Applications. Using a defence mecha-
nism against a flooding DoS attack increases the level of QoS during attack. To
see whether the available QoS is enough, one must compare this available QoS
with the requirements of the most important application (or applications) used
in a network. There should be a reasonable match between the available and
required level of QoS.

Legal Requirements. Legislation or other official rules may require organiza-
tions to provide a reasonable resistance to known security vulnerabilities. For
example, [17] describes recommended security services and procedures for In-
ternet service providers. DoS attacks found frequently in real-life may have to
considered as known security vulnerabilities. Real-life DoS attacks have been
investigated, for example, in [1] and [18].

2.3 Robustness

Any defence mechanism should be robust for not opening any new possibilities
for carrying out DoS attacks.

Misusability. It is possible to use some defence mechanisms as the ultimate
tool for the DoS attack. Such a defence mechanism results in more damage
than the original attack itself. Using intelligence in selecting the contents of DoS
attack traffic, it may be possible to force a defence mechanism to fail in its most
important task.

Additional Vulnerabilities Created. Defence mechanisms increase the com-
plexity of a system and thus result in new vulnerabilities to be exploited by
attackers. As attacks can exploit any weaknesses in protocols and services, any
additional security protocol, security service, or network security device may
provide a possible avenue for carrying out an attack.



Resilience against Changes in Attack Characteristics. Many attacks have
varying attack characteristics. Source address validity (how source address spoof-
ing is used), attack rate, possibility of characterization (how easy it is to identify
attack packets), persistence of attack sources, and victim type (application, host,
resource, network) can be modified on the fly [10].

A defence mechanism should be able to adapt to changes in attack proper-
ties. One should also evaluate how varying attack properties affect the QoS of
legitimate traffic and the amount of attack traffic allowed to reach a victim.

Frequent changes in attack characteristics may cause excessive resource con-
sumption, for example, by overloading a router when it receives frequent descrip-
tions of attack traffic.

2.4 Configuration Capabilities

Any defence mechanism should incorporate reasonable reconfiguration capabili-
ties. This is required when attack characteristics change, or when a critical false
positive is identified.

2.5 Dependence on Other Resources

To operate effectively, a defence mechanism may require extensive human inter-
vention and several other security devices, such as intrusion detection systems.
All these dependencies affect the cost-effectiveness of attack detection and re-
sponse [19].

Human Intervention. If a defence mechanism is dependent on human in-
teraction, this will increase the delays in operating a mechanism. Autonomous
defences should be preferred when primary applications cannot tolerate breaks
in the availability of services.

Technical Resources. A defence mechanism is more prone to malfunction if
it is dependent on availability of other security devices. For example, a reactive
defence mechanism is useless without a correctly operating detection system.

A requirement for a large number of other security devices or for a wide-
spread deployment of a distributed defence mechanism has implications on im-
plementation issues. Incremental deployment is needed for these more complex
defence systems.

2.6 Interoperability

Defence mechanisms are never separate entities in organizations. A prerequi-
site for any defence mechanism is that it must fit with an existing security
infrastructure of an organization and be able to co-operate with other existing
defence mechanisms, such as intrusion detection systems and security manage-
ment tools. When global or distributed defence infrastructures are used, even
higher demands for interoperability exist.



3 Related Work

Only few organized approaches for analyzing denial of service attacks and defence
mechanisms have been published in addition to the taxonomy presented in [10].

A framework of criteria for evaluating proactive DoS defence mechanisms is
presented in [6] which compares three existing preventive solutions according to
the following requirements: incremental deployment, resistance to traffic anal-
ysis, resistance to compromised infrastructure routers, and resistance to DoS
attack on the infrastructure. In that paper it is expected that attacks are dis-
tributed only in a limited fashion, i.e. attack traffic can be mostly distinguished
from legitimate traffic. Reactive defences were not considered at all in the paper,
and the included set of evaluation criteria omitted many issues included in the
taxonomy presented in this paper.

A cost-based framework for analyzing the resistance of cryptographic proto-
cols against DoS attacks is presented in [20]. It provides a formalized mechanism
for comparing the costs of a DoS attack for both an attacker and a victim. The
goal is to make the cost of carrying out a DoS attack as expensive as possible
when compared to the costs of the victim who is required to process attack
packets.

The number of attacking source hosts (DDoS agents) is important for ini-
tiating source traceback for locating the real source of attack traffic. If there
is only one host transmitting attack traffic, source traceback can be a useful
reactive defence mechanism against this kind of an attack. The more there are
hosts sending attack traffic against a single victim, the more difficult it is to
mitigate an attack by using source traceback. A framework for classifying DoS
attacks as either single- or multi-source is presented in [18], and it is based on
analyzing packet headers, the ramp-up behaviour of attack traffic intensity, and
the spectral content analysis of the inter-message time.

4 Conclusion

Evaluation of defence mechanisms against flooding DoS attacks has often con-
centrated on easy or simple test scenarios, where the possibility to circumvent
or defeat a defence mechanism has been either underestimated or completely
forgotten. There are no existing papers providing any framework or taxonomy
for this important subject.

This paper presented a taxonomy which classifies evaluation criteria for de-
fence mechanisms against flooding DoS attacks. This taxonomy can be treated
as an extension to the taxonomy of DDoS attack and DDoS defence mechanisms
presented in [10].

The presented taxonomy emphasizes effectiveness when there is no attack,
effectiveness during an attack, ability to fulfill requirements on application QoS,
robustness against misuse, resilience against changes in attack characteristics,
possibility for dynamic configuration especially for removing critical false posi-
tives, dependence on technical resources and human interaction, and interoper-
ability with existing security infrastructures.



As evaluation of DoS defence mechanisms is fairly complicated, the presented
taxonomy will provide a structured list of things to be considered during an
evaluation process.
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