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Chapter 1

Introduction

Human beings have a remarkable ability to observe their surroundings through hear-
ing. While vision is limited to only the frontal direction, hearing enables detection,
identification, and localization of sound sources in any direction around the listener.
Furthermore, human listeners are able to roughly estimate properties of the acoustical
environment, such as the size of a room or a hall or the existence of a nearby wall,
based on listening to the sound of a source present in the environment.

Apart from contributing to orientation, spatial features of sound can also add con-
siderably to the pleasure of listening. Enthusiasts and performers of classical music
have long been known to appreciate good concert halls and, indeed, some of the most
highly regarded concert halls in the world were built more than a hundred years ago
(Beranek, 1996). However, a deeper understanding of the underlying acoustical phe-
nomena and especially of the related human perception is much more recent and a
topic for ongoing research. Additionally, possibilities for creating and experiencing
various spatial sound environments have multiplied with the development of sound
recording and reproduction technology.

This thesis deals with both localization in everyday listening situations consisting
of possibly concurrent sound sources and an acoustical environment, as well as with
multichannel loudspeaker reproduction of acoustical environments. Both themes are
inherently spatial, and for the most part, this thesis’s treatment will be limited to
spatial features. Nevertheless, three different fields of research need to be considered:
1) physical sound fields, 2) perception, and 3) reproduction techniques. Within the
context of the thesis, the fields can be seen as different perspectives under the general
theme of spatial sound. These three perspectives will be introduced in some more de-
tail in Section 1.1, followed by a description of the coordinate systems used throughout
the thesis in Section 1.2, and an overview of the thesis in Section 1.3.

1.1 The three perspectives

Although physical sound fields, perception, and reproduction are often studied sepa-
rately, they are inseparably linked (see also Blesser, 2001). The perception by a human
listener exposed to a spatial sound field is, of course, closely related to the physical
phenomena of sound propagation. If this were not the case, the auditory perception
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would not correspond to the actual audio environment. Furthermore, reproduction
techniques can use either a physical or a perceptual approach in reconstructing an
audio environment, and frequently both approaches are involved concurrently; since
the accuracy of physical reconstruction is in most cases limited by technology, the nec-
essary compromises are often at least implicitly based on perceptual considerations.

1.1.1 Physical sound fields

The physical phenomena form the basis of the issues brought up in the thesis in the
sense that the physical features are what is being perceived, even if perception may
also be affected by the internal state of an observer. Furthermore, if accurate physical
reproduction of spatial sound were feasible, perceptual phenomena related to repro-
duction would not necessarily need to be addressed. From a physical point of view,
the acoustical waves emitted by a sound source inside an enclosed space are reflected,
diffracted, scattered and partly absorbed by different obstacles (including the walls of
the enclosure) as the emitted sound energy spreads within the space. The resulting
reverberant sound field is thus a superposition of waves travelling in different direc-
tions, and may include sound emitted by several sources at different locations. Unless
otherwise noted, all sound, regardless of the actual form of interaction, that arrives
at a position of interest due to interaction of sound with the acoustical environment,
will be denoted as reflections later in this thesis.

Physical sound fields can be explored either mathematically or sampled with one
or more microphones for subsequent analysis and/or reproduction. For analysis and
reproduction purposes, a single static microphone is not sufficient for capturing the
spatial properties of the sound field. However, with microphone arrays, the sound
field can be studied either as a function of spatial position or directionally within a
single position, yielding what can be called a listener-centered representation. In both
cases, the resolution of the sampling of the space is necessarily finite and poses limits
to the accuracy of the subsequent analysis or reproduction.

Any sound field naturally depends on its excitation. In reproduction, it is often
not essential to separate the excitation (for example, a talker or a musical instrument)
from the effect of the acoustical environment. However, the separation is imperative
for a signal processing analysis of the acoustical environment itself. The effect of the
environment can be described with a transfer functions, which can be estimated from
a measured response to a known excitation. The transfer functions of acoustical envi-
ronments are called room impulse responses (RIRs), and they will play an important
role in this thesis. In general, physical analysis will be used mainly as a tool for
understanding the related perception and for realizing spatial sound reproduction.

1.1.2 Auditory perception

From a human perspective, what matters in a physical sound field is that which
can be perceived. Blauert (1997, p. 1) defines conscious perception as a “subject-
object relationship” where the perceiver (the subject) becomes aware of what is being
perceived (the object) (see also Griffiths and Warren, 2004). In case of spatial sound,
what is perceived is an auditory space which may consist of multiple auditory events.
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As already mentioned, the auditory space and the physical space consisting of sound
events are related. However, there is no simple general relation. Not all sound events
produce auditory events, and the resulting auditory events do not necessarily coincide
with the sound events'. The relations between the physical and sensory events are
the subject matter in the field of psychophysics, or related to audio in the field of
psychoacoustics, where test subjects are asked to report some aspect(s) of perception
for a carefully planned set of physical stimuli.

From the literature (see Section 3.3), it is known that in most natural listening
situations, the perceived directions of auditory events indeed correspond well to the
directions of the physical sound sources emitting the sound that is associated with
each auditory event. As outlined earlier, in everyday complez listening situations,
sound from multiple sources, as well as reflections from the physical surroundings,
arrive concurrently from different directions at the ears of a listener. In order for the
localization of the auditory events to correspond to the sound sources, the auditory
system needs not only to be able to independently localize the concurrently active
sources, but also to be able to suppress the sound events related to the reflections.
However, the information of the reflections is not fully suppressed. Instead, it can
contribute to the auditory events related to the sources as well as to the general
perception of the auditory space. This contribution is what makes it possible to
appreciate, for instance, good concert halls or spatial sound reproduction.

Another field of research related to psychoacoustics is auditory modeling. Audi-
tory models aim at predicting chosen features of perception based on the stimulus
signals, usually building on computational simulations of the physiologically known
parts of the hearing system. The models can be applied to the evaluation of audio
technology and, for instance, to audio coding to reduce sound signals to perceptu-
ally relevant components (e.g., Brandenburg and Stoll, 1994; Brandenburg and Bosi,
1997). Novel auditory models also serve as hypotheses for further psychoacoustical
and physiological research. Numerous auditory models have been proposed in the
literature. Nevertheless, existing models have difficulties in predicting the localization
in complex listening situations.

1.1.3 Sound reproduction

The historical trend in sound recording and reproduction has been from monaural
(single channel) towards increasingly elaborate spatial recording and reproduction
systems. Conceptually, a straightforward method is to record the sound from the ears
of a listener or an artificial head (also called dummy head) and reproduce it with
headphones (for a recent overview, see Hammershgi and Mgller, 2005). However, such
binaural reproduction suffers from individual differences in the way that the sound
is conveyed to the ears of an individual listener as well as from the fact that the
sound field rotates with head movements. Although certainly not less problematic,
reproduction with multichannel loudspeaker systems does not suffer from these specific

n fact, auditory events can even occur without any sound events as is the case in certain disease
conditions (for example tinnitus). However, this thesis concentrates on auditory perception as a
response to external sound events.
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problems. Multichannel sound has also been gaining more and more importance in
cinemas, home theaters, and various sound installations.

As already mentioned, reproduction methods can be either physically or percep-
tually motivated. Another distinction can be made between the goals of authentic
and plausible reproduction. Authentic reproduction tries to faithfully recreate a phys-
ical sound field or a perception as they would occur in a chosen audio environment.
Plausible reproduction, on the other hand, aims at “a suitable reproduction of all re-
quired quality features for a given specific application” (Pellegrini, 2001b). Hence, a
plausible reproduction may be distinguishable from the original sound field as long
as it acceptably fulfills the set requirements. Note that, with the above definitions,
the requirements for plausibility may, however, change as increasingly authentic re-
production becomes possible.

Ideally, an audio engineer striving for realism would record in a carefully selected
performance venue capturing both the music (or any other source signal) and the
acoustics at the same time. The most common systematic approach for such multi-
channel recording involves using one microphone per each loudspeaker used later in
the reproduction. This approach already involves the perceptual assumption that, in
the reproduction, the resulting auditory events do not correspond to the individual
loudspeaker signals and directions, but the joint operation of the loudspeakers recre-
ates a more or less accurate reproduction of the original physical sound field or the
resulting auditory space. The most accurate reproduction is typically confined to a
small area called the sweet spot. However, the attainable physical accuracy even in
the sweet spot is severely limited by conventional microphone technology. For these
reasons, the choice of the microphone configuration is often based on perceptual con-
siderations with the goal of a plausible reproduction.

If a desired recording venue is not available or more control over the resulting re-
production is desired, it is necessary to use close microphone techniques. In such
techniques, several spot microphones are placed close to sound sources to yield fairly
“dry” source signals with ideally no audible room effect. An artificial scene is then
constructed in the post-processing phase by positioning these signals in desired di-
rections using, for instance, amplitude panning. Moreover, the spatial impression of
a room or a hall is created with the help of reverberators or by adding the signals
of additional microphones placed further away from the source(s) in the recording
room. Most often, the signals are combined ad hoc according to the perception and
artistic considerations of the recording engineer. This approach also enables creating,
according to artistic considerations, soundscapes that do not exist.

A considerable amount of research has been done on plausible reverberation al-
gorithms that do not model any specific real acoustical environment (e.g., Gardner,
1998; Viaaninen, 2003; see also Pellegrini, 2001a). However, with convolving rever-
berators, it has also become possible to achieve similar realism with close microphone
techniques as when recording directly in a chosen venue. If a set of RIRs measured in
the venue with a desired microphone system is available, convolving them with a dry
source signal yields the same result as recording the source in the venue, with the lim-
itation that the actual source might have had a different directivity and thus excited
the room a little differently compared to the sound source used in the measurement
of the RIRs.
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Figure 1.1: Head-related coordinate system; @ is the azimuth, ¢ is the elevation, and
r is the distance (after Blauert, 1997, p. 14).

1.2 Coordinate systems

In a thesis concerned with spatial sound, it is frequently necessary to refer to a position
in space. For a large part of the thesis, the head-related coordinate system will be used
as the frame of reference. This coordinate system is illustrated in Figure 1.1, and as
the name implies, the coordinates shift in conjunction with the movements of the head
of a subject. The origin of the coordinate system lies halfway between the entrances
of the two ear canals. The direction within the coordinate system is described with
two angles: the azimuth € and the elevation ¢. Three important planes intersecting
at the origin are also identified. The horizontal plane has a constant elevation ¢ = 0
and, according to the adopted definition, the azimuth increases with movement to
the left from the direction in front of the listener. The median plane (also called
the median sagittal plane) lies at right angles to the horizontal plane and consists of
positions equidistant to both ear canal entrances. Furthermore, the frontal plane is
at right angles to both the horizontal and median planes and intersects both earcanal
entrances. Positive elevation angles are used for directions above the horizontal plane.

The head-related coordinate system is well suited for describing features of spatial
hearing. However, physical analysis and the related mathematical operations are often
more conveniently described using the Cartesian coordinate system, as will be done.
Directions in the Cartesian coordinate system can also be converted to azimuth and
elevation. When describing phenomena where the presence of the head of a listener is
not assumed, the conversion will be done such that the xy-plane corresponds to the
horizontal plane. Furthermore, the positive z-axis is aligned with § = 0 (front), the
positive y-axis with § = 90° (left), and the positive z-axis with ¢ = 90° (up).

In some occasions related to discussion on auditory localization (Section 3.3), the
direction of a sound source is also described using the three-pole coordinate system.
Each of the these three coordinates defines a cone. The left-right direction is defined
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as the angle between the median plane and the line connecting the origin of the
head-related coordinate system to the sound source. Constant left-right directions
thus form cones about the interaural axis, which will be later referred to as cones of
confusion (see Section 3.2.1). Note that in the horizontal plane, the azimuths 6 and
(180° — #) have the same left-right direction. The up—down direction is equal to the
elevation angle and the front-back direction describes the angle between the frontal
plane and the line connecting the origin of the head-related coordinate system to the
sound source.

1.3 Outline and contributions of the author

This thesis considers the three interconnected perspectives of spatial sound in the
same order as introduced earlier: physical analysis, perception, and reproduction.
The order is motivated by the use of both physical analysis and perceptual knowledge
in the development of a reproduction technique in Chapter 5. The thesis is by no
means a complete description of all these fields of research, but rather a selection of
interrelated subtopics. Nevertheless, due to the interdisciplinary nature of the work,
the literature review is fairly extensive including some basics of each discipline in order
to make the thesis more readable to professionals of one of the subtopics. Chapters
2 and 3 predominantly comprise background. The main scientific contributions of
the author are presented in Chapters 4 and 5, followed by a summary and overall
conclusions in Chapter 6.

More specifically, Chapter 2 deals with physical sound fields. Basic propagation
of sound in enclosed spaces as well as microphone techniques and directional analysis
of the sound propagation are described. The analysis methods provide the necessary
tools for the Spatial Impulse Response Rendering (SIRR) method (Chapter 5). Fur-
thermore, they can be used to visualize directional room responses as proposed by
Merimaa et al. (2001). The chapter includes some mathematical derivations by the
author, including a method for energetic analysis based on B-format microphones.
Various microphone techniques were also discussed earlier by Merimaa (2002), and
the author’s publications related to measurements of spatial sound include Peltonen
et al. (2001), Merimaa et al. (2005b), and Vassilantonopoulos et al. (2005).

Chapter 3 reviews essential features of human hearing, including physiology of
the auditory periphery, psychoacoustics of auditory localization, time and frequency
resolution of binaural hearing, and related auditory models. This information is later
needed in both Chapters 4 and 5. Some perceptual properties of room responses are
also briefly discussed as further background for Chapter 5. Scientific work related to
the last mentioned topic (not reviewed in this thesis) was published by Merimaa and
Hess (2004) and Merimaa et al. (2005a).

Chapter 4 describes a novel auditory modeling mechanism for describing human
binaural localization in multi-source scenarios and reverberant environments. It is
proposed that in such complex listening situations, the instantaneous interaural co-
herence is used to select or give more weight to cues that correspond to the actual
localization. The method is examined with numerous model simulations published
carlier by Faller and Merimaa (2004). Although the implications of the cue selection
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model are used in the formulation of the SIRR method, the original order of the work
was the opposite. Early work on SIRR (Merimaa and Pulkki, 2003) suggested that
reproducing lowered coherence stabilizes the sound image by suppressing localization
cues. This intuition was shared by Christof Faller based on his work on the Binaural
Cue Coding method (Faller and Baumgarte, 2001, 2003; Baumgarte and Faller, 2003).
All related work presented in this thesis was done in close collaboration with Faller.
The ideas were jointly developed and both authors contributed equally to the writing
of the original paper. Faller did most of the work on programming the simulations,
whereas a majority of the simulated cases were proposed by the present author.

Finally, the SIRR method for multichannel reproduction of directional room re-
sponses is presented in Chapter 5. SIRR is a perceptually motivated analysis-synthesis
method that will be shown to be able to create more natural reproductions than con-
ventional techniques. The work was done in collaboration with Ville Pulkki, who
suggested the initial idea. The present author added the analysis and synthesis of
diffuseness and developed the first implementation and all applied analysis methods.
Pulkki later contributed to improvements in the diffuse synthesis and did most of the
work on the evaluation of SIRR. Different stages of development and evaluation of
SIRR were published earlier by Merimaa and Pulkki (2003, 2004, 2005), Pulkki et al.
(2004a,b), and Pulkki and Merimaa (2005, 2006), and in the related patent applica-
tions (Lokki et al., 2003-2006). For freely available SIRR responses, see Merimaa et
al. (2005b).
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Chapter 2

Physical Analysis of Spatial Sound

2.1 Introduction

Sound can be defined as wave motion within matter. In fluids (gases and liquids),
sound manifests itself as longitudinal waves involving propagating disturbances in the
local pressure, density, and temperature of the fluid, together with motion of the fluid
elements. In the case of typical sound events, none of these quantities is permanently
changed, nor are the fluid elements permanently moved, but sound causes temporary
changes in the local state of the fluid. Once the sound wave front has passed, the
fluid returns to its equilibrium state. Two essential quantities in this chapter—the
sound pressure and particle velocity—also describe changes from the equilibrium. The
changes are typically very small. For instance, sound pressure level (SPL) is expressed
relative to 2 - 107 Pa (just audible with normal hearing), whereas the mean atmo-
spheric pressure is roughly 10° Pa. It should also be emphasized that the particle
velocity is the velocity related to the local oscillatory motion of the fluid elements and
it is not the same as the speed of sound describing the speed of propagation of the
disturbances (Cremer and Miiller, 1982a; Fahy, 1989).

From the human perspective, which is prevalent in the later chapters, sound pres-
sure is the most important quantity and what the ear is sensitive to. However, as
a scalar quantity, sound pressure measured in a single position does not provide in-
formation on the spatial properties of the sound field. For spatial investigations it is
necessary either to study the sound field as a function of position (e.g., Berkhout et al.,
1997) or the directional propagation of sound through a point in space. The discussion
in this thesis is limited to the latter method, which can be considered listener-centered
analysis. This choice is motivated by the later application of the analysis methods to
the reproduction of sound as captured in a single listening position (see Chapter 5).
In practice, however, the listener-centered analysis also requires sampling the sound
field over a finite distance, area, or volume. In a source-free region, the directional
and spatial properties of the sound field are also related such that knowing the direc-
tional properties allows constructing the spatial sound field around the measurement
point and vice versa (Williams, 1999). With a limited number of spatial samples or,
equivalently, limited directional resolution, the choice of the listener-centered analysis
corresponds to focusing the accuracy around a chosen position.
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The listener-centered directional analysis can be performed in several different ways.
For the purposes of this thesis, we are interested in directional microphones and mi-
crophone systems commonly applied in spatial sound reproduction. The discussion
on microphone technology illustrates the problems encountered in the reproduction
and serves as background for Chapter 5. The related analytical methods, on the other
hand, can be used to gain more understanding of the directional sound field and they
provide necessary tools for later parts of this thesis. More specifically, it is necessary
to establish methods for analyzing the time- and frequency-dependent direction of
arrival and diffuseness of sound for the Spatial Impulse Response Rendering (SIRR)
method (see Chapter 5). In accordance with the overall human perspective of the
thesis, all discussion will be limited to audio frequencies, i.e., to the frequency range
considered audible for a human listener (20 Hz to 20 kHz).

Related to reverberant acoustical environments, interaction of airborne sound with
solid structures, such as different obstacles and the walls of a room, is of course also of
interest. Indeed, such interaction is what creates the spatial sound field in an enclosed
space. However, mathematical treatment of the related physical phenomena is beyond
the scope of this thesis, and the interested reader is referred to acoustics textbooks
(e.g., Cremer and Miiller, 1982a,b; Pierce, 1989; Kuttruff, 2000). Sound reflection,
scattering, and diffraction are described qualitatively throughout the thesis using the
concepts of geometrical acoustics, rather than being treated in greater detail.

This chapter is organized as follows: Section 2.2 consists of background on sound
propagation in general and especially in room environments. Section 2.3 reviews some
directional microphone types and microphone array techniques. The chosen techniques
will also be seen as related to the energetic analysis of sound fields described in detail
in Section 2.4. The energetic analysis is applied to visualization of directional room
responses in Section 2.5, and it will be used later in SIRR. However, SIRR is not
limited to energetic analysis. Hence, some alternative analysis methods are briefly
outlined in Section 2.6. Finally, the summary and conclusions of the chapter are given
in Section 2.7.

2.2 Background

Sound propagation can be treated either as wave phenomena or approximated with
geometrical acoustics using the concept of sound rays. Although it is also applicable
for quantitative computations, geometrical acoustics is especially suitable for quali-
tatively describing sound propagation and interaction of sound with solid structures.
Yet another possibility for dealing with sound propagation is the use of measurable
transfer functions. As mentioned in Section 1.1.1, the transfer functions of acoustical
environments are denoted as room impulse responses (RIRs), or simply room responses
and they will be used throughout this thesis. The concepts of geometrical acoustics
are first introduced in Section 2.2.1 and some basic properties of and measurement
techniques for RIRs are described in Section 2.2.2.
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Figure 2.1: Tllustration of a) specular reflection, b) scattering (diffuse reflection), and
¢) edge diffraction.

2.2.1 Geometrical acoustics

In geometrical acoustics (Cremer and Miiller 1982a, Part I; Kuttruff 2000, Chapter 4),
the sound power emitted by a source is divided into portions propagating in different
directions according to the directivity of the source. For a point source yielding a
spherical wave front (diverging rays), the power along each ray is attenuated as 1/r?,
where 7 denotes the distance from the sound source. Furthermore, the power of the
rays is reduced as a function of distance by the frequency-dependent absorption of
the air. This absorption depends on the temperature and humidity and increases as
a function of frequency (ISO 9613-1, 1993).

When the propagating sound reaches a rigid obstacle, the resulting behavior de-
pends on the relation of the wavelength of the sound to the dimensions of the obstacle
and its surface structure. The interaction with a large smooth surface creates a mirror-
like specular reflection. On the other hand, if the surface is rough compared to the
wavelength of the sound, a diffuse reflection takes place, scattering the sound rays in
multiple directions away from the surface. Specular and diffuse reflections are illus-
trated in panels a) and b) of Figure 2.1, respectively. In both cases the surface may
also absorb part of the sound energy in a frequency-dependent manner. Since the
reflection behavior depends on the roughness of the surface relative to the wavelength
of sound, it should be noted that low frequencies (long wavelength) may be reflected
specularly and higher frequencies (shorter wavelength) increasingly diffusely from a
single surface. Furthermore, at even higher frequencies, portions of the same surface
may again act as specular reflectors.

Yet another phenomenon takes place when an obstacle is blocking the direct path
of propagation. The shadowing effect of the obstacle depends again on its size com-
pared to the wavelength of sound such that when the wavelength is large, the sound
effectively “bends” around the obstacle. This phenomenon is called diffraction. In ad-
dition to the bending, a wedge of any angle apart from 90° (the inside of a rectangular
corner) and 180° (which is actually not a wedge) also scatters sound in all directions
resulting in edge diffraction as illustrated in panel c¢) of Figure 2.1 (Svensson et al.,
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1999; Torres et al., 2000; see also Pulkki and Lokki, 2003). The edge diffraction is also
the microscopic mechanism responsible for diffuse reflection (Dalenbéck et al., 1994).

2.2.2 Room responses

Room acoustical phenomena excluding (typically undesired) resonances of mechanical
structures are approximately linear, which makes it possible to use the room responses
to describe the transfer of sound from one point in space to another. Room responses
can be applied both in objective and subjective analysis of room acoustics, as well as in
auralization' and reproduction. Moreover, RIRs for any of the previously mentioned
tasks can be either directly measured or computed using geometrical description and
specifications of the surface materials of an acoustical space (e.g., Allen and Berkley,
1979; Lehnert and Blauert, 1992; Kleiner et al., 1993; Savioja et al., 1999; Blauert et
al., 2000; Lokki, 2002; Novo, 2005). The discussion and examples in this chapter will
be limited to measured RIRs, thus avoiding the need to consider imperfections in the
practical computation methods.

An impulse response of a room or a hall consists of a multitude of sound events
produced by the reflections, scattering, and diffraction phenomena described in the
previous section. RIRs are typically divided into three subsequent parts: the direct
sound, early reflections, and late reverberation. The direct sound corresponds to the
sound propagating via a straight line between a source and a receiver. It is always the
first sound event in a response unless, of course, some obstacle is blocking the direct
path and thus preventing the direct sound from occurring. However, even in such
a case at least some low frequency sound is usually diffracted to the measurement
position before any of the early reflections. Apart from the attenuation caused by
the distance to the sound source and absorption of the air, the direct sound event
does not in principle depend on the acoustical environment or source and receiver
positions. However, the seats of a concert hall may form an acoustical resonator
structure, causing some attenuation of sustained direct sound passing at near-grazing
incidence across them, which is known as the seat dip effect (e.g., Takahashi, 1997;
Davies and Cox, 2000)

The early reflections are mainly discrete sound events, whereas the late reverber-
ation corresponds to diffuse sound arriving simultaneously from several directions.
According to a standard definition for concert halls (ISO 3382, 1997), the sound ar-
riving within 80 ms from the direct sound is considered as early reflections and the
sound arriving after 80 ms as late reverberation. However, this division is mainly of
a perceptual nature (see Section 3.5), and from a physical point of view there is no
single time instant when the early reflections change to late reverberation. Instead,
the density of reflections grows steadily as the emitted sound energy spreads in the
room. Neglecting scattering and diffraction, the average density of reflections arriving
to a receiver position can be shown to follow

dN, A

! Auralization is an acoustic analog of visualization defined by Kleiner et al. (1993) as “the process
of rendering audible, by physical or mathematical modeling, the sound field of a source in a space, in
such a way as to simulate the binaural listening experience at a given position in the modeled space.”
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Figure 2.2: Example of a concert hall response: Time-domain plot for the first 0.5 s
of response s2_r2_o from the database of Merimaa et al. (2005Db).

where N, is the number of reflections, ¢ is the time from the direct sound, ¢ is the speed
of sound, and V' is the volume of the room (Kuttruff, 2000, p. 98). The sound is also
attenuated by the absorption of the reflecting surfaces, and if the absorption is uniform
on all surfaces, the total sound energy follows an exponential decay curve. Figure
2.2 illustrates one RIR measured from a medium-sized concert hall. The relatively
sparse peaks in the beginning are the direct sound followed by some early reflections.
Furthermore, the diffusers on the walls of the hall result in a considerable amount
of sound being directed to the measurement position also between the first specular
reflections.

The decay of energy during the propagation of sound has been throughly studied
in the literature and is most often characterized by reverberation time (RT), defined
as the time that it takes for the sound inside a hall to decay 60 dB after a sound
source is turned off (ISO 3382, 1997). Sabine (1900) derived the famous law for the
RT, often quoted nowadays in the form

RT = 0.163% seconds, (2.2)

where A = aS is the equivalent absorption area of the room and « is the mean
absorption coefficient and S is the surface area of the boundaries in the room (Kuttruff,
2000, p. 118-119). The equation is strictly valid only for decay starting from an
ideally diffuse field in a room with uniformly absorbing boundaries and negligible air
absorption. However, it still often serves as the first approximation of the reverberation
time. Several correction terms for the equation have also been proposed later (e.g.,
Kuttruff 2000, Chapter 5; Barron and Lee 1988; Barron 1995a; see also Barron 1995b).
When a steady sound is switched on in a room, the room also features a buildup
complementary to the decay (Schroeder, 1966).

The frequency domain features of the steady state sound field in a room have also
provoked interest. Rooms exhibit modes where some frequencies are amplified due to
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Figure 2.3: Example of a concert hall response: Frequency-domain plot of a 4 s long

measurement of the same response shown in Figure 2.2. The decay of the level above
about 4 kHz is due to absorption both by the air and by the surfaces of the hall.

interference of reflected sound traveling in different directions. From the wave field
point of view, the interference creates more or less ideal standing waves. The modal
frequencies corresponding to the standing waves (also called eigenfrequencies) depend
on the dimensions and geometry of the room. Furthermore, the modes that are excited
and can be observed depend on the source and measurement positions, respectively.
However, indication for the general modal behavior can be obtained by considering the
modes of a rectangular room. The average density of modes per Hz in a rectangular
room can be approximated with

dNy 2

T ATV 5 (2.3)
where Ny is the number of modes and f is the frequency (Kuttruff, 2000, p. 70). The
form of the Eq. (2.3) is similar to Eq. (2.1) and it can be seen that the density of the
modes grows with the square of frequency. Consequently, apart from low frequencies,
the modes usually cannot be observed individually. As an example of the frequency
domain behavior, the Fourier transform of the RIR shown earlier in Figure 2.2 is
illustrated in Figure 2.3. For further discussion on statistics of room responses, see
e.g. Schroeder (1954a,b, 1962, 1965, 1996), Polack (1993), Jot et al. (1997), and
Blesser (2001).

As already mentioned, RIRs can be readily measured. The measurement process
consists of exciting a room with a chosen method, capturing the resulting sound with
one or more microphones, and of potential post-processing involving deconvolution
of the excitation signal and system compensation. The choice of sound sources and
microphones naturally affects the measurement results. Nowadays loudspeakers are
almost exclusively used as sources. ISO 3382 (1997) requires using a loudspeaker (or
generally any source) as close to omnidirectional as possible in measurements pertain-
ing to acoustical analysis. However, for auralization purposes it may be desirable to
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use a more typical loudspeaker with closer resemblance to the directivity of natural
sound sources, as done by e.g. Ben-Hador and Neoran (2004).

In acoustical measurements, there is always inherent background noise and conse-
quently maximizing the signal-to-noise ratio (SNR) becomes a concern. The SNR is
usually limited by the achievable sound levels of a loudspeaker and it can be improved
by using prolonged excitation signals that can be deconvolved out of the measured
responses (for an overview, see Miiller and Massarani, 2001, 2005). The most pop-
ular current excitation signals are the maximum length sequences (MLS; Schroeder,
1979) and logarithmically swept sinusoids (Farina, 2000; Miiller and Massarani, 2001,
2005; for other methods, see also Heyser, 1967; Berkhout et al., 1980; Aoshima, 1981;
Suzuki et al., 1995). The optimal excitation signal depends on the measurement sys-
tem. MLS has theoretically very attractive properties but it relies on the assumption
of linear time-invariant systems. On the other hand, logarithmic sweeps are able
to separate harmonic distortion produced, for instance, by the loudspeaker from the
linear response, which makes sweeps in many cases superior compared to other exci-
tations (for an experimental comparison, see Stan et al., 2002). All RIRs presented in
this thesis have been measured with logarithmic sweeps. In some cases the measure-
ment process has also involved careful compensation of the magnitude response of the
measurement system (for a case study, see Merimaa et al., 2005b).

2.3 Directional microphones and microphone ar-
rays

Microphones usually transduce the sound pressure into an electrical signal. An ideal
omnidirectional pressure microphone senses the movement of a diaphragm as a re-
sponse to the pressure variations on one side of the diaphragm. Although it is also
possible to directly measure other direction-dependent quantities of the sound field
(Olson, 1991), pressure microphones or microphones arrays can also be made sensi-
tive to the direction of arrival of sound. The resulting directional signals can then be
utilized both in analysis of the sound field (e.g. Okubo et al., 2000; Gover, 2002) and
in reproduction (see Section 5.2).

In directional microphone techniques, the signals from several sampling points
are combined such that sound arriving from a desired direction is amplified and/or
sound from undesired directions is attenuated. Single-diaphragm directional micro-
phones commonly used in recording applications utilize the difference of sound pres-
sure on both sides of the diaphragm. Equivalent processing can also be realized
with two closely spaced omnidirectional microphones, as will be discussed in this sec-
tion. Furthermore, various acoustical constructions can be used to impose direction-
dependent delays, interference, and/or filtering within the spatial sampling process
(for an overview, see Olson, 1991; Eargle, 2001).

More flexible directional processing than with single-diaphragm microphones can be
achieved with larger microphone arrays. The construction of a directional signal from
an array is usually denoted as beamforming. A general design procedure for array-
based beamforming has a vast number of free parameters starting from the number
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and layout of the microphones and extending to frequency-dependent weighting and
delaying of each individual microphone signal. Additionally, the microphones in the
array can have built-in directivity, and the weights and delays of the individual signals
can be varied dynamically in order to realize beam steering. In general, the higher
the number of microphones, the higher the directivity that can be achieved. The
wide range of audio frequencies, however, poses special problems on the design of
highly directive wideband microphone arrays because the (effective) dimensions of the
array and the spacing of the microphones within the array need to be proportional
to the wavelength of sound. This difficulty also motivates the search for alternative
reproduction methods, such as the SIRR technique developed later in this thesis.

A comprehensive treatment of microphone array techniques is beyond the scope of
this thesis. This section is limited to two specific microphone techniques commonly
encountered in high-quality recording applications: The basic principles and problems
of the gradient techniques are introduced in Section 2.3.1, and the B-format, based
on spherical harmonic decomposition of the sound field, is described in Section 2.3.2.
This section establishes the link between gradient techniques and first order B-format,
which will be important for the derivation of the energetic analysis based on B-format
signals. B-format signals will also be extensively used later in Chapter 5. For other
microphone array techniques and implementations, see e.g. Broadhurst (1982), Flana-
gan (1985), Kummer (1992), Pumphrey (1993), Holm et al. (2001), Meyer (2001), and
Merimaa (2002).

2.3.1 Gradient microphones

A basic gradient microphone senses the difference in sound pressure between two
closely spaced points. As already mentioned, an equivalent system to a single-dia-
phragm microphone using the pressure difference between the front and back of the
diaphragm can be constructed from two closely spaced omnidirectional microphones
whose responses are subtracted from each other. The differentiation can be seen as a
finite difference approximation of the gradient of the sound field under the assumption
that the dimensions of the microphone system are small compared to the wavelength
of sound, hence the name gradient techniques. Furthermore, the pressure gradient is
proportional to the particle velocity, as will be shown in Section 2.4.3. For this reason,
gradient microphones are often called velocity microphones.

In the following, it is assumed that the sound pressure is sampled ideally in the
two measurement points and the microphone or microphones do not affect the sound
field. For a more detailed analysis of practical gradient microphones, see Olson (1991,
Sections 8.3-8.5), Eargle (2001, Chapters 4-5), and Olson (1973)%. With the previous
assumptions, the directivity and frequency response of a gradient microphone in the
far field of a source where the arriving wave fronts can be approximated as planar, can
be derived as follows. Consider a plane wave with an angular frequency w arriving to
a microphone pair with an angle 6 as depicted in Figure 2.4. Let the sound pressure
halfway between the microphones be puia(t,w) = Ae’“!, where A is the complex

2Qlson (1973) actually discusses gradient loudspeakers, but the methods are analogous to gradient
microphone techniques.
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Figure 2.4: Plane wave arriving from angle 6 to a microphone pair placed on the z-axis
with a distance d between the microphones.

amplitude, j is the imaginary unit, and “denotes a complex notation of a time-domain
signal such that the instantaneous sound pressure is given as p(t,w) = Re{p(t,w)}.
The sound pressure at the positions of the two microphones can be now written as

. dcos(0)

Pr(w, 0) = Pmia(w)e’* 2 (2.4)

and
dcos(6)

Po(w,0) = Prmia(w)e 72 | (2.5)
where d is the distance between the microphones, ¢ is the speed of sound, and the
exponential terms describe frequency-independent delays of At = dcos(f)/2c. Note
that the explicit dependence of the quantities on ¢ has been dropped for typographic
clarity.

Using a trigonometric identity, the difference of the two microphone signals can be
written as

i@, 0) = 1 (w, 0) — Po(w, 0) = Prmia(w)2j sin <wdcgsc(9)> . (2.6)

Some magnitude responses according to Eq. (2.6) are shown in Figure 2.5 as a func-
tion of d/\ = fd/c, where A\ = 2mwc/w is the wavelength of sound. At low frequencies,
the illustrated directivity patterns have the shape of a figure-of-eight which starts
to split into multiple beams above d/A = 0.5. The splitting is the result of spatial
aliasing, which usually sets the upper frequency limit for the operation of any direc-
tional microphone system. Another prominent feature is a considerable variation in
the magnitude response. When

d <l& d < ! (2.7)
W— — < — .
2c AT
the small angle approximation sin(z) ~ x can be used to yield
R R . dcos(0
Pait(w, 0) = Pmia(w)jw c( ) ‘ (2.8)

This equation clearly displays a figure-of-eight (cosine) directivity, first-order highpass
characteristics (multiplication with w) and a 90° phase shift (j) which is an artifact
of the differentiation.
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Figure 2.5: Logarithmic magnitude responses of an ideal gradient microphone accord-
ing to Eq. (2.6). Left: Polar plots as a function of 0 for d/A = 0.2, 0.6,1. Right:
Magnitude response for § = 0 as a function of d/\.

To derive a signal with a frequency dependent magnitude proportional to the sound
pressure, a first-order lowpass filter needs to be applied to the response (for realization
of the lowpass filtering in single-diaphragm microphones, see Olson, 1991, p. 275-279).
In individually used gradient microphones, it may not be necessary to compensate for
the phase shift or overall sensitivity of the gradient microphone. However, an ideal
microphone sampling the sound field with a figure-of-eight directivity pattern at low
frequencies can be theoretically implemented as

(. 6) = finia() cos(6) = — 2= [pn (,0) = pa(e,0)] (2:9)

The lower operational frequency limit of a gradient microphone is usually defined
by measurement errors. With the pressure difference at a fixed distance decreasing
towards low frequencies, measurement noise or phase errors in the sampling begin
to dominate the low-frequency output unless the frequency range is limited or the
microphone is designed to approach omnidirectional at low frequencies. The pressure
difference at low frequencies can, of course, be increased by increasing the distance
between the sampling points, but this will result in spatial aliasing starting at lower
frequencies.

From Egs. (2.8) and (2.9), it is obvious that sound events arriving from opposite
directions are transduced with opposite phases. This property enables modification
of the directivity pattern by adding an omnidirectional component to the gradient
signal. The omnidirectional part then cancels out some of the negative lobe of the
figure-of-eight pattern. General first order directivity patterns constructed this way
are of the form

e(d) =0+ (1—pP)cos(d), pe€l0,1], (2.10)

where (3 is the directivity parameter describing the proportion of the omnidirectional
component. The directional effect of 3 with some typical values is illustrated in Figure
2.6. It should be emphasized that in using the previous summation principle it is
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270

Figure 2.6: Polar plots of the logarithmic magnitude responses of first-order gradient
directivity patterns according to Eq. (2.10) with some typical values of f3.

important to fully equalize the figure-of-eight signal according to Eq. (2.9). However,
the same directivity patterns can also be realized by introducing a delay to one of the
omnidirectional signals before the differentiation. Specifically, for 3 < 1 it is easy to
show that adding a delay of At = (d/c)[3/(1 — 3)] to the signal p(w) in Eq. (2.6)
yields a low-frequency directivity according to Eq. (2.10)3.

So far, the discussion has only involved propagating plane waves. However, in
general sound fields, the magnitude of the sound pressure may vary between the
two microphones. For the purposes of the current discussion, consider a gradient
microphone placed close to a sound source. The magnitude of the sound pressure
resulting from a point source decreases as 1/r over the distance (corresponding to
the attenuation of power as 1/r? as stated earlier in Section 2.2.1). For small r,
the difference in the pressure at the two sampling points can be substantial due to
the different relative distances to the source. Furthermore, this pressure difference
is constant as a function of frequency, whereas the difference due to the gradient of
the sound field decreases towards low frequencies. Consequently, placement of the
microphone close to a source creates a relative amplification of low frequencies, which
is known as the prozimity effect (Eargle, 2001, p. 77-79 and 91-93).

Gradient techniques can, of course, be extended to utilize sampling of the sound
field at more than two positions. Second order gradient patterns can be formed by
subtracting the signals of two closely spaced gradient microphones (e.g., Woszczyk
1984; Sessler et al. 1989; Olson 1991, p. 311-319; Eargle 2001, p. 116-123; see also
Korenbaum 1992, Sessler and West 1992, and Elko et al. 1994), and the methods can
be generalized to higher orders. However, the frequency range limitations grow more
severe with increasing order of the gradient, thus limiting the achievable directiv-
ity. In practice, higher than first-order gradient microphones are rare in high-quality

3Elko (2000) also proposed an alternative technique for facilitating the equalization by construct-
ing the general directivity patterns as a weighted sum of two back-to-back cardioid responses formed
first with delays d/c (i.e., 8 = 0.5).
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recording applications.

Microphones with steerable beams are another possibility for utilizing several sam-
pling points. As shown earlier, various first-order directivity patterns can be formed
as a sum of an omnidirectional and a figure-of-eight signal. Hence, all that is needed
for a general steerable first-order gradient microphone is a method to steer the figure-
of-eight pattern. A two-dimensional steering can be formulated based on the following
trigonometric identity

cos(f — 0') = cos(f) cos(') + sin(6) sin(d') (2.11)

where 6’ is the desired change in the angle of orientation. The right-hand side of the
equation shows that such a change can be realized by including the output of a second
microphone with a directivity pattern sin(6), i.e., that of a concentric figure-of-eight
microphone perpendicular to the first microphone. Similarly in three dimensions,
a microphone signal pg(f',¢’) with a figure-of-eight pattern pointing at azimuth ¢’
and elevation ¢’ (see coordinate systems in Section 1.2) can be formed as a weighted
combination of three figure-of-eight microphone signals aligned with the Cartesian
coordinate axes with the following ideal direction-dependent relation to the sound
pressure of a plane wave

X =pcos(0)cos(¢), Y =psin(f)cos(¢p), Z = psin(¢), (2.12)

yielding
ps(6',¢") = cos(0") cos(¢') X + sin(0') cos(¢')Y + sin(¢') Z . (2.13)

It happens that the signals X, Y, and Z defined above are also proportional to the
first-order B-format signals discussed below.

2.3.2 B-format

As mentioned earlier, B-format signals are based on a spherical harmonic decomposi-
tion of the sound field. The sound field on an imaginary sphere around a measurement
point can be expressed as a weighted sum of an infinite number of spherical harmonics,
in a manner analogous to the representation of a periodic signal with its Fourier series
(Williams, 1999). The spherical harmonics correspond to directivity patterns whose
directivity increases with the order? of the harmonics. A truncation of the spherical
harmonic series to a certain order allows a representation of the sound field with a
limited directional resolution. In practice, the truncation is necessary due to limita-
tions in the measurement technology and a limited number of available microphones
for a recording array.

The zero-order B-format component W is an omnidirectional signal. Disregarding
the sensitivity of the microphone, it can thus be defined as W = p. The first order
signals X, Y, and Z correspond to the orthogonal gradient (figure-of-eight) signals

4The term order may create some confusion and it is used here according to a common convention
in B-format and Ambisonics literature. What is actually meant with order n is spherical harmonics
Y™ of degree n > 0 including orders m € [—n,n]. For a description of the spherical harmonics, see
Williams (1999, Section 6.3).
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defined in Eq. (2.12) and multiplied by v/2 (Farrar, 1979a; Jagger, 1984; see also Ger-
zon, 1973)5. Higher-order components, however, are not directly proportional to the
gradient directivity patterns of the same order but correspond to linear combinations
of the gradient patterns up to the same order (Gerzon, 1973; Cotterell, 2002).

It is obvious that first-order B-format recording can also be realized by four closely
spaced, properly aligned, and calibrated discrete microphones: one omnidirectional
and three with a figure-of-eight directivity pattern. However, array techniques make it
possible to achieve better coincidence of the individual components. A suitable record-
ing array can be easily constructed from microphone pairs aligned at each Cartesian
coordinate axis, and array systems for first-order B-format recording are also com-
mercially available. Practical implementations of higher-order recording are, on the
other hand, fairly recent and require a relatively high number of microphones.

The spherical harmonic decomposition can be directly applied in the Ambisonics
sound reproduction method (see Section 5.2.2). However, due to the possibility to
easily form and steer any general first order gradient pattern, the applications of B-
format are not limited to Ambisonics. Furthermore, the relation of the omnidirectional
and gradient signals to sound pressure and particle velocity, respectively, makes it
easy to use B-format in energetic analysis of sound, as will be shown in Section 2.4.8.
This property and the commercial availability of first-order B-format microphones
make them important for this thesis. In the following, some available first-order
implementations are described, followed by a brief review of the recent higher-order
techniques.

Soundfield microphones

Soundfield microphones are the best-known commercial devices capable of recording
first-order B-format. Soundfield microphone systems consist of a multicapsule micro-
phone unit connected to a preamplifier and control unit. The microphone unit includes
four closely spaced subcardioid microphone capsules arranged at the corners of a reg-
ular tetrahedron. The four output signals of the capsules are denoted as A-format,
which is then converted to B-format (and optionally other adjustable outputs) by the
control unit. The conversion consists of simple summation, differentiation, and equal-
ization operations (Gerzon, 1975; Craven and Gerzon, 1977; Farrar, 1979a,b; Jagger,
1984).

As the four capsules are not perfectly coincident, spatial aliasing is, of course, an
issue at high frequencies. Gerzon (1975), Farrar (1979a), and Jagger (1984) all claim
adequate directional operation up to approximately 10 kHz. Indeed, measurements
by Farina (2001a,b) show that the directivity patterns are roughly similar from 125
Hz to 8 kHz, although there are some distortions and asymmetries at all frequen-
cies indicating an imperfect estimation of the spatial gradients. Furthermore, the
relative levels of the omnidirectional and figure-of-eight signals deviate considerably
as a function of frequency, which makes the general directivity patterns somewhat

5The purpose of the 3 dB (v/2) gain of X, Y, and Z relative to W is to make their energy closer
to that of W in a diffuse sound field, which was important in oder to maximize the SNR in analog
recordings. Gerzon (1973) actually uses a gain of /3 which equalizes the levels according to the
normalized real spherical harmonics.
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frequency-dependent, and will have some consequences for the energetic analysis.

Microflown technologies

Microflown (de Bree, 2003) is a recent advancement in direct measurement techniques
for the particle velocity (for the exact relation between the sound pressure gradient and
particle velocity, see Section 2.4.3). The Microflown sensor is made by microtechnology
and consists of two heated platinum wires less than 1 pum thick. Particle velocity
induces asymmetric changes in the temperature of the wires and consequently in
their resistance, which can be easily measured. The sensors offer an extremely wide
frequency range covering all audio frequencies with a figure-of-eight directivity pattern
and good signal-to-noise ratio. Furthermore, a microscale array with three orthogonal
velocity sensors and a pressure microphone is also available. Although the frequency
response of the Microflown (de Bree, 2003, Figure 12) would seem to require some
equalization for recording purposes, the technology would be an attractive alternative
for future work related to the analysis and reproduction aspects of this thesis.

TKK 3-D array

The TKK array (Peltonen et al., 2001; Merimaa, 2002) is a custom microphone sys-
tem built by Goutarbes at the Laboratory of Acoustics and Audio Signal Processing,
Helsinki University of Technology (TKK). A picture of the array is shown in Figure
2.7. The array consists of twelve omnidirectional miniature electret microphone cap-
sules arranged as six concentric pairs, two pairs on each of z-, y-, and z-coordinate
axes. The inner pairs are set 10 mm apart from each other and the outer pairs have
a spacing of 100 mm. The main motivation for the two spacings is to extend the
bandwidth in first-order directional processing by cross-fading between the two pairs
aligned in the same direction. The usable frequency range is roughly 100 Hz — 10
kHz. Furthermore, the orthogonal geometry of the array makes extracting B-format
straightforward, and the array could also be used for forming some second-order gradi-
ent patterns at a more limited frequency range. For a more comprehensive description
of the possible applications, see Merimaa (2002).

Higher-order B-format microphone arrays

Instead of gradient techniques, the recent higher-order B-format systems are all based
on direct spherical harmonic sampling of the sound field. As already mentioned, the
number of necessary microphones grows with increasing directivity, and the frequency
range limitations are more severe than at first order. Abhayapala and Ward (2002)
described a spherical shell array consisting of 25 omnidirectional microphones on a
spherical surface with a radius of 4 cm. The array was capable of recording spherical
harmonics up to third order at a frequency range of 340 Hz — 3.4 kHz. Furthermore,
Meyer and Elko (2002) considered 32 microphones mounted on the surface of a rigid
sphere (with a radius of 5 cm) providing some advantages to the frequency range and
yielding third order spherical harmonics with the spatial aliasing staying at moderate
levels up to 5 kHz.
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Figure 2.7: TKK 3-D microphone array

The design principles of Laborie et al. (2003) appear very promising and allow
using arbitrary array layouts and directivity patterns for the individual microphones.
Furthermore, the compromise between high directivity and SNR at low frequencies
can be adjusted using a single parameter. An illustrated B-format prototype consisted
of a spherical array of 24 omnidirectional microphones where some of the microphones
were placed inside the sphere, yielding third order spherical harmonics with reasonable
directional accuracy even above 5 kHz. A theoretical framework for all the previously
mentioned techniques was recently presented by Poletti (2005). For related theoretical
analysis, see also Williams (1999), Poletti (2000), Cotterell (2002), and Rafaely (2005).

2.4 Energetic analysis

In the previous section, some possibilities for recording the sound pressure as a function
of the direction of arrival of sound were described. Another possibility for directional
analysis is to observe the transfer of energy. The transfer of energy indeed takes place
even if in Section 2.1 it was stated that in case of typical sound events the movement
of fluid elements and changes in local pressure are only temporary disturbances. The
sound energy is created by the action of a sound source on the fluid immediately
surrounding it, and it is transported with the propagating disturbances.

The energetic analysis presented in this section has a firm mathematical basis and
for the treatment, some basic concepts and assumptions need to be defined more
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precisely. The sound pressure p is defined as the change from the equilibrium pressure
Py of the fluid, and the total pressure is thus P = Fy + p. Correspondingly, two
quantities are introduced for the density of the medium: p is the instantaneous density
(analogous to P) and pg is the mean (equilibrium) density. As mentioned in Section
2.1, p/ Py is typically very small and the same applies to the relation of (p — po)/po-
Hence, the approximation p = py will be used often. Throughout this section, it will
also be assumed that the temperature of the fluid is constant apart from changes
induced by the sound, and convection, i.e., net movement of the fluid (which cannot
be created by the temporary disturbances related to sound propagation) is negligible
within the volume of interest. These assumptions imply that Py and py are constant
and do not contribute to the transfer of energy.

Although parts of this section can be found in acoustics text books, the methodol-
ogy is not commonly known to audio engineers. Since the derivation of the necessary
concepts is fairly straightforward, it is worth presenting in this thesis. The section
starts with the manifestation and propagation of sound energy in Sections 2.4.1 and
2.4.2, respectively. The relation between the sound pressure and the particle velocity
is derived in Section 2.4.3. Sections 2.4.4 and 2.4.5 discuss the energy propagation in
cases where part of the sound energy is oscillating locally. Section 2.4.6 describes a fre-
quency domain energetic analysis, and the established measurement technique using
microphone pairs is presented in Section 2.4.7. Finally, the measurement technique
based on B-format signals is newly derived in Section 2.4.8.

2.4.1 Sound energy

Sound energy manifests itself both as kinetic energy of the fluid elements in motion
and as potential energy of the regions where the pressure deviates from its equilibrium
value. As can be expected based on elementary physics, the kinetic energy of a fluid
element per unit volume is equal to

D ipu , (2.14)
where u is the particle velocity (Fahy, 1989, p. 47). Furthermore, for practical con-
siderations, p can be approximated with py.

A change in the potential energy equals the work done in changing the volume of
a fluid element. Per unit volume the work is
dVv
dW = —P—, 2.15
> (215)
where V' is the volume of the element. A major part of the work is done by F.
However, this part of the work is reversed when returning to the equilibrium volume®
and consequently it does not contribute to the sound energy (Cremer and Miiller,

6 Assuming that the acting forces are conservative, i.e., that the process is reversible. As a matter
of fact, the changes in the pressure also lead to changes in the temperature which could result in a
non-reversible process. However, the pressure changes happen so quickly and the heat conduction of
the air is so small that the exchange of heat between neighboring elements can to first approximation
be neglected and the process is effectively adiabatic (Cremer and Miiller, 1982b, p. 7).
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1982b, p. 14; Fahy, 1989, p. 47). Hence, the change in the potential energy can be
written as

dv
dEpot = —p7 . (216)
The change of volume dV/V can also be related to sound pressure. The detailed
derivation of this relation requires discussion of the kinetic gas theory and is beyond
the scope of this thesis. For small pressure variations, such as typical sound levels,

Fahy (1989, p. 48) gives the following approximation

dv. dp
—r — 2.17
Vv poc?’ ( )
Substituting this into Eq. (2.16) and solving for E, yields
2
By = L (2.18)

2p0c%

The speed of sound is actually affected by the fact that the process is adiabatic instead
of isothermic, i.e., that temperature changes also occur. Thus, involving ¢ in Eq. (2.18)
accounts also for the thermal potential energy within the limits of the approximation
in Eq. (2.17). The total energy per unit volume, denoted as energy density of the
sound field, can now be written in the form

E = Epot + Eyin = (2.19)

2ppc? 2

This expression applies to any general sound field with small pressure changes and
negligible convection (Fahy, 1989, p. 48). By introducing the characteristic acoustic
impedance of the medium defined as Zy = poc, Eq. (2.19) can be written in the form

1 —2.2 2
E = 3P0 (Zo p +u) : (2.20)

2.4.2 Sound intensity

The sound intensity introduced in this subsection is a quantity describing the transport
of the kinetic and potential energy in a sound field. Consider an imaginary surface
embedded in a fluid. Let us assume further that the small dissipative forces present
in the fluid can be neglected and that the surface is not in direct contact with any
solid object. The rate at which work is done on one side of the surface by the fluid on
the other side can be written as

%:F-ds/dt:F~u:pdS-u, (2.21)
where F is the force vector acting on the surface, s is the movement of the surface,
and u is the particle velocity vector. Furthermore, dS = dSn is an elemental vector
area where dS is the area of the surface and n is a unit vector normal to the surface



26 Physical Analysis of Spatial Sound

z
A : T
: v y dZ 46&
p —f——— > /)L/;____‘_Ti* Pt dx
//// /
e dy
> X
* dx —

Figure 2.8: A rectangular fluid element with illustration of the forces acting on the
x-axis (after Cremer and Miiller, 1982b, p. 3).

and directed into the fluid receiving the work. This work is what transfers the energy
in either direction across the surface. The work rate per unit area can be written as

dW
dtdS
where u,, = u-n. The quantity I,, = pu,, is defined as the component of instantaneous

sound intensity normal to the surface. Furthermore, the instantaneous intensity vector
is defined as

= pu, , (2.22)

I=pu, (2.23)

describing thus the instantaneous flow of energy (Fahy, 1989, p. 49).

The opposite direction of the intensity vector can be used as an estimate for the
direction of arrival of sound, as needed later in this thesis. The properties of the sound
intensity will be discussed further in Section 2.4.4. However, it is necessary to first
derive the relation between the sound pressure and particle velocity.

2.4.3 Relation between sound pressure and particle velocity

It is obvious that for the intensity analysis it is necessary to be able to measure the
particle velocity. Although direct velocity transducers exist (Olson, 1991; see also
Microflown technologies on p. 22), the particle velocity can also be estimated based
on common sound pressure measurements. In Section 2.3.1, it was already mentioned
that the velocity is related to the pressure gradient of the sound field. Formally, the
relation can be derived as follows (Cremer and Miiller, 1982b, p. 3-5):.

Consider Newton’s dynamic law applied to a small rectangular fluid element of
volume dV = daxdydz, where dx, dy, and dz are the lengths of the edges. Such
an element is illustrated in Figure 2.8. The forces acting on dV in the positive and
negative z-direction are

F,+ =pdzdy (2.24)
and 5
F,_ = (p + a—i@:) dzdy, (2.25)

respectively. The difference in the forces results in an acceleration a, = du,/dt of
the mass m = pydV, where u, is the component of the particle velocity in the z-
coordinate direction and the density has been approximated with py. From Newton’s
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law we now have for F,, — F,_

op du,
= 5odV = podV ot

(2.26)

Eliminating dV and considering that corresponding equations hold for the y- and
z-directions, we can write

du
—Vp=po—, 2.27
P=pog, (2.27)
where V is the vector operator denoting gradient.
The total acceleration in Eq. (2.27) is

du Ou Ju ou ou

T EvLuwa—x—l—uya—y—l—uza—z, (2.28)
where u,, u,, and u, are the corresponding Cartesian components of the particle
velocity vector. The first term describes acceleration of the fluid particles due to time
variation and the other three express acceleration due to convection. Neglecting the
convective terms (according to an earlier assumption) Eq. (2.27) can be written in the
form

ou
Vp=pog (2:29)
known as the linearized fluid momentum equation. This equation will be needed both
in the description of the active and reactive intensity in the following as well as in the
derivation of the measurement techniques for sound intensity in Sections 2.4.7 and

2.4.8.

2.4.4 Active and reactive intensity

So far all quantities have been discussed as instantaneous. In sound fields such as in
rooms, the direction and magnitude of the intensity will, of course, vary as a function
of time. Furthermore, the intensity will be later analyzed as a function of frequency,
which necessarily involves averaging over a finite time either according to the impulse
responses of a filterbank or within a time window applied in Fourier analysis. In this
section, some properties of the average intensity over time are discussed.

In a general sound field involving sound propagating in several directions, not all
local movement of sound energy corresponds to a net transport. The part of the instan-
taneous intensity that does contribute to a net transport is denoted active intensity
and can be calculated simply as

I, = (I(t)) , (2.30)

where (-) denotes time averaging.

In a monochromatic (single frequency) stationary sound field, the active intensity
can be shown to depend on the phase relations of the harmonically varying sound
pressure and the particle velocity vector. Conceptually the dependence can be ex-
plained as follows. In an ideal traveling plane wave, the direction of u(t) is constant
and its magnitude varies in the same or opposite phase with p(¢) (whichever is the
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case is a matter of choice of coordinate directions). As a product of p(t) and u(t), the
resulting intensity thus has a constant sign and direction, indicating that all energy
propagation takes place in the same direction. However, a phase difference between
p(t) and any directional component of u(t) results in an oscillation of the direction of
the intensity vector.

Some more insight into the issue as well as into the origin of the phase differences can
be obtained by considering a general stationary monochromatic sound field (Mann et
al., 1987; Fahy, 1989, pp. 54-55; Mann and Tichy, 1991; Schiffrer and Stanzial, 1994).
Let us again represent the sound pressure using the complex notation. Specifically,
let

p(x,t) = A(x)elltrel (2.31)

where x is the position vector, A(x) is the (real) space-dependent amplitude, and p(x)
is the space-dependent phase. The linearized fluid momentum equation (2.29) relates
the particle velocity to the pressure gradient of the sound field. Now, the pressure
gradient of Eq. (2.31) is

Vi = (VA + jAV) 1) (2.32)

where the explicit indication of the dependence of the quantities on ¢t and x has been
dropped for typographic clarity. In a monochromatic field, the particle velocity can
be solved from Eq. (2.29) by integration over time yielding

. 1 '
=L Vp= — (—AVp + jVA) eJetHe) (2.33)
wpPo wpo
The intensity can now be computed as a product of Egs. (2.31) and (2.33). Con-
sidering first the component of intensity associated with @ in quadrature (having a
90° phase shift) with p yields the following real representation

sin 2(wt + ¢)

2
. .34
Top VA (2.34)

Ir(t) =
As can be seen, the time average of Eq. (2.34) is zero, indicating no contribution to
the net transport of energy. This component of the instantaneous intensity is denoted
as reactive intensity. Furthermore, anticipating the outcome, the component corre-
sponding to u and p in phase is defined as the active component of the instantaneous

intensity

A? cos? (wt
L) = Wit g (2.35)
wpo

Indeed, I, has a constant sign independent of ¢, signifying an exclusive contribution
to the net transport of energy. Hence, it can be confirmed that the time-averaged
active intensity depends solely on the in-phase components of the sound pressure and
particle velocity (Fahy, 1989, pp. 54-55).

Eq. (2.35) shows that the active component of instantaneous intensity is propor-
tional to the spatial gradient of phase, indicating that the active intensity is per-
pendicular to surfaces of uniform phase. The reactive component (Eq. 2.34), on the
other hand, depends on the spatial gradient of the amplitude of the sound pressure.
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Such gradients can be produced as a result of interference, for instance, in standing
waves. However, also in propagating spherical waves or in any other wave front whose
pressure decreases as a function of distance from the source, there is a reactive (os-
cillatory) intensity component due to the spatial gradient. For spherical waves the
relative strength of the reactive component decreases as a function of distance as the
wave front approaches an approximation of a plane wave (note the relation between
the reactive intensity and the proximity effect of directional microphones). By noting
that cos?(wt + ) = [1 + cos2(wt + ¥)]/2, it can also be seen that, at a fixed posi-
tion, the flow of energy shifts periodically between the active and reactive intensity
components.

For non-stationary or non-monochromatic sound fields, the particle velocity cannot
be calculated according to Eq. (2.33). Schiffrer and Stanzial (1994) proposed an
alternative general decomposition of u = u, + u, (using real notation), where u, is in
phase and u, in quadrature with p. The component u, is defined as

u
w, — (p 2>p ’
(P?)
having the same time dependence as p, and average magnitude and direction of the
component of u contributing to the active intensity. Furthermore, for u, we have

(2.36)

*)u — (pujp
(p?)
Now, alternative active and reactive components of instantaneous intensity can be

defined as

(2.37)

u=u—u, =

L,(t) = pu, = <ZZ;2>§) : (2.38)
and
T(t) = pu, (p )pu<p—2>(pwp | (2.30)
respectively”.

It can be shown that the definitions in Eqgs. (2.38) and (2.39) coincide with the ear-
lier definitions for monochromatic sound fields (Schiffrer and Stanzial, 1994; Stanzial
et al., 1996; see also Stanzial and Prodi, 1997). However, in general sound fields, the
root mean square (RMS) value of I/ (¢) will be different compared to the RMS of a sum
of the reactive intensity components I,.(¢) (Stanzial and Prodi, 1997). Nevertheless, it
is easy to show that also (I’.(¢)) = 0. The amplitude of the oscillations of the newly de-
fined reactive intensity in different directions could also be analyzed yielding ellipsoids
describing the energy polarization in the sound field (Stanzial et al., 1996; Stanzial
and Prodi, 1997; for figures of the three dimensional ellipsoids, see Stanzial et al.,
2000). However, the validity of the time-dependence of the presented decomposition
is not fully clear. Stanzial and Prodi (1997) also discuss another alternative definition
where, instead of decomposing u, p is decomposed into a component in phase and
in quadrature with u, yielding different instantaneous values for the radiating and
oscillating intensity but the same time averages as using a decomposition of u.

"Stanzial and Prodi (1997) have later used the terms radiating and oscillating intensity to describe
the newly defined active and reactive intensity components, respectively.
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2.4.5 Diffuseness

Energy transport in a sound field can also be discussed relative to the diffuseness of the
sound field. According to Nélisse and Nicolas (1997), a generally accepted definition
of diffuseness states that in a perfectly diffuse field, the energy density is constant
in all points within the volume of interest. Furthermore, a typical definition requires
that all directions of propagation of sound be equally probable (Nélisse and Nicolas,
1997; Kuttruff, 2000, Section 5.1). These definitions together imply no net transport
of energy, i.e., (I) = 0.

Based on the previous discussion on active and reactive intensity, the first thought
for a measure of the degree of diffuseness might be to use the ratio of the reactive and
active intensity components. However, it was already pointed out that different defi-
nitions of reactive intensity yield different values in general sound fields. Furthermore,
the reactive intensity can also vanish in points where the particle velocity is zero. Ac-
cording to the linearized fluid momentum equation this corresponds to the vanishing
of the spatial gradient of the sound pressure, which could theoretically happen, for
instance, in the antinodes (pressure maxima) of an ideal standing wave, from where
the energy is transferred symmetrically to different directions.

Another possibility is to compare the active intensity to the energy density. The
quantity (I)/E describes the velocity of sound energy propagation and it can be shown
to be bound between [0, ¢| (Schiffrer and Stanzial, 1994; Stanzial et al., 1996). The
value of ¢ indicates that all energy is being transferred, whereas a smaller value implies
that part of the energy is locally confined. The fraction of the propagating sound
energy is thus given by |(I)||/{(cE), where || - || denotes the norm of a vector. This
quantity has also been discussed as a field indicator by Stanzial et al. (1996) and
applied to acoustical analysis of an opera house by Stanzial et al. (2000). However,
we define the diffuseness estimate 1) as the proportion of the locally confined energy.
From Eqgs. (2.20) and (2.23) we now have

o1 22wl
CE) T+ ) (2:40)

Y=1-

A value of ¢ = 0 signifies the absence of any local oscillation of energy. Fur-
thermore, for an ideally diffuse sound field, ¢/ = 1. However, the converse is not
necessarily true, i.e., the value ¢ = 1 does not guarantee an ideally diffuse sound field
in the sense that all directions of propagation would be equally probable. Generally,
based on energetic analysis in a single point, there is no possibility to analyze the
exact directional distribution of oscillating intensity, because symmetric oscillations
yield the same zero intensity (due to zero particle velocity) as no oscillations in the
same direction. Such symmetric oscillations are fairly theoretical, and in practical
broadband and/or time-variant sound fields the energy polarization described earlier
could provide useful information in addition to v. However, it cannot serve as a sub-
stitute for ¢». Finally, note that an instantaneous value 1 (t) could also be defined but
it will not be needed in this thesis.
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2.4.6 Frequency distributions

For derivation of the frequency distribution of sound intensity, consider first a general
sound field with multiple harmonic components at different frequencies. As a product
of two quantities including multiple harmonic components, intantaneous intensity will
include frequency components at the sum and difference frequencies of the original
harmonic components. Thus, the direct frequency analysis of the instantaneous inten-
sity does not reflect the harmonic structure of the sound field being analyzed, and as
such is of little practical significance. What is of interest is the contribution of sound
pressure and particle velocity at the same frequency or frequency range to the total
intensity.

The Fourier transform effectively decomposes an analyzed quantity into stationary
monochromatic components. As shown in Section 2.4.4, in stationary monochromatic
sound fields the active intensity is related to the in-phase components of the sound
pressure and particle velocity. Hence

L (w) = Re {P*(w)U(w)} , (2.41)

where P(w) and U(w) are the Fourier transforms of the sound pressure and particle
velocity over a finite time window®, respectively, and * denotes complex conjugation
(Fahy, 1977, 1989, Section 5.3). Since Fourier transforms are inherently complex-
valued, the hat signifying a complex signal is omitted from the notation. Eq. (2.41)
represents the real part of the cross-spectrum® of the sound pressure and particle
velocity. Furthermore, the imaginary part Im{P*(w)U(w)} describes the mean ampli-
tude of the oscillating intensity within each Cartesian coordinate direction. However,
this kind of an analysis of the reactive intensity does not provide information on
the polarization of the oscillations which may yield higher reactivity in between the
Cartesian coordinate axes. As such, the frequency distribution of the reactive inten-
sity is not very useful for later applications. Consequently, henceforth the frequency
distributions will only be derived for the active intensity.

The mutual phases of the sound pressure and particle velocity do not affect the
energy density, whose frequency distribution is simply the magnitude of the Fourier
transform of Eq. (2.20). Hence

1 _
Ew) =5 |Z5* [P@) + U] . (2.42)
where | - | denotes the absolute value of a complex number and the square of a vec-

tor quantity is defined as the square of its norm. The frequency distribution of the
diffuseness estimate is thus

by =1 Mal@ll ) 270 [Re {P"(w)U(w))]

cB(w) [P+ 23 |U(w)[’

(2.43)

8n order to maintain the intensity as the rate of work per unit area, the Fourier transform needs to
be defined such that it is normalized by time. However, later in this thesis we will not be interested in
the absolute magnitude of I, (w) but its direction and magnitude related to other Fourier transformed
quantities, so the normalization will not be necessary as long as all quantities are computed over the
same time.

9The cross-spectrum of two signals x; and xo is typically expressed as Gu 2, = X1(w)X;(w)
instead of X7 (w)Xz2(w) (see Section 2.6.1). However for intensity we maintain the above definition
according to Fahy (1989, p. 97).
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It was already mentioned that frequency analysis can also be performed using a
filterbank, i.e., a number of bandpass filters with different center frequencies. In the
filterbank approach, the sound pressure and each particle velocity component can be
simply fed through the filterbank prior to the energetic analysis, and the equations
from the previous sections can be directly applied to compute both instantaneous
and time-averaged intensity, energy density, and diffuseness at each frequency band.
The Fourier analysis presented in this section can also be applied to short consecutive
(or overlapping) time windows yielding a short-time Fourier transform (STET). Note
that the STFT components with the same frequency from subsequent time windows
can also be seen as down-sampled filterbank signals.

2.4.7 Microphone pair measurements

After describing the theory of energetic analysis, we now turn to practical measure-
ments. Computing the desired quantities from a probe yielding directly sound pressure
and particle velocity is trivial apart from measurement errors (see Fahy, 1989, Section
5.2) and will not be discussed further. Another common measurement technique uses
a pair of omnidirectional microphones (Fahy, 1989, p. 92). Consider a pair of micro-
phones yielding the signals p;(¢) and ps(t) placed on the z-axis with a spacing of d as
shown earlier in Figure 2.4. From the linearized fluid momentum equation (2.29) we
have

1t 9p(r)

Lo J—oo ox

Uy (t) = dr. (2.44)

Using a finite difference approximation yields

w®) = [ () = el (2.45)

which approximates the particle velocity at the point halfway between the microphones
under the assumption that d is small compared to the wavelength of sound. The sound
pressure at the same point is estimated by the average of the two microphone signals

p(t) = = [pi(t) + pa(t)] . (2.46)

1
2
Eqgs. (2.45) and (2.46) can be directly substituted into earlier time domain formulae
to compute the intensity, energy density, and diffuseness. In a discrete time imple-
mentation, the integration in Eq. (2.45) is simply replaced by a summation over time.
Similar equations, of course, hold for the y- and z-coordinate directions and computing
the three dimensional particle velocity can be realized with three pairs of microphones.

Frequency distributions can be computed directly according to Eqs. (2.41), (2.42),
and (2.43). However, for the active intensity it is possible to derive a simplified
formula as follows (Chung, 1978; Fahy, 1989, Section 5.3): The Fourier transform of
the estimated particle velocity from Eq. (2.45) is

U, (w) ~ —wjo - [Pi(w) ~ ()] (2.47)
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Note that apart from the constant 1/(poc) = 1/Zy the equation is similar to Eq. (2.9)
describing the response of an ideal gradient microphone in a monochromatic sound
field. Furthermore, the Fourier transform of the sound pressure is

Plw) ~ % P(w) + Py(w)] - (2.48)

Now, substituting Eqs. (2.47) and (2.48) into Eq. (2.41) yields

fua() ~ —Re {ﬁ;d[ﬂ*(@ + P[Py (w) — P2<w>]}

= Sim{|P) ~ IPw) = Pl @)Pa) + Piw) P ()}

J *
= _powdlm {P}(w)Py(w)} , (2.49)

where for the last equality the fact that the absolute value of any complex variable
is real and the relation Im{P;(w)Py(w)} = —Im{ P} (w)P>(w)} have been used. It can
thus be seen that the active intensity is directly related to the cross spectrum of the
two microphone signals.

As already mentioned, the approximations of both the sound pressure and particle
velocity are valid only when the distance between the microphones is small compared
to the wavelength of sound. The error in the intensity estimate at high frequencies
depends on the sound field being measured and the intensity tends to be estimated
too low (for a derivation of the error for some ideal sound fields, see Fahy, 1989,
Section 5.5.1). Furthermore, the estimate of u exhibits spatial aliasing similar to the
gradient microphones (see Figure 2.5), which is reflected in the intensity estimate. For
a practical upper limit of the validity of the approximations, Chung (1978) proposed
an angular frequency of w & ¢/d. The lower frequency limit, on the other hand, is
determined as in gradient microphones by measurement noise and mismatch between
the two microphones (for related analysis, see Jacobsen, 2002). The frequency range
problems can be alleviated by using a solid spacer between the microphone pairs
(Jacobsen et al., 1998; Juhl and Jacobsen, 2004) or by using microphone pairs at
different distances, as done in the TKK 3-D Array (see p. 22). Another alternative
method involving averaging over a spherical microphone array was also proposed by
Kuttruff and Schmitz (1994).

2.4.8 B-format measurements

Due to the relation of the zero- and first-order B-format signals (see Section 2.3.2) to
the sound pressure and pressure gradient, respectively, they can be readily used for
energetic analysis. According to an earlier definition (disregarding the sensitivity of
the actual microphone system),

p=W. (2.50)

As differential signals, X, Y, and Z are related to the finite difference approximation
of the particle velocity. However, they are equalized such that for an ideal plane wave
they yield signals relative to the sound pressure according to Eq. (2.12) multiplied by
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V2. For a plane wave propagating in the direction of the unit vector e,, the signals
can be thus expressed, using a vector notation, as

X' = Xe, + Ye, + Ze. = V2pe,, (2.51)

where e,, e,, and e, are unit vectors in the directions of the corresponding Cartesian
coordinate axes. Introducing again the complex notation for time domain signals, the
sound pressure of the plane wave can be written as

p(x,t) = Aedwlt=xer/e) (2.52)
Now, from the linearized fluid momentum equation (2.29)

N Lt . 1 1 o,
u P Vpdr pocpep \/EZOX , (2.53)
where the explicit indication of the dependence of the quantities on x and ¢ has again
been dropped for typographic clarity.
As for the microphone pair techniques, Egs. (2.50) and (2.53) can be directly sub-
stituted to earlier formulae to compute the intensity, energy density, and diffuseness.
For the frequency distributions we have according to Eqs. (2.41), (2.42), and (2.43)

1 * /
L(w) = \/_2—ZORe{W (W)X (w)}, (2.54)
B@) = 5o W) + X @ /2] (2.55)
and
bo) = 1 - Y2IR{W @)X (@)} (256)

W (@) + [X(w)[* /2

In practical implementations, the measurement accuracy of the B-format signals,
of course, needs to be considered. B-format is most often recorded with Soundfield
microphones (see p. 21) and the involved analog signal processing makes the error
analysis even more difficult than with a microphone pair. Based on the measurements
of Farina (2001a,b), a Soundfield microphone will introduce some frequency-dependent
bias in the direction of the intensity estimate due to distortion and asymmetries of
the directivity patterns. Furthermore, the frequency-dependent deviations in the gain
of W relative to X, Y, and Z will increase the diffuseness estimate. Some more
insight into the accuracy will be gained in the next section where measurements of
the same room response are analyzed both using the TKK 3-D array and a Soundfield
microphone.

2.5 Visualization of directional room responses

The energetic analysis methods presented in the previous section can be directly ap-
plied to visualization of measured room responses as proposed by Merimaa et al.
(2001). Contrary to common use of active intensity averaged over a considerable
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time, the analysis presented here will be performed using STFT!Y. This method yields
a uniform time-frequency resolution, but corresponding analysis with a non-uniform
resolution proportional to that of the human peripheral hearing has also been pre-
sented by Merimaa et al. (2001). Here, the analysis will be limited to sound pressure
and active intensity. However, the analysis data are of exactly the same form as that
used later in the SIRR method (see Chapter 5) where also the diffuseness estimate
will be employed and illustrated.

Figure 2.9 presents visualizations of the analysis results for two responses measured
with the same source and receiver positions and two different microphone systems in
the Promenadikeskus concert hall located in Pori, Finland (Merimaa et al., 2005b).
The data in the two upper panels were computed with microphone pair techniques
from measurements with the TKK 3-D array, and the data in the lower panels from B-
format measurements with a Soundfield MKV microphone system (response s2_r2_sf
from the database of Merimaa et al., 2005b; for similar visualizations of other acousti-
cal environments, see also Merimaa et al., 2001 and Vassilantonopoulos et al., 2005).

The plots illustrate the direction-dependent arrival of sound to a measurement
position during a time period of 100 ms starting from slightly before the arrival of
the direct sound. The figures consist of active sound intensity vectors plotted on top
of an omnidirectional sound pressure spectrogram. For the visualization, the three-
dimensional (3-D) vectors have been projected into the horizontal and the median
plane. In both planes, vectors pointing to the right represent sound emanating from
the frontal direction, defined as the direction towards the stage from the measurement
position in the audience area and parallel to the side walls of the hall. In the horizontal
plane, a vector pointing down signifies sound arriving from the right side, and in the
median plane a vector pointing down represents sound arriving from above.

Both the active intensity and the spectrograms were computed using 128 sam-
ple long Hann windowed time frames with a sampling frequency of 48 kHz. The
time-frequency representations have been adjusted for illustrational purposes. Zero-
padding and largely overlapping windows were used to smooth the spectrogram, and
the intensity vectors are plotted only for positions of local maxima of the magnitude
of the active intensity as a function of time. Furthermore, the data are thresholded
to the levels shown in the color bars of the figures in order to highlight the strongest
reflections. The lengths of the vectors are proportional to the component of the loga-
rithmic magnitude of the active intensity in the plane in question, and the underlying
spectrograms are also displayed on a logarithmic (dB) scale.

The figure shows the direct sound arriving from slightly to the right at about 30
ms, followed by a reflection from the right side wall at 40 ms and from the front wall at
60 ms. The measured hall has a large number of diffusers and it can be seen that the
diffuseness of the sound field increases quickly, resulting in fairly random directions of
the intensity vectors in the late response. However, a strong discrete reflection from
the left can still be identified at about 90 ms.

The TKK-array measurements involved a careful compensation for the magni-

0Note that Begault and Abel (1998) have also performed analysis of direction of arrival of room
responses within short time windows. They used the zero-lag cross-coherences between omnidirec-
tional and figure-of-eight responses to estimate the direction of arrival which is, in fact, equivalent
to computing the broadband active intensity vector normalized by signal power.
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tude responses of each capsule and can be considered fairly accurate up to the limit
f = ¢/(2nd) =~ 5.4 kHz recommended by Chung (1978). Taking into account that
the sound sources and microphone systems were repositioned between the two mea-
surements, the correspondence between the two measurements is reasonably good,
suggesting that the Soundfield microphone can also yield reliable results below about
5 kHz.

Some more insight into the measurement errors at higher frequencies can be gained
by observing the directions of the intensity vectors corresponding to the first sound
events across frequencies. For the direct sound, it is known that all frequencies should
arrive from the same direction. The same can also be assumed to hold approximately
for the first discrete reflections. It is obvious that the Soundfield microphone measure-
ment exhibits some errors. Figure 2.9 suggests that above about 5 kHz the intensity
vectors derived from the Soundfield microphone are somewhat biased in a direction
dependent way. There are also some vectors indicating propagation of energy to the
opposite direction compared to the actual wave front. The reason for these apparently
erratic components is unknown but might be related to reflections from the casing of
the microphone system or from the microphone stand. Based on a visual inspec-
tion, the TKK array, however, does not seem to produce large directional errors even
somewhat above the suggested high frequency limit.

2.6 Alternative analysis methods

The energetic analysis described in Section 2.4 already provides the necessary tools
for analyzing the direction of arrival and diffuseness of sound as needed in SIRR (see
Chapter 5). However, energetic analysis is not the only possible way to estimate
these quantities. For the sake of completeness, some alternative microphone array
techniques suitable for the same purposes are briefly reviewed in this section. Esti-
mation of the direction of arrival will be described first in Section 2.6.1 followed by a
discussion on alternative measures of diffuseness in Section 2.6.2.

2.6.1 Direction of arrival

Numerous methods for estimating the direction of arrival of sound or the location of a
sound source based on microphone array signals have been presented in the literature.
A simple method suitable for steerable beamformers is based on searching for the
direction of the beam that maximizes the output (e.g., Flanagan et al., 1985). Instead
of scanning the space with a beam, modern techniques, however, often consider jointly
what can be seen as the output of a bank of beamformers. Within certain limits, this
approach enables simultaneous localization of multiple concurrent sources (e.g., Wax
and Kailath, 1983; see also Hahn and Tretter, 1973). Abel and Begault (1998) have
also presented a related maximum likelihood estimator for concurrent localization of
multiple sources based on B-format signals.

Another common method uses estimation of time delays between a set of micro-
phones to derive the position of a sound source. The time delays are typically esti-
mated as the lag value maximizing the cross-correlation estimate between two micro-
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phone signals
Ryyay (1) = ! /T x1(t)xo(t — 7)dt, (2.57)
T—71Jr

where x; and x5 are the signals of the two microphones, 7 is the time lag, and 7T is
the observation interval. A constant time delay corresponds to a hyperbolic surface
of rotation, and by using several microphone pairs with different orientations, it is
possible to estimate the position of the source as the intersection of such hyperbolic
surfaces (e.g., Fang, 1990; Chan and Ho, 1994; Brandstein et al., 1997; Brandstein
and Silverman, 1997; Berdugo et al., 1999; for alternative methods related to the time
delay estimation, see also Jacovitti and Scarano, 1993; Zhang and Er, 1996; Stuller
and Hubing, 1997; Brandstein and Silverman, 1997; Benesty, 2000).

The cross-correlation can also be computed as the inverse Fourier transform of the
cross-spectral density G, ., of the two microphone signals. The cross-spectral density
is defined as

Garao(f) = X2 (/) X5(f) (2.58)

where X;(f) and Xy(f) are the Fourier transforms of z; and zs, respectively. By
introducing a weighting function W (f) for the cross-spectral density, we can write the
generalized cross-correlation (GCC) function as

o0

Reco(r) = / W ()Gonns (f)e?2T7d . (2.59)

— 00

Several weightings have been described by Knapp and Carter (1976). Interestingly,
many of the weightings aim at suppressing distracting sound such as room reflections or
background noise, whereas the focus in this chapter has been on specifically analyzing
the reflections, as will also be done later in the SIRR method. However, we will
take the opposite point of view in Chapter 4, where cross-correlation will be used to
estimate time delay in a model of the human hearing (see also Section 3.6.1). For
now, let us simply state that the maximum likelihood estimator for the time delay
has a weighting function (Knapp and Carter, 1976; Carter, 1987)

1 )P

W) = 1a P - el DPT 200
where 712(f) is the cross-coherence of x; and x5 given by
Gayas ()
T12(f) = : (2.61)
O (NG ()

The first term in Eq. (2.60) effectively flattens the amplitude of the cross-spectral
density, and the second term gives more weight to frequencies with a high coherence.

A third category of localization methods unrelated to any previous discussion in-
cludes the so-called signal-subspace techniques, which relate the covariance matrix
of the signals of a microphone array to the locations of the sources (e.g., Wang and
Kaveh, 1985; Schmidt, 1986). Using higher-order signal statistics within the same
context has also been proposed by Bourennane and Bendjama (2002).



2.7. Summary and conclusions 39

2.6.2 Diffuseness

As mentioned in Section 2.4.5, in an ideal diffuse sound field, the energy density is
constant over the sound field. Hence, a natural alternative to the energetic diffuseness
estimate is to measure the spatial uniformity of the sound field (see Nélisse and Nico-
las, 1997). However, studying the sound field over considerable distances does not fit
in the adopted listener-centered directional analysis and will not be discussed further.
Another obvious possibility related to the equal probability of all directions of propa-
gation is to use highly directional beamforming technique to analyze the distribution
of sound arriving from different directions (e.g., Gover, 2002).

Yet another alternative is again based on coherence between two microphones (e.g.,
Cook et al., 1955; Bodlund, 1976; Chu, 1981; Nélisse and Nicolas, 1997). For a single
plane wave the peak of the coherence function always has a value of one. However, in
the presence of sound waves propagating in several directions, they are summed with
different phase relations at the positions of the microphones thus yielding partially
incoherent signals. For a diffuse field, Cook et al. (1955) derived and experimentally
verified the relation
_ sin(27wd/\)

T2 = dmd/N (2.62)

where d is the distance between the microphones (see also Chu, 1981). For a small
distance compared to the wavelength of sound, the coherence thus exhibits high values
even in a diffuse field. The coherence of partly diffuse sound fields is typically between
one and the value for an ideal diffuse field, as will be discussed later in more detail in
Sections 3.5.2 and 5.4.2.

2.7 Summary and conclusions

After background discussion on sound propagation in rooms, a substantial part of this
chapter concentrated on different directional analysis techniques. The described direc-
tional microphones and microphone array techniques can be directly applied to both
directional analysis of sound fields and to sound reproduction (for further discussion
on the reproduction aspects, see Section 5.2.2). However, it is difficult to realize high
directivity over a wide frequency range with a reasonable number of microphones,
which limits the achievable directional resolution.

The presented analytic methods for estimating the direction of arrival and diffuse-
ness of sound will be needed later in the development of the Spatial Impulse Response
Rendering (SIRR) method which does not rely on highly directional microphones (see
Chapter 5). The most comprehensively described method suitable for such analysis
consists of analysis of the directional propagation of sound energy. Two important
quantities were derived: The active intensity describes the direction and magnitude
of the net transport of energy and the diffuseness estimate measures the fraction of
locally confined sound energy. The energetic analysis was also applied to visualiza-
tion of directional room responses. The briefly reviewed alternative analysis methods
included, among others, techniques based on computing the cross-correlation and/or
coherence between microphone signals.
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In general, which one of the presented analysis methods is most appropriate for a
certain application depends on the objectives of the analysis, on the sound field being
analyzed, and on the available microphones and/or microphone arrays. Especially
in analysis pertaining to sound reproduction, the availability aspect should not be
underestimated. For this reason, the commerically available B-format microphones
and the related energetic techniques will be used as the main analysis tools in the
SIRR method in Chapter 5, although it will also be seen that SIRR could easily
utilize other directional analysis techniques.



Chapter 3

Spatial Hearing

3.1 Introduction

The concepts of auditory space and auditory events were already introduced in Section
1.1.2. This chapter reviews the auditory spatial perception and related auditory mod-
els in more detail. The main emphasis is on localization, defined as “the law or rule
by which the location of an auditory event (e.g., its direction or distance) is related
to a specific attribute or attributes of a sound event” (Blauert, 1997, p. 37)'. Some
localization results reviewed in this chapter will be studied later with a novel auditory
modeling mechanism in Chapter 4. Furthermore, within the context of this thesis,
the discussion of auditory perception has the function of telling what is important
for a human listener in the spatial sound field, i.e., what needs to be reproduced (see
the SIRR method in Chapter 5). For this purpose, the treatment will be extended to
some other perceptual attributes affected by the directional properties of a physical
sound field. However, these attributes will not be directly investigated later in this
thesis and, consequently, the review will be briefer than that of localization.

As will be seen, the dominant cues for localization are the differences between
the two ear input signals. These differences also help in detecting a signal in the
presence of a masker with different interaural attributes. One way to describe the
advantage given by a specific interaural stimulus configuration is the binaural masking
level difference (BMLD), defined as the difference in the minimum level of the signal
enabling auditory detection, compared to a similar situation where the signal has
the same interaural attributes as the masker. General discussion on detection will
be fairly limited. However, detection studies have provided important information
on the resolution of both the monaural and binaural auditory system, which can be
employed in auditory models as well as in the development of SIRR. For the later
discussion, it is important to distinguish between three types of masking experiments:
In simultaneous masking, the signal does not extend beyond the temporal limits of
the masker, whereas in forward masking, the signal follows the masker. Backward

!The full definition by Blauert (1997) also includes the possibility that the localization of an
auditory event may involve information from beyond the auditory modality (see e.g. Wallach, 1940;
Blauert, 1997, Section 2.5.2; Zwiers et al., 2003; Kohlrausch and van de Par, 2005). However, in this
thesis, the discussion on localization will be limited to the auditory system.

41
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Figure 3.1: A generic model of spatial hearing.

masking, with the signal preceding the masker, also occurs to some extent but will
not be discussed in this thesis.

The role of physiological processes in hearing was already mentioned in Section
1.1.2. The human hearing process features a number of stages involved in the audi-
tory perception. The structure of a generic model of spatial hearing is illustrated in
Figure 3.1. There is little doubt about the first stages of the auditory system; i.e., the
physical and physiological functioning of the outer, middle, and inner ear are known
and understood to a high degree. Although the physiology of these first stages will
also be briefly described, the main point of view in this chapter is functional. That is,
rather than trying to incorporate every anatomical detail into the discussion, we are
concerned with what the ear does to a sound signal, how this processing affects the
perception, and how the processing can be simulated. The stage of the binaural pro-
cessor is already less well known, and with current knowledge, the interaction between
the binaural processor and the higher level cognitive processes needs to be addressed
through indirect psychophysical evidence. In the lack of conclusive knowledge, the
operation of the stages above the auditory periphery is, for the most part, treated
psychophysically.

This chapter is organized as follows: The physiology and modeling of the auditory
periphery are described in Section 3.2. Localization is discussed in Section 3.3. The
time and frequency resolution of spatial hearing is reviewed in Section 3.4. Section 3.5
briefly describes other features of spatial perception apart from localization. Binaural
models are introduced in Section 3.6, followed by the summary of the chapter in
Section 3.7.

3.2 Auditory periphery

The main task of the auditory periphery is to sample the sound field and to convert
the vibrations of the air into neural signals which are then processed at the higher
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Figure 3.2: Cross-section of the ear.

levels of the brain. However, the peripheral stages also have a considerable effect on
the information available to the higher levels. Furthermore, the head and torso play
an important role in spatial hearing. Although they are sometimes not considered
part of the auditory periphery, the treatment here is extended to include the physical
propagation of sound into the ears. The cross-section of the ear is illustrated in Figure
3.2, and the operation of the parts with auditory functions will be described in this
section in the order of propagation of sound through the auditory periphery, starting
from the effects of the head, torso, and outer ears in Section 3.2.1, continuing to the
middle ear in Section 3.2.2, and to the inner ear in Section 3.2.3.

3.2.1 Head, torso, and outer ears

The physical sound field is coupled to the auditory system predominantly through the
outer ears, which consist of the pinnae and the ear canals. Some sound reaches the
auditory system also through bone conduction, i.e., via sound-induced motion of the
skull that is directly coupled to the middle and inner ear. However, bone conduction
yields levels in the inner ear that are at least 40 dB lower than those excited by the
air conduction through the outer ears (Hudde, 2005). With such a low relative level,
bone conduction is usually perceptually irrelevant if the ear canals are not blocked, as
will be assumed throughout this thesis.

Neglecting bone conduction, the two ear input signals include all the information
about the external sound field that is available to the listener. The combined effect of
the head, torso, and pinnae on sound can be measured, analyzed, and simulated using
head-related transfer functions (HRTFs), which characterize the transmission of sound
from a specific point in free field to the ears of a listener (e.g., Wightman and Kistler,
1989a; Moller et al., 1995; Blauert, 1997; Hammershgi and Mgller, 2005; Riederer,
2005; for freely available HRTFs, see Gardner and Martin, 1994, 1995; Algazi et al.,
2001). Some HRTFs for different directions are illustrated in Figure 3.3, and in the
following, the direction-dependent features of the HRTFs will be discussed in more
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Figure 3.3: Magnitude responses for the left ear of a listener (subject 3 from the CIPIC
HRTF database of Algazi et al., 2001) for sound sources with different angles in the
horizontal plane (upper panel) and in the median plane (lower panel). The magnitude
scale is shown on the right side of the panels and different HRTFs have been offset
according to the angles of arrival as shown on the left side of the panels. Note that
the measurements do not include the resonance of the ear canal.

detail, establishing a physical basis for what will be denoted as localization cues. For
later discussion, note that the transfer functions to the ears of listener can also be
measured in a chosen acoustical environment yielding what is called binaural room
impulse responses (BRIRs) (for freely available BRIRs, see Merimaa et al., 2005b).
To begin with, the head has a substantial effect on the ear input signals. Consider,
for instance, a situation with a sound source on one side of the head. The interaction
of the head with the sound field increases the sound pressure level in the ipsilateral ear
on the side of the sound source, whereas the sound reaching the contralateral ear on
the other side needs to propagate (diffract) around the head. As discussed in Section
2.2.1, the shadowing effect of an obstacle depends on its size relative to the wavelength
of sound. Hence, the existence of the head induces a frequency-dependent interaural
level difference (ILD) that increases towards high frequencies. ILDs can be seen as
higher levels for positive azimuths in Figure 3.3. Furthermore, the longer propagation
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Figure 3.4: ITD as a function of azimuth angle according to Eq. (3.1) with D ~ 17
cm (mean of head widths and depths in the database of Algazi et al., 2001).

path to the contralateral ear gives rise to an interaural time difference (ITD). Using
a spherical model of the head, ITDs for a sound source in the far field of the listener
can be approximated with

D .

T=5 [0 + sin(6)] , (3.1)
where D is the distance between the ears, ¢ is the speed of sound, and 6 is the azimuth
of the source (Blauert, 1997, p. 75). ITDs according to Eq. (3.1) are illustrated in
Figure 3.4.

For a first approximation, I'TDs and ILDs have constant values for all source po-
sitions with a constant difference in the path length to the ears. Similar to earlier
discussion on two microphones (see Section 2.6.1), such positions form hyperbolic sur-
faces of rotation about the interaural axis. Moreover, in the far field, the surfaces
can be approximated with the so-called cones of confusion (e.g., Blauert, 1997, p.
179). However, for sources close to the head, the attenuation of sound as a function of
distance makes the ILDs distance-dependent?. The ITDs are also slightly affected by
distance very close to the head (Blauert, 1997, p. 76; Duda and Martens, 1998), but
the effect is weaker. Using again a spherical model of the head, Shinn-Cunningham
et al. (2000) showed that the positions with equivalent ITDs and ILDs create tori
of confusion. Nevertheless, at distances greater than 2 m from the head, the depen-
dence of both the I'TDs and ILDs on the distance is perceptually negligible, and the
approximation of the cones of confusion holds.

From Figure 3.3, it is obvious that there are also differences in the HRTF's in the
median plane, which is a special cone of confusion yielding no interaural differences
for a perfectly symmetric head. The pinna flange attenuates sound from behind the
listener, and the more detailed structures of the pinnae serve as direction-dependent
acoustic filters giving rise to monaural localization cues. However, due to the size of

2Although the effect is slightly different, the cause is the same as in the proximity effect of
directional microphones (see p. 19).



46 Spatial Hearing

the pinnae, their effect is noticeable only at frequencies above 2-3 kHz. Reflections
from the torso, on the other hand, have been shown to have a notable elevation-
dependent effect on the ear input signals at frequencies below 3 kHz (Gardner, 1973a;
Avendano et al., 1999). The discussed direction-dependent filtering effects also affect
the ILDs and especially the pattern of ILDs across frequencies as a function of source
position (see Duda, 1997). Furthermore, the pinnae have some effect on the ITDs at
high frequencies. However, studying the effects of the pinnae is complicated by con-
siderable individual differences, and a more detailed discussion is beyond the scope
of this thesis. For further spectral considerations, see Blauert (1969/70, 1997, Sec-
tion 2.2.3), Shaw (1974, 1997), Hebrank and Wright (1974), Mehrgardt and Mellert
(1977), Middlebrooks et al. (1989), and Middlebrooks (1992, 1997, 1999a), and for the
frequency dependence of I'TDs, Mehrgardt and Mellert (1977), Blauert (1997, Section
2.2.3), Middlebrooks and Green (1990), and Gaik (1993).

Apart from creating the direction-dependent cues, the resonances of the pinnae
also increase the efficiency of transmission of sound into the ear canal (Pickles, 1988,
Section 2.B) and thus contribute to the sensitivity of the ear. The most prominent
effect of the ear canal itself (effectively prolonged by the cavum conchae, see Figure
3.2) is a resonance at around 3 kHz. However, due to its small lateral dimensions,
at audio frequencies, only one-dimensional sound propagation takes place within the
ear canal (Mgller, 1992; Hammershgi and Mgller, 1996; Blauert, 1997, Sections 2.2,
4.2; Hudde and Engel, 1998¢; Hudde, 2005). This observation is important because it
implies that the ear canal itself does not have a direction-dependent effect on sound.
In other words, HRTF's measured at any point in the ear canal contain the same spatial
information, although different equalizations of the HRTFs may be needed depending
on the application and the measurement position (Mgller, 1992; Hammershgi and
Mpgller, 2005). Note that the HRTFs shown in Figure 3.3 were measured with a
blocked ear canal; hence, they do not show the resonance described above.

3.2.2 Middle ear

The middle ear (Pickles, 1988, Section 2.B; Hudde and Engel, 1998a.b,c; Hudde, 2005)
consists of the eardrum and a chain of three ossicles: malleus, incus, and stapes, as
illustrated earlier in Figure 3.2. The eardrum converts the sound pressure at the end
of the ear canal into mechanical vibrations of the ossicles. The last ossicle, the stapes,
then transmits the vibrations into the fluids of the inner ear through the oval window.
The main function of the middle ear is to implement an efficient transmission of
sound energy from the air to the fluids. In engineering terms, the middle ear performs
impedance matching, which is best at a frequency range of 800 Hz — 4 kHz (Hudde,
2005; Puria et al., 1997 measured efficient transmission to slightly lower frequencies),
thus giving the transfer through the middle ear a bandpass character. The combined
effect of the ear canal and the middle ear also shifts the overall resonance peak of the
ear from the 3 kHz of the ear canal alone to 4 kHz (Hudde, 2005).

In binaural auditory models, the effect of the middle ear has often been neglected or
taken implicitly into account by weighting functions describing the salience of different
frequencies. However, some models for the middle ear have also been proposed. Elec-
trical circuit analogies have been presented by Zwislocki (1962) and Hudde and Engel
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(1998a,b,c). Furthermore, in their binaural auditory model, Breebaart et al. (2001a)
used a bandpass filter with a rolloff of 6 dB/octave below 1 kHz and -6 dB/octave
above 4 kHz.

3.2.3 Inner ear

The inner ear is where the conversion of mechanical vibrations to neural signals takes
place. The inner ear actually consists of two organs coupled by common fluids: the
vestibular organ (including the semicircular canals shown in Figure 3.2) and the
cochlea. However, only the cochlea has an auditory function and will be discussed
here. The cochlea has a coiled shape with a cross-section as illustrated in Figure 3.5.
The cross-section displays three fluid-filled ducts: scala vestibuli, scala media, and
scala tympani. A movement of the stapes in the middle ear is transmitted into a dis-
placement of the fluid of the scala vestibuli and further to the scala media through the
Reissner’s membrane. The movement of the fluid in the scala media causes a wave-like
displacement in the basilar membrane relative to the tectorial membrane, which bends
the stereocilia (actin filaments) on top of the inner hair cells. The bending further
elicits spikes in the fibers of the auditory nerve (Pickles, 1988, Chapter 3; Hudde,
2005). In addition to realizing the essential neural transduction, the cochlea also has
an important function in performing a spectral analysis of sound. In the following,
the spectral analysis and the operation of the basilar membrane will be discussed first,
followed by an introduction to the actual neural transduction.

Basilar membrane and frequency analysis

The frequency analysis capability of the cochlea is closely related to its anatomy. The
stiffness of the basilar membrane is highest at the base of the cochlea near the oval
window and decreases towards the other end, the apezr. According to the traveling
wave theory, a sound of certain frequency creates a resonance at a specific position
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along the basilar membrane with waves of lower frequencies propagating deeper to-
wards the apex. The inner hair cells around the resonance position then receive
highest excitation. However, the organ of Corti also includes the active outer hair
cells whose existence is known to increase the sensitivity and to sharpen the tuning of
the cochlea (Hudde, 2005). The exact nature of the active operation is not known. It
has traditionally been assumed that the vibrations of the outer hair cells are fed back
to the basilar membrane. Nevertheless, Bell and Fletcher (2004) recently proposed an
alternative mechanism in which the outer hair cells might form a secondary resonance
structure that directly stimulates the inner hair cells through a jetting fluid.

According to Hudde (2005), no published model so far is able to fully simulate
the physiological operation of the cochlea without either making some generalized
assumptions or involving unexplained feedback loops. Nevertheless, the functionality
of the cochlea can be simulated to a certain degree. In auditory modeling, it is common
to use a bandpass filterbank to simulate the spectral analysis. In order to develop
the shape of the filters, it is possible to directly measure the stimulus-dependent
mechanical motion of the basilar membrane, or the frequency-dependent responses of
the afferent auditory nerve fibers, in a laboratory animal. Close to the characteristic
frequency (the frequency yielding maximum response for a certain position on the
basilar membrane or for a certain auditory nerve fiber), the frequency selectivity
of both measurements appears similar, suggesting that the frequency selectivity is
derived from the basilar membrane (Ruggero et al., 1997; see also Pickles, 1988; Geisler
and Cai, 1996).

In addition to physiological measurements, it is also possible to exploit the indis-
putable psychoacoustic evidence of human auditory processing within the so-called
critical bands in the derivation of the shapes of the auditory filters. Critical band pro-
cessing can be observed, for instance, in loudness (Zwicker et al., 1957) and consonance
perception (Plomp and Levelt, 1965; Plomp and Steeneken, 1968), absolute threshold
of hearing, masking phenomena, and perception of phase (Zwicker, 1961; Zwicker and
Fastl, 1990, Section 6; see also Zwicker and Terhardt, 1980). Most comprehensive
knowledge on the auditory filters has been gained from simultaneous notched-noise
masking experiments, where the detection threshold of a signal as a function of spec-
tral distance to masking noise above and /or below the signal frequency is studied (e.g.,
Patterson, 1974, 1976; Patterson and Nimmo-Smith, 1980; Moore, 1987; Glasberg and
Moore, 1990; Moore et al., 1990; Shailer et al., 1990; Zhou, 1995; Sommers and Gehr,
1998; Yasin and Plack, 2005; see also Moore and Glasberg, 1983; Glasberg et al., 1984;
Moore et al., 1995). In their landmark paper, Glasberg and Moore (1990) included
compensation for the transmission of sound through the outer and middle ear in the
fitting process. Using a gammatone filter model, Slaney (1993) further developed a
widely used auditory filterbank implementation corresponding to the equivalent rect-
angular bandwidth (ERB) scale of Glasberg and Moore (1990). The resulting filters
for a range of center frequencies are illustrated in Figure 3.6. Furthermore, the ERB
scale has been shown to correspond closely to Greenwood’s (1961; 1990) frequency-
position function of the physiological mapping of characteristic frequencies to different
positions in the cochlea (for a comparison plot, see Slaney, 1993, p. 3).

The active role of the outer hair cells was already mentioned, and it can be seen
as two nonlinear phenomena: compression and suppression. In addition to having
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Figure 3.6: Frequency responses of a gammatone filterbank (Slaney, 1998) with a
spacing of two ERBs between center frequencies.

direct consequences, for instance, in forward masking, both the compression and sup-
pression also affect the auditory filters. As the SPL of a specific narrowband sound
increases, the compression reduces the gain at the position of the basilar membrane
being maximally excited at low levels. However, the gain at the skirts of the auditory
filter is less reduced, which makes the characteristic frequency to shift slightly and
the filter to appear broadening with increasing SPL3 (e.g., Weber, 1977; Glasberg and
Moore, 1990, 2000; Rosen et al., 1998). Ruggero et al. (1997) measured physiological
cochlear responses growing linearly up to about 20 dB SPL and with a slope of 0.2
dB/dB in the intensity range 40-80 dB SPL at the characteristic frequency (see also
Rhode and Recio, 2000). Furthermore, the compression is almost immediate, starting
within 100 us from stimulus onset (Recio et al., 1998). Comparable compression rates
have also been measured psychoacoustically for human listeners (e.g., Oxenham and
Plack, 1997; Plack and Oxenham, 1998, 2000; Moore et al., 1999; Nelson et al., 2001;
Lopez-Poveda et al., 2003; Plack and Drga, 2003; Nelson and Schroder, 2004).
Contrary to compression, the suppression is a reduction of gain at a certain posi-
tion in the cochlea by sound at frequencies outside the corresponding auditory filter.
The suppression decreases with increasing frequency separation of the suppressor and
the suppressed signal. The well-known two-tone suppression (suppression of a tonal
response by another tone) has been measured physiologically (e.g., Nuttall and Dolan,
1993) and cochlear responses to more complex stimuli were investigated recently by
Recio and Rhode (2000), and Rhode and Recio (2001a,b) (for related psychoacous-
tical studies, see also Oxenham and Plack, 1997; Hicks and Bacon, 1999; Yasin and
Plack, 2003; Plack and Drga, 2003). The effect of the suppression on frequency se-
lectivity is similar to compression in the sense that it also causes broadening of the
auditory filters. Heinz et al. (2002) have argued that due to the fast dynamic changes

3Actually, it is the active operation of the outer hair cells that makes the filters narrow at low
levels, so in fact the broader responses at higher levels are closer to the natural response of the basilar
membrane itself (Ruggero et al., 1997; Moore et al., 1999).
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in the tuning due to the nonlinear phenomena, it is actually improper to discuss the
shape of the auditory filters without specifying the stimulus configuration, and that
the notched-noise masking experiments overestimate the width of the filters because
of suppression. Indeed, sharper tuning has been found in forward masking compared
to simultaneous masking experiments (e.g., Moore and Glasberg, 1981; Glasberg et
al., 1984; Sommers and Gehr, 1998).

From the above discussion, it is obvious that the linear gammatone filterbank lacks
generality. Dynamic extensions realizing a signal-dependent bandwidth have been re-
cently proposed by several authors (e.g., Robert and Eriksson, 1999; Meddis et al.,
2001; Lopez-Poveda and Meddis, 2001; Irino and Patterson, 2001; Zhang et al., 2001;
Heinz et al., 2001; Patterson et al., 2003; see also Shamma et al., 1986; Shamma and
Morrish, 1987; Giguere and Woodland, 1994a,b; Glasberg and Moore, 2000). How-
ever, the static implementation by Slaney (1993) is still the dominant approach used
successfully in a number of recent auditory models and modeling studies (e.g., Dau et
al., 1997a,b; Pulkki et al., 1999a; Breebaart et al., 2001a,b,c; Braasch, 2002; Braasch
and Blauert, 2003; Buchholz and Mourjopoulos, 2004a.,b; Braasch, 2005), proving that
it can also produce valid results. As a special case of frequency selectivity, the lin-
ear gammatone filterbank should be able to provide sufficient approximation of the
cochlear frequency selectivity at least for phenomena which are not notably level de-
pendent and involve broadband sound, since for such stimuli the gammatone filters
are bound to have close to the correct shape at some level.

Neural transduction

It was already established that the frequency selectivity observed in the auditory
nerve fibers initiates from the level of the basilar membrane. However, the neural
transduction has other properties important for understanding and modeling the au-
ditory perception. Anatomically, the auditory nerve consists of approximately 30,000
nerve fibers leading from the organ of Corti to the cochlear nucleus in the brainstem.
Despite a larger number of outer hair cells compared to inner hair cells in the cochlea,
90-95% of the nerve fibers are connected to the inner hair cells with approximately
20 fibers innervating each inner hair cell (Pickles, 1988, pp. 78-79). The active role
of the outer hair cells was also already discussed, and the following concentrates on
the auditory nerve fibers connected to the inner hair cells and thus conveying neural
information towards the higher levels of the auditory system.

The firing of each auditory nerve fiber as a response to the excitation of the inner
hair cell is statistical, and the firing rate grows with increasing excitation up to a
certain saturation level. Furthermore, the nerve fibers exhibit spontaneous firing even
without external auditory stimulation. Liberman (1978) divided the auditory-nerve
units into three classes based on their spontaneous firing rate. High-spontaneous-rate
units have low thresholds, i.e., they start responding to sound at their characteristic
frequency at barely audible levels. Medium- and low-spontaneous-rate units, on the
other hand, have larger thresholds, and the thresholds of the low-rate units may even
exceed the saturation levels of the high-rate units. Thus, not only the rate of firing of
single auditory nerve fibers grows as a function of SPL, but also the number of neural
units firing.
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Detailed physiology of the neural transduction has been reviewed by Pickles (1988,
Section 5.C), and the following description is mainly based on the physiologically mo-
tivated neural model of Meddis (Meddis, 1986, 1988; Meddis et al., 1990; see also
Hewitt and Meddis, 1991) which was recently revised by Sumner et al. (2002, 2003b).
In this model, the auditory nerve fibers are stimulated by a release of a transmitter
substance from the inner hair cells, according to physiology. The transmitter is re-
leased through a permeable membrane of the inner hair cells, and the permeability is
increased by bending of the stereocilia in one direction only. Hence, the release rate of
the transmitter resembles a half-wave rectified output of the auditory filters (Meddis,
1986; Sumner et al., 2002).

The probability that a spike process will be triggered is determined by the instan-
taneous amount of the neurotransmitter in the cleft between the inner hair cell and
the auditory nerve fibers. However, the inner hair cells store a limited amount of the
transmitter. Following a release, part of the transmitter is returned to the hair cell
through a reprocessing stage, causing a small delay. Furthermore, a certain amount
of the transmitter is irretrievably lost and replaced by new transmitter manufactured
in the hair cell. After the onset of a strong stimulus, the amount of free transmitter
in the hair cell decreases, causing a gradual decrease in the release rate until it is
counterbalanced by the reuptake and manufacturing processes (Meddis, 1986). This
causes an adaptation behavior measured from the auditory nerve fibers as a sharp
onset response with the spike rate dropping rapidly over the first 10-20 ms and more
slowly over the next several minutes (Pickles, 1988, pp. 80-81; see also Sumner et al.,
2003a).

The ability of the neural signals to follow the fine structure of the stimulus is limited
both by the rate at which the transmitter can be cleared from the cleft (Meddis, 1988)
and by inertia of the release process that can be characterized as low-pass filtering by
the inner hair cell membrane (Sumner et al., 2002). At high frequencies, the nerve
fibers fire with equal probability in every part of the cycle of a sinusoidal stimulus; i.e.,
the firing rate is determined by the envelope of the signal. However, at low frequencies,
the responses of the nerve fibers are increasingly phase-locked to the stimulus, and
the synchronization increases slightly with stimulus amplitude (Sumner et al., 2002;
for measurements see Johnson, 1980).

The essential functional components of the neural transduction described above
are half-wave rectification, low-pass filtering, adaptation, and a certain level of spon-
taneous activity. A detailed functional model consisting of physiologically possible
elements was proposed by Ross (1996). In less detailed peripheral models, the func-
tional components of the neural transduction have often been implemented as cascaded
signal processing operations yielding an output signal that reflects some kind of aver-
age firing rate statistics of the auditory nerve. The spontaneous activity is typically
simulated by adding low-level random noise to the output signals of an auditory fil-
terbank before the main neural transduction model. For the transduction, half-wave
rectification followed by lowpass filtering at 1 kHz and some kind of signal-dependent
compression modeling the adaptation has been used by several authors (e.g., Dau et
al., 1996; Kohlrausch and Fassel, 1997; Buchholz and Mourjopoulos, 2004a; see also
Karjalainen, 1985, 1996).

Another neural transduction model with square-law half-wave rectification followed
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Figure 3.7: Bernstein et al.’s (1999) neural transduction model, consisting of envelope
compression, square-law half-wave rectification, and low-pass filtering.

by a fourth-order low-pass filter with a cutoff frequency of 425 Hz has been proposed
by Bernstein and Trahiotis (1996). Their model is motivated by physiological studies
and specifically fitted to predict frequency-dependent binaural detection performance
with a cross-correlation model (see Section 3.6.1). In order to account for a larger
set of stimuli, the model was also later extended with an envelope compression stage
prior to the half-wave rectification, simulating roughly the compression of the basilar
membrane at medium (40-70 dB) SPL (Bernstein et al., 1999). The structure of the
extended model is illustrated in Figure 3.7.

3.3 Localization

After describing what kind of information is extracted by the peripheral auditory
system, we now turn to how the information is utilized in auditory localization. As
mentioned in Section 3.1, the physiological mechanisms processing the information
coded into the signals of the auditory nerve are less well-known than those of the
auditory periphery. Nevertheless, based on psychophysical evidence, there is no doubt
that the direction-dependent cues produced by the head, torso, and pinnae (see Sec-
tion 3.2.1) contribute to localization. Furthermore, the localization is affected by the
operation of the inner ear, as will be seen in this section.

There are several ways to psychophysically measure the human localization perfor-
mance. Localization accuracy can be studied using the absolute difference between
the location of a physical sound event and the reported location of an auditory event.
This measure includes any systematic bias and/or possible large differences due to
stimulus-specific confusions, which will be discussed later in this section. Another
possibility not concerned with whether the locations of the auditory event and the
sound event coincide is to study the just noticeable differences (JNDs), i.e., the small-
est changes in the localization cues or the location of a source leading to a change
in the position of the resulting auditory event. The JNDs thus reflect the accuracy
of the directional processing in the auditory system. The JND of the direction of a
source is also denoted as minimum audible angle (MAA), and Blauert (1997, p. 21)
uses the term localization blur. The MAA has been found to be both stimulus- and
direction-dependent. For azimuthal localization in the horizontal plane, the MAA in
front of a listener is at best about 1° and at the sides between 3-10 times its value
for the forward direction. On the other hand, the MAA of elevation localization is
in front of a listener at best about 4° and increases for other directions within the
median plane (Blauert, 1997, Section 2.1; see also Perrott and Saberi, 1990).

Although some systematic differences between the locations of the auditory events
and sound events may occur, auditory localization of a single source in free-field is
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conceptually simple because all localization cues suggest the same direction. How-
ever, in the complex listening situations, i.e., in the presence of several sound sources
and/or room reflections, oftentimes sound from several different directions concur-
rently reaches the position of the listener. Furthermore, the superposition of sound
emanating from several directions may result in instantaneous localization cues that
often do not correspond to any of the source directions. Nevertheless, humans have
a remarkable ability to resolve also such complex composites of sound into separate
localizable auditory events at directions corresponding to the sound sources.

Several studies discussed in this section have presented conflicting or nonrealistic
localization cues to listeners through headphones. In such cases, the sound is typically
localized inside the head somewhere on the interaural axis, which will be denoted as
lateralization. Nevertheless, with a realistic simulation of the transduction of sound
into the ears of the listener (using HRTFs or BRIRs), externalization can be achieved
in headphone studies (Hartmann and Wittenberg, 1996; Kulkarni and Colburn, 1998).
A number of investigators have also shown that localization with individualized HRTF's
is, at least in the left-right direction, comparable to localization of corresponding real
sources (e.g., Wightman and Kistler, 1989b; Bronkhorst, 1995; Mgller et al., 1996;
Kulkarni and Colburn, 1998; Middlebrooks, 1999b; Langendijk et al., 2001; see also
Wenzel et al., 1993). Hence, unless there is a reason to believe that the reproduction
method has affected the results, localization studies with HRTF stimulation will be
treated equivalently to localization with real sources.

Localization as such also involves distance of sound sources. However, the localiza-
tion cues discussed so far do not provide reliable information on distance except for
sources close to the listener (the tori of confusion). Hence, this section will be limited
to directional localization; perception of distance will be briefly discussed in Section
3.5.3. This section is organized as follows: The effect of the individual cues on local-
ization is discussed in Section 3.3.1, and Sections 3.3.2 and 3.3.3 review localization
results for two different complex listening situations.

3.3.1 Effect of individual localization cues

The introduced localization cues can be divided into two categories: binaural and
monaural (spectral) cues. The binaural cues manifest themselves as differences be-
tween the ear input signals, whereas evaluation of the spectral cues depends on the
ability of a listener to distinguish between the spectrum of the source signal and the
effect of the source position on the spectrum. This makes the binaural cues more
robust and generally more important for localization, although, as discussed earlier,
at a first approximation, they can only determine the cone (or torus) of confusion
that a source is located in. Indeed, a considerable amount of front-back and up-—
down confusions has been reported in localization experiments (e.g., Wightman and
Kistler, 1989b; Makous and Middlebrooks, 1990; Wenzel et al., 1993; Mgller et al.,
1996; Middlebrooks, 1997, 1999b). However, Perrett and Noble (1997) and Wightman
and Kistler (1999) reported almost complete disappearance of the front—back confu-
sions when their listeners were instructed to move their heads (for the effect of head
movements, see also Wallach, 1939, 1940; Begault et al., 2003). Furthermore, in the
study of Perrett and Noble (1997), localization within cones of confusion remained
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possible also with distorted monaural cues, i.e., with the help of the changes induced
only in the binaural cues by head movements.

For the rest of this section, the discussion will be limited to the effect of static
localization cues. Starting from the binaural cues, according to the classic duplex
theory of binaural localization (Strutt [Lord Rayleigh], 1907), the ITDs are used for
localization at low frequencies and ILDs at high frequencies. However, the theory is
not fully correct even if it does reflect the frequency-dependent importance of I'TDs and
ILDs (see Section 3.3.2). For sinusoidal signals, the effectiveness and detectability of
the I'TDs does indeed decrease at high frequencies. This happens for two physiological
reasons: (1) above approximately 800 Hz, the period of a sinusoid is shorter than
range of naturally occurring delays, making determination of the actual I'TD from the
steady state phase difference of the sinusoidal signal ambiguous, and (2) the decline
in phase locking of the auditory nerve at high frequencies makes estimation of the
ITD from the phase difference increasingly difficult (Blauert, 1997, Section 2.4.1).
Nevertheless, interaural envelope delays contribute to lateralization at considerably
higher frequencies (e.g., Henning, 1974, 1980; McFadden and Pasanen, 1976; Nuetzel
and Hafter, 1976; Dye et al., 1994a; Blauert, 1997, pp. 150-154, 316-318). Using
the so-called “transposed stimuli” where the temporal information available in low-
frequency waveforms is imposed on the envelopes of high-frequency stimuli (van de
Par and Kohlrausch, 1997), Bernstein and Trahiotis (2002, 2003) even showed that
the transposed high-frequency I'TDs can have an equal effect as the same I'TDs at low
frequencies. The JNDs of I'TDs are, at best, in the order of 10 us and increase with an
increasing displacement of the lateralized auditory event from the midline (Blauert,
1997, p. 153, 316).

ILDs have also been found effective throughout the audible frequency range with
JNDs at best slightly below 1 dB. As in the case of ITDs, the JNDs of ILDs increase
somewhat with the displacement of the auditory event from the midline. Further-
more, the sensitivity to ILDs seems to be lower at around 1 kHz than at other fre-
quencies (Grantham, 1984b; Yost and Dye, 1988; Blauert, 1997, pp. 160-165, 316).
However, the duplex theory is correct in the sense that naturally occurring ILDs for
low-frequency sources farther than about 2 m in free field may be small enough to be
negligible, especially compared to the ITDs.

Localization based on strictly monaural cues can only be studied with headphones
or, assuming perfect symmetry of the head, within the median plane in free field. Out-
side the median plane, the filtering by the pinnae also produces frequency-dependent
ILDs that change as a function of position within a cone of confusion (Duda, 1997)
and have been shown to contribute to resolving the direction of a source (Wightman
and Kistler, 1997a; see also Searle et al., 1975; Morimoto, 2001; Jin et al., 2004).
Nevertheless, similarities between localization in the median plane and other cones
of confusion have been found. Both in the median plane (Blauert, 1969/70, 1997,
pp. 107-113), as well as in other cones of confusion (Middlebrooks, 1992, 1997), the
localization judgements of narrowband stimuli tend to cluster around certain ranges,
depending on their frequency but independent of the actual direction of a stimulus.
Furthermore, the directions of the clustering are related to elevations from which a
broadband stimulus would produce high levels at the frequency in question due to
HRTF filtering (see the median plane HRTFs in Figure 3.3).
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For broadband stimuli, utilization of the monaural localization cues is possible
using either a priori knowledge or some assumptions about the stimuli. Blauert (1997,
pp.103-105) reviews studies where familiarity with test signals has improved monaural
localization. Furthermore, Wightman and Kistler (1997a,b) showed that considerable
trial-to-trial fluctuations in the noise spectrum severely disrupt monaural localization.
Zakarauskas and Cynader (1993) proposed that the spectrum of sound needs to be
locally smooth for the extraction of the monaural cues to be possible. It is, however,
not fully clear which specific peaks and/or notches in the HRTFs actually carry the
monaural localization information, or whether it is the spectral shape across relatively
broad bands that contributes to localization (for related research and discussion, see
Roffler and Butler, 1967; Blauert, 1969/70; Searle et al., 1975; Humanski and Butler,
1988; Kistler and Wightman, 1992; Middlebrooks, 1999b). Langendijk and Bronkhorst
(2002) showed that the most important up—down cues are located in the 6-12 kHz and
front—back cues in the 8-16 kHz frequency region. Nevertheless, Asano et al. (1990)
found that frequencies below 2 kHz also have an effect on front—back localization.

Individual differences in the HRTFSs, and especially in the pinna cues, were also
mentioned in Section 3.2.1. Indeed, studies simulating free-field listening using nonin-
dividualized HRTFs (i.e., HRTFs measured from some other listener or from a dummy
head) have shown that localization in the left—right direction is fairly robust to indi-
vidual differences, whereas localization performance in the front—back and up—down
directions is generally degraded by the incorrect cues from another individual (e.g.,
Wenzel et al., 1993; Bronkhorst, 1995; Mgller et al., 1996; see also Middlebrooks,
1999b; Begault et al., 2003). The remarkable results of Hofman et al. (1998) showed
that it is possible to learn to use modified spectral cues for up—down localization
with some weeks of constant exposure to them. However, despite the capability for
adaptation, these results reinforce the robustness of the binaural cues.

3.3.2 Conflicting cues and concurrent sound sources

More insight into the relative importance of different localization cues can be gained by
investigating stimuli with conflicting cues. Classic trading experiments (Blauert, 1997,
Section 2.4.3) have searched for opposing ITDs and ILDs that counterbalance each
other resulting in a centralized lateralization*. The reported trading ratios appear to
depend on stimulus type and level, as well as on individual listeners. Furthermore, the
investigators have pointed out that although the trading is possible, it does not yield
the same auditory event as presentation of identical signals to both ears. Instead,
the resulting event may appear broader or even split into separate “time image” and
“Intensity image” (see especially Hafter and Carrier, 1972).

In general, localization depends on whether sound (consisting of one or more sound
events) is localized as a single auditory event or multiple segregated auditory events.
However, there seems to be no simple answer to when the fusion happens and how
the resulting cues are combined (e.g., Gardner, 1973b; Buell and Hafter, 1991; Buell

4Also, lateralization studies with only ITD or ILD cues use, in fact conflicting cues in the sense
that neither of these cues occurs alone in natural listening situations. Hence, the earlier results on
the effects of a single binaural cue could also be seen as trading between the investigated cue and a
central lateralization suggested by the other cue.
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et al., 1994; Buell and Trahiotis, 1994, 1997; Dye et al., 1994b, 1996; Dye, 1997,
Hill and Darwin, 1996; Stellmack and Lufti, 1996; Bernstein and Trahiotis, 2004,
2005). For fused auditory events with conflicting cues, Wightman and Kistler (1992,
1997b) and Macpherson and Middlebrooks (2002) have shown that as long as low
frequency energy is present, I'TDs dominate the localization of broadband sound,
despite ILDs and spectral cues suggesting other directions. However, in accordance
with the classic duplex theory, ILDs are the dominant cues for highpass filtered stimuli.
Furthermore, the reliability of the cues across frequencies also affects their salience
such that inconsistency of I'TDs may increase the weight of the ILDs (Buell et al.,
1994; Buell and Trahiotis, 1997; Wightman and Kistler, 1997a). Blauert (1997, p. 372)
has proposed that the higher stages of the auditory system, involving at least partly
cognitive processes, set up and test hypotheses as to what an appropriate perception
would be. Such an approach would be consistent with the fact that reliable cues
are more heavily weighted and it could also conceptually explain whether the fusion
happens or not.

Also, in the case of segregated auditory events, sound sources with overlapping
spectral content create at least instantaneous conflicting or erroneous localization
cues. Several related localization and lateralization studies have been reviewed by
Blauert (1997, Sections 3.2, 3.3, and 4.4). More recently, the effect of independent
distracters on the localization of a target sound has been investigated by Good and
Gilkey (1996), Good et al. (1997), Lorenzi et al. (1999), Hawley et al. (1999), Drullman
and Bronkhorst (2000), Langendijk et al. (2001), Braasch and Hartung (2002), and
Braasch (2002, 2003). Although some of the studies have shown statistically significant
biases or degradation in the localization accuracy, the effects of introducing one or two
distracters on localization are generally small. Only when the number of distracters
is increased or the target-to-distracter ratio (TDR) is reduced does the localization
performance begin to degrade notably. For most configurations of a target and a
single distracter in the frontal horizontal plane, the accuracy stays very good down
to a target level only a few dB above the threshold of detection (Good and Gilkey,
1996; Good et al., 1997; Lorenzi et al., 1999). However, the presence of concurrent
sound can change the weighting of the ITD and ILD cues (Braasch, 2003). Some of
the studies cited above will be discussed in more detail in connection with related
auditory model simulations in Section 4.3.1.

3.3.3 Precedence effect and localization in rooms

Another complex listening situation occurs in the presence of room reflections. The
physical propagation of sound in rooms was already discussed in Section 2.2.2. Despite
the resulting numerous consecutive sound events, only a single auditory event typically
occurs in the direction of the sound source. The phenomenon (or phenomena, see
below) is nowadays usually called the precedence effect (originating from Wallach et
al., 1949), but some papers also refer to it as the Haas effect (according to Haas, 1949)
or the law of the first wavefront (e.g., Blauert, 1997, Section 3.1.2). Before further
discussion, it should be emphasized that the precedence effect is not suppression of
all perceptual effects of, for instance, the room reflections, but only related to their
fusion and individual localization.
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Most precedence effect studies up to date have been conducted using simplified
stimuli consisting of a lead sound from one direction (or with a certain lateralization)
followed by an identical lag sound some milliseconds later from another direction (or
lateralization). Extensive reviews have been given by Zurek (1987), Blauert (1997,
Sections 3.1, 4.4.2, and 5.4), and Litovsky et al. (1999). Litovsky et al. (1999) divide
the precedence effect further into three phenomena: the already mentioned fusion,
localization dominance, and discrimination suppression. The fusion of a lead and
a lag into a single auditory event breaks down when the delay between the lead
and the lag is increased beyond the echo threshold. The echo threshold is strongly
stimulus-dependent, and quantitative estimates from the literature vary between 2—50
ms (Blauert, 1997, Section 3.1.2; Litovsky et al., 1999).

The directional perception of a fused pair of stimuli with an interstimulus delay
shorter than 1 ms is called summing localization. For two identical stimuli with no
delay between them, both sound events contribute equally to the localization (see
also amplitude panning in Section 5.2). When a delay is introduced, the effect of
the lag decreases up to a delay of approximately 1 ms, and for delays greater than
that, localization dominance by the lead occurs, although the lag might still contribute
slightly to the localization of the fused auditory event. Furthermore, increasing the
level of the lag helps in shifting the auditory event back towards it (Litovsky et al.,
1999).

Experiments on the discrimination suppression aspect of the precedence effect
study the ability of listeners to extract information about changes in the direction
of the lead and/or the lag. Shinn-Cunningham et al. (1993) showed that the discrimi-
nation suppression is directly related to the amount of localization dominance. Small
changes in the direction of a lag as part of a fused auditory event appear very difficult
to notice, but large enough changes can be discriminated. The presence of the lag also
degrades somewhat the discrimination of the lead (e.g., Litovsky and Macmillan, 1994;
Litovsky et al., 1999; Stellmack et al., 1999). While fusion and localization dominance
have been found to operate both in the horizontal and median planes (Blauert, 1971;
Litovsky et al., 1997; Rakerd et al., 2000; Dizon and Litovsky, 2004), discrimination
suppression has only been reported in the horizontal plane. However, in the median
plane, the discrimination of changes in the direction of the lag appears to be mediated
by perceptual changes in the (monaural) pitch of the fused auditory event, whereas the
corresponding cue in the horizontal plane is a change in spatial perception (Litovsky
et al., 1999). Hence, it might be that the observed lag discrimination ability in the
median plane does not reflect the properties of the spatial hearing.

The precedence effect has been traditionally considered to persist up to the echo
threshold. However, both localization dominance (Litovsky and Shinn-Cunningham,
2001) and discrimination suppression (Tollin and Henning, 1998; Litovsky and Shinn-
Cunningham, 2001) have recently been found to remain effective for delays even some-
what beyond the breakdown of the fusion. Furthermore, the precedence effect depends
on previous stimulation. A buildup of precedence occurs when a lead /lag stimulus with
a delay slightly above the echo threshold is repeated several times. During the first
few stimulus pairs, the precedence effect is not active and two auditory events are
independently perceived, but after the buildup, the clicks merge to a single auditory
event in the direction of the lead (e.g., Clifton and Freyman, 1989, 1997; Freyman et
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al., 1991; Grantham, 1996; Krumbholz and Nobbe, 2002). The buildup also increases
lag discrimination suppression, although according to the experiments of Yang and
Grantham (1997b), to a smaller extent than fusion.

The precedence effect literature also discusses a breakdown of precedence (also
known as the Clifton effect) when, for instance, the directions of the lead and lag are
suddenly swapped (Clifton, 1987; Clifton and Freyman, 1989, 1997; for more break-
down conditions, see Clifton et al., 1994; McCall et al., 1998). However, the results of
Djelani and Blauert (2001, 2002) suggest that the buildup is actually direction-specific,
and that what has been earlier reported as breakdown of precedence is actually a con-
sequence of precedence not being built up for a new lag direction. With such an
interpretation, the results of a breakdown following a spectral change (McCall et al.,
1998) would lead to the conclusion that the buildup of precedence is also frequency-
specific. Djelani and Blauert (2002) also showed that without stimulus activity, the
effect of the buildup decays slowly by itself.

Generally, for the operation of the precedence effect, it does not seem necessary for
the lead and lag to be identical, although the results in the literature are somewhat
contradictory. The studies of Blauert and Divenyi (1988) and Yang and Grantham
(1997a) indicate that spectral overlap is needed and that the discrimination suppres-
sion operates within frequency channels. Nevertheless, lag discrimination suppression
(Divenyi, 1992) and localization dominance Shinn-Cunningham et al. (1995) have been
found effective even for leads and lags with nonoverlapping frequency content. Fur-
thermore, Perrott et al. (1987) reported considerable reduction in fusion of due to
using uncorrelated broadband lead and lag samples. However, Yang and Grantham
(1997a) found that with brief 1-octave noise bursts using uncorrelated or temporally
different lead and lag had little effect on discrimination suppression compared to cor-
related samples.

As mentioned earlier, the precedence effect is not full suppression of lagging sound
events. Hence, studies of detectability of lagging sound events by any means possible
do not belong under the precedence effect and will be briefly discussed in Section 3.5.
With this limitation, few authors have investigated the different aspects of precedence
effect with several lags or in the presence of concurrent sound. Ebata et al. (1968)
showed that adding another click or continuous sound between the lead and the lag
can extend the temporal scale of the precedence effect. Tollin and Henning (1999)
also discovered in experiments with three consecutive fused clicks that the third click
can change the spatial perception of the second click. In accordance with single lead-
lag pairs, Djelani and Blauert (2001) found a breakdown of fusion when the pattern
of multiple reflections was changed after a buildup phase. Furthermore, Chiang and
Freyman (1998) showed that the presence of concurrent background noise decreases
echo threshold and in some cases reduces localization dominance. Other related stud-
ies have mainly concentrated on localization accuracy in rooms, which can be seen as
research on localization dominance with multiple lags (early reflections and late rever-
beration, denoted here together as reverberation). Overall, the localization accuracy
seems to be slightly degraded by the reverberation (e.g. Hartmann, 1983; Begault,
1992; Giguere and Abel, 1993; Braasch and Hartung, 2002). However, Begault et
al. (2003) found the opposite effect for azimuthal localization. Furthermore, Shinn-
Cunningham (2000) showed that localization performance increases with practice in
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a chosen room.

Both the bandwidth and onset of a stimulus appear to play a significant role in local-
ization both in rooms as well as in simplified precedence effect conditions. Anomalies
in the localization dominance for narrowband stimuli were first reported by Blauert
and Cobben (1978). Hartmann (1983) found that for the precedence effect to work in
rooms, the stimulus needs to be either broadband or have a strong attack transient
(see also Hartmann and Rakerd, 1989; Hartmann, 1997). The localization of sinusoidal
signals in the presence of a single reflection was investigated further by Rakerd and
Hartmann (1985, 1986) with the result that the relative contributions of the direct
sound and the (usually) incorrect steady state binaural cues on localization depend
on the onset rate of the tones. Furthermore, it was verified that the suppression of
the ongoing cues may last for several seconds. Giguere and Abel (1993) reported sim-
ilar findings in reverberant environments for low-frequency noise with a bandwidth of
one-third octave. However, rise time had little effect on the localization performance
above 500 Hz, whereas increasing the reverberation time decreased the localization
accuracy at all center frequencies. The bandwidth dependence of the precedence ef-
fect was investigated further by Braasch et al. (2003), who found that the localization
dominance started to fail when the bandwidth of noise centered at 500 Hz was reduced
to 100 Hz.

3.4 Frequency and time resolution of binaural hear-
ing

The auditory system analyzes spatial sound with a limited time and frequency res-
olution. Knowing this resolution is important both for modeling studies and for re-
production purposes. In Section 3.2.3, it was established that the cochlea performs a
frequency analysis which is reflected in monaural auditory processing. For the binaural
auditory system, the question is thus whether the full frequency resolution is utilized.
This will be discussed in Section 3.4.1. So far, few remarks have been made about
the time resolution of the human hearing. The auditory system appears to be able to
combine information from different time ranges depending on the task. In the context
of this thesis, we are only interested in the time resolution of spatial perception often
characterized with the term binaural sluggishness. The binaural sluggishness will be
discussed in section 3.4.2. For temporal processing of monaural sound, see e.g. Moore
et al. (1988) and Plack and Moore (1990).

3.4.1 Frequency resolution

Most comprehensive knowledge of the frequency resolution of the binaural hearing
comes from detection studies, as was also the case for monaural hearing. By observing
the dependence of BMLD on spectral configuration of binaural stimuli, the frequency
resolution can be derived analogously to monaural hearing (see Section 3.2.3). Most
related investigations agree in that the frequency resolution of binaural hearing is
comparable to, or for certain stimulus configurations slightly lower (yielding larger
critical bands) than, that of monaural hearing (Yama and Small, 1983; Hall et al.,
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1983; Kohlrausch, 1988; Kollmeier and Holube, 1992; Langhans and Kohlrausch, 1992;
van der Hejden and Trahiotis, 1998; Holube et al., 1998; Breebaart et al., 1999).
However, masker energy from a considerably larger bandwidth has been found to
affect the BMLD in some experiments with no spectrally flanking noise (Sever and
Small, 1979; Hall et al., 1983; Cokely and Hall, 1991). Several possible reasons for this
discrepancy, including the dependence of the temporal properties of the stimuli on the
bandwidth and asymmetry of the left and right auditory filters, have been discussed
by van der Hejden and Trahiotis (1998). In conclusion, it appears that the frequency
resolution of the binaural hearing reflects the resolution of the auditory periphery,
although in some cases there may be interference from a somewhat larger frequency
range.

3.4.2 Time resolution

Determining the time resolution of the binaural hearing is a little more complicated
than that of the frequency resolution. Blauert (1972) found that a human listener is
capable of tracking in detail the spatial movements of sound sources corresponding to
sinusoidal fluctuations of the ITD and ILD cues up to only 2.4 and 3.1 Hz, respectively.
It has also been shown that increasing the duration of a signal (Tobias and Zerlin,
1959; Nuetzel and Hafter, 1976; Buell and Hafter, 1988) or the temporal separation
between two signals at different directions (Perrott and Pacheco, 1989) up to a length
of at most a few hundred milliseconds results in a improvement in discrimination
of interaural differences®. Nevertheless, Grantham and Wightman (1978) observed
that their listeners were able to detect ITD fluctuations up to 500 Hz, not based
on movement but on perceptual widening of the sound sources (see also Pollack,
1978). Furthermore, the experiments of Grantham (1984a) provided some evidence
that fluctuations in ILDs are detectable up to even higher rates than those of I'TDs.
The detectability of high frequency fluctuations in the binaural cues does not nec-
essarily mean that the analysis of the cues is done at an equally high resolution. It has
been proposed that the temporal processing of the binaural cues resembles integration
with a sliding window, which effectively indicates lowpass filtering of the fluctuations.
Indeed, studies of the minimum audible movement angle (MAMA), defined as the
smallest detectable angular movement of a sound source, have shown that the MAMA
grows with increasing angular velocity (e.g., Perrott and Musicant, 1977; Perrott and
Pacheco, 1989; Saberi and Perrott, 1990; Chandler and Grantham, 1992; Saberi and
Hafter, 1997; see also Grantham, 1986). The time required for the detection at each
angular velocity is determined by the ratio of the MAMA to the angular velocity®.
By observing the MAMASs at small angular velocities, Chandler and Grantham (1992)
found that the minimum time to achieve an optimal detection is approximately 300
400 ms for horizontal movement in front of the listener and increases on the sides.
Furthermore, Saberi et al. (2003) investigated dynamic changes in ITD and reported

®Increasing the signal duration also facilitates binaural detection, but the effect appears similar
also in monaural conditions (Green, 1966; Kohlrausch, 1990) and hence does not specifically reflect
the binaural processing.

6This follows from the elementary physical relation s = vt, where s is the (angular) movement, v
is the (angular) velocity, and ¢ is the time.
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corresponding integration times between 100—400 ms, with the detection performance
decreasing again for very slow movements lasting several seconds.

Another class of related studies has investigated the effect of time-varying inter-
aural configurations of a masker on BMLD (Grantham and Wightman, 1979; Yost,
1985; Kollmeier and Gilkey, 1990; Holube et al., 1998; Culling and Summerfield, 1998;
see also Culling and Colburn, 2000). Some of the applied methods have also enabled
determination of the shape of the integration window. For the best fitting shape,
Kollmeier and Gilkey (1990) proposed a double-sided, nearly symmetric exponential
window, and Culling and Summerfield (1998) proposed a Gaussian window. The es-
timated lengths of the window in the studies cited above vary considerably between
individual listeners and stimuli. However, Breebaart et al. (2002) showed that some of
the observed stimulus-dependence can be accounted for with a detection model that
allows off-time listening, i.e., detection at time instants when the peak of the integra-
tion window is not centered on the signal (see also Culling and Summerfield, 1998).
The best predictions were achieved with an equivalent rectangular duration (ERD) of
120 ms. Although lower, this value does not contradict the previous results for time
integration related to the MAMA, since the skirts of a double-sided exponential or
Gaussian integration window extend considerably farther than the ERD, contributing
thus to optimal performance.

In a third group of related studies, the detectability of brief changes in ITD, ILD,
or IC has been directly investigated. For the detection of a burst of interaurally uncor-
related noise between interaurally correlated noise, Akeroyd and Summerfield (1999)
observed a mean ERD of 140 ms. Furthermore, using a cross-correlation detection
model (see Section 3.6.1), they showed that the ERD did not depend significantly on
frequency. Nevertheless, Bernstein et al. (2001) reported considerably shorter integra-
tion times for brief changes in ITD and ILD. Detection of both the I'TD and ILD was
described well with a symmetric double-exponential integration window with average
time constants of 0.09 and 13.8 ms. Furthermore, this integration window was able
to account for some of the results of Grantham and Wightman (1978). In a related
study (Akeroyd and Bernstein, 2001), the best predictions for sensitivity to changes
in either I'TD or ILD were achieved with an ERD of 10 ms combined with a weighting
function representing a brief loss of binaural sensitivity just after the onset of a sound.

As an explanation for the observed differences in the integration times, it has been
proposed that the different tasks may tap different properties of the binaural auditory
system (e.g., Kollmeier and Gilkey, 1990; Akeroyd and Bernstein, 2001; Bernstein et
al., 2001). An alternative explanation could be based on the multiple looks model
proposed to explain some temporal properties of monaural detection (Viemeister and
Wakefield, 19917; see also Dai and Wright, 1995, 1999; Buus, 1999). The idea is that
the auditory system has a short term memory of “looks” at the signal, which can
be accessed and processed selectively. Hence, information could be combined over
different time segments according to the current task. Hofman and van Opstal (1998)
also found evidence that localization in the elevation direction is based on spectral
integration in short time windows with a duration of a few ms, and the obtained

"For another alternative explanation for some of the results of Viemeister and Wakefield (1991),
see Dau et al. (1997b).
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information can then be combined by another mechanism over a larger time range.

To the knowledge of the author, possible multiple looks processing of the binaural
cues has not been studied. However, it should be noted that a long double-sided
integration window is inconsistent with the precedence effect, where the localization
of a lead sound is practically unaffected by a lag some milliseconds later. Consequently,
binaural information from shorter time windows in the order of some milliseconds must
be available for the auditory system.

3.5 Spatial perception of room responses

So far, the perceptual discussion has been limited to localization and binaural de-
tection. In this section, the treatment is extended to spatial perception related to
acoustical environments. As mentioned earlier, the precedence effect is not a full sup-
pression of lagging sound. Even if the room reflections are typically not individually
localizable, they affect (among a number of monaural attributes, see e.g., Beranek,
1996) the spatial and timbral perception as well as distance localization. This section
starts with a discussion of timbre and detectability of single reflections in Section
3.5.1. Both topics will be important later in the development of the SIRR method.
The review of spatial impression in 3.5.2 gives some further background. Furthermore,
in order to complete the earlier description of localization, perception of distance is
briefly discussed in Section 3.5.3.

3.5.1 Timbre and detectability of single reflections

Timbre in general is a complex quantity depending on spectral, temporal and spatial
properties of sound (for spectral and temporal aspects, see e.g., Risset and Wessel,
1999). Related to room responses, the summation of the direct sound and each re-
flection can be considered as a comb filter resulting in perceptual coloration of the
sound, i.e., in a change in the timbre. Considering the monaural coloration due to a
single reflection, Kates (1985) was able to predict the detectability of the reflection
with the help of an auditory model, effectively realizing a short-time spectral analy-
sis. However, the perceived coloration due to a reflection and the detectability of the
reflection are also affected by its direction such that a laterally displaced reflection
relative to the direct sound yields less coloration and a higher detection threshold
(Zurek, 1979). The apparent contradiction of the decreased detectability of a laterally
displaced reflection with the earlier discussion on binaural masking level difference has
been shown to be due to higher detectability of a single reflection based on its timbral
than spatial effects (Olive and Toole, 1989; Bech, 1998).

Related to the detection of reflections in the presence of other reflections, the pi-
oneering work by Seraphim (1961) showed that the detectability of an individual
reflection depends on the levels and directions of the other reflections both before and
after the reflection in question. Olive and Toole (1989) found that the detectability
strongly depends on a source signal convolved with a room response. Furthermore,
adding independent reverberation reduced the detectability of single reflections as well
as their effect on detectability of other single reflections. Nevertheless, some first re-
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flections in a room may at their natural levels individually contribute both to the
overall timbre (Bech, 1995, 1996) and to spatial perception (Bech, 1998; see also Cox
et al., 1993; Okano, 2002). Due to the increasing density of the reflections with time
(see Section 2.2.2), the late reflections, on the other hand, are no longer individually
perceptible.

The binaural decoloration aspect has also been investigated for multiple reflections.
Using simulated room environments, Briiggen (2001) showed that one factor of the
multidimensional coloration was related to the magnitude spectrum of sound. Further-
more, for binaural stimuli, the perceived coloration was often equal to the spectrally
measured coloration in the less colored ear signal. In concert halls, the timbre has
also been found to depend on the relative reverberation times at different frequencies
(e.g., Gade, 1989; Beranek, 1996).

3.5.2 Spatial impression

Although only some first reflections in a room are individually detectable, the later
reflections have a considerable collective effect on the spatial perception. Historically,
the reverberation time has been considered as the most important characteristic of
a room or a concert hall. Marshall (1967) was the first to explicitly point out that
the directional distribution of room reflections affects what he called “spatial respon-
siveness” and will be denoted as spatial impression in this thesis. Blauert and Linde-
mann (1986a) later showed that spatial impression is a multidimensional perceptual
attribute affected differently by early reflections and late reverberation. Nowadays,
spatial impression in concert halls is usually divided into the auditory source width
(ASW)® and the listener envelopment (LEV). The ASW describes the spatial effect of
the acoustical environment that is associated with the auditory event corresponding
to the sound source. On the other hand, the LEV is related to the perception of the
environment itself (Beranek, 1996; Marshall and Barron, 2001; Rumsey, 2002).
Related perceptual attributes have also been searched for in studies on reproduction
of spatial sound (e.g., Berg and Rumsey, 1999a,b, 2000a,b, 2001, 2002; Koivuniemi and
Zacharov, 2001; Zacharov and Koivuniemi, 2001a,b,c). Berg and Rumsey (1999a,b,
2000b) clearly found the attributes ASW and LEV. Koivuniemi and Zacharov (2001),
on the other hand, reported the attributes “sense of direction,” “broadness,” and “sense
of space.” A number of other spatial attributes, such as “sense of depth” and “room
perception,” were also identified. However, to the knowledge of the author, the depen-
dence of the other attributes on properties of room responses or interaural cues has
not been studied. Furthermore, the individual dimensions of spatial perception will
not be investigated later in this thesis. Hence, the current discussion will be limited
to the established ASW and LEV, which can be described in the context of room
responses. Some of the other attributes will be briefly discussed in Section 5.2.2.

Auditory source width

The early work on spatial impression concentrated mainly on the effect of early lateral
reflections on what has been later identified as ASW (e.g. Barron, 1971; Barron and

8The term apparent source width is also commonly used for ASW.
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Marshall, 1981). Barron (1971) already discussed both later established measures of
spatial impression: The lateral energy fraction (LF) is defined as the ratio of lateral
energy to the total energy in a RIR. Furthermore, the interaural cross-correlation
(TACC) is the IC computed from a BRIR?. For the evaluation of ASW, both the
LF and TACC are computed over the early reflections, which, according to a standard
definition, consist of the first 80 ms of a RIR starting from the direct sound (ISO 3382,
1997; for studies on the time limit, see Hidaka et al., 1995). Although lateral energy
naturally reduces the IACC, the two measures may yield somewhat different results.
Especially at high frequencies, the TACC is more sensitive than LF to reflections that
are not fully lateral but deviate somewhat from the median plane. Furthermore, this
property appears to correlate with perception of ASW (Ando and Kurihara, 1986;
Singh et al., 1994; Okano et al., 1998; see also Morimoto et al., 1993, 1994; Bradley,
1994).

The frequency dependence of the ASW either related to early reflections or to
the TACC of noise bursts has been investigated by several authors (e.g. Barron and
Marshall, 1981; Blauert and Lindemann, 1986a,b; Blauert et al., 1986; Morimoto and
Maekawa, 1988; Hidaka et al., 1995; Morimoto et al., 1995; Potter et al., 1995; Ueda
and Morimoto, 1995; Okano et al., 1998; Mason et al., 2005). It has been shown that
low-frequency (< 500 Hz) decorrelation between the ear input signals creates a high
ASW. However, in natural sound fields, the IACC will always be high at low frequen-
cies due to the small distance between the ears related to the wavelength of sound
(Lindevald and Benade, 1986; see also the coherence between two microphones with
a fixed distance in Section 2.6.2). Moreover, consistent with earlier discussion, Mason
et al. (2005) showed that at high frequencies, the ASW is related to decorrelation of
the envelopes instead of the waveforms of the ear input signals. As will be argued
in Section 4.2.2, the envelopes are typically more correlated than waveforms, which
reduces the range of TACC at high frequencies. Based on these considerations, it is
not surprising that Hidaka et al. (1995) and Okano et al. (1998) found the ASW in
natural sound fields to correlate best with the average of early TACCs measured at
the octave bands centered at 500, 1000, and 2000 Hz.

Listener envelopment

The listener envelopment has for some reason attracted less attention than the ASW.
As opposed to the ASW, the LEV is affected mainly by the late reverberation part
of a RIR (Morimoto and Maekawa, 1989; Bradley and Soulodre, 1995a; Morimoto et
al., 2001; Soulodre et al., 2003). Morimoto and Maekawa (1989) showed that the late
IACC computed over the time from 80 ms to the end of a RIR! corresponds well to
the perceived LEV. However, Bradley and Soulodre (1995a) found that rather than
the late lateral energy fraction (which is related to the late IACC), the level of the late
lateral energy proportional to the direct sound determined the LEV (see also Bradley

9Here the abbreviation IACC will be used to indicate that the IC is considered in the context of
spatial impression. Note that a high degree of spatial impression correspond to high values of LF
but low values of TACC.

10Tn practice, the end of a RIR is determined as the time instant where the background noise
begins to dominate the measurement. The computation of the late IACC is also often limited to 1 s.
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and Soulodre, 1995b). Soulodre et al. (2003) recently proposed a revised predictor for
the LEV | including a higher relative weighting of the directional properties of the late
reverberation than in the late lateral energy measure and frequency-dependent time
integration limits.

Some studies have also found evidence that not only lateral reflections but also
reflections from behind and above the listener may affect the LEV (Morimoto et al.,
2001; Furuya et al., 2001; Wakuda et al., 2003). However, Evjen et al. (2001) were not
able to verify the effect of non-lateral sound energy on LEV (see also Barron, 2001;
Hanyu and Kimura, 2001). Regarding the frequency dependence of LEV, Bradley
and Soulodre (1995b) found the perceived envelopment to correspond best to the late
lateral energy averaged over the 250, 500, and 1000 Hz octave bands (see also Soulodre
et al., 2003).

Discussion

Although successful in predicting the ASW and LEV in many listening tests, the cur-
rent measures have several problems. Based on the earlier discussion on the binaural
hearing, it is evident that the averaging times typically used to compute the LF and
[ACC are higher than the averaging done by the auditory system. Furthermore, when
listening to a sound source in a room, the sound reaching the ears of a listener is, of
course, the convolution of the source signal and the room response. Indeed, consider-
able source signal dependent differences in the spatial impression within a single room
have been reported by Becker and Sapp (2001), Merimaa and Hess (2004), Merimaa
et al. (2005a), and Lokki (2005). Moreover, the ASW and LEV have been found to
to depend on the size of a room or a hall in a manner not predicted by the IACC
(Merimaa and Hess, 2004; Merimaa et al., 2005a).

The measures of ASW have also been shown to vary considerably between indi-
vidual measurement positions in a hall even if the perceived ASW does not vary
correspondingly (de Vries et al., 2001; see also Pelorson et al., 1992). As alternative
measures, Griesinger (1992, 1997, 1999) and Mason et al. (2001a,b,c,d) have proposed
measurement of the fluctuations of the ITD and/or ILD cues produced by the room
reflections. However, in a comparison of a number of measures related to stimulus-
specific ASW, the best predictions were achieved using IACC computed over segments
of source activity (Mason and Rumsey, 2002). Note that these two measures are also
related, since computing TACC over sound with fluctuating binaural cues yields low
values.

3.5.3 Distance

In Section 3.2.1, it was already mentioned that in free-field the changes in the local-
ization cues as a function of distance for sound sources beyond approximately 2-3
m are perceptually negligible. The perception of intermediate distances (3-15 m) is
mainly based on loudness. At distances greater than that, the frequency-dependent
absorption of the air (see Section 2.2.1) also creates spectral distance cues. However,
the utilization of both loudness and spectral cues requires familiarity with or making
some assumptions about the source signal. Consequently, both at intermediate and
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large distances, large discrepancies between the distance of the auditory event and the
sound source may occur for unfamiliar or amplified sounds (e.g. Coleman, 1962, 1968;
Strybel and Perrott, 1984; Blauert, 1997, pp. 45-47, 118-127).

In room environments, the reverberation provides another distance cue. Since the
direct sound is attenuated proportionally to the square of distance but the amount of
reverberant energy varies much less within a room (see Barron and Lee, 1988; Barron,
1995a), the ratio of the direct to reverberant energy can be used for evaluating the
distance. Indeed, both of the direct-to-reverberant ratio and loudness seem to be used
in auditory distance localization within rooms (Zahorik, 2002a,b; see also Nielsen,
1993; Mershon, 1997; Bronkhorst and Houtgast, 1999). To the knowledge of the
author, the possible effect of the directionality of room responses on the perception
of distance has not been studied in detail. In an anechoic enviroment, Kurozumi and
Ohgushi (1983) found that the cross-correlation of two noise signals emitted from two
loudspeakers affected distance judgment. However, the utilized stimuli were highly
unnatural and some of them may have resulted in in-head localization, which could
explain the considerable changes in distance.

3.6 Binaural models

Several auditory models have been proposed to explain various aspects of human spa-
tial perception. Modeling the localization based on the monaural cues is complicated
by the individual differences, although some models have been proposed in the lit-
erature (e.g., Middlebrooks, 1992; Zakarauskas and Cynader, 1993; Hofman and van
Opstal, 1998; Langendijk and Bronkhorst, 2002). This section is limited to the pro-
cessing of binaural cues. Reviews of binaural auditory models have been given by
Colburn and Durlach (1978); Colburn (1996), Blauert (1997, Sections 4.4.4 and 5.3),
Stern and Trahiotis (1997), and Braasch (2005). Current models usually include a
simulation of the auditory periphery as described in Section 3.2, and the process-
ing within the models described in this section is assumed to follow such peripheral
simulation.

Binaural auditory models are often divided into physiologically- or psychologically-
oriented approaches, with the former aiming at simulating the behavior of neural units
measured at the higher stages of the auditory system, whereas the latter work on a
more abstract phenomenological basis. Anatomically, the auditory nerve fibers are
connected to the left and right cochlear nuclei, which further project (among other
nuclei) to the superior olivary complexes (SOCs). The lateral superior olive (LSO)
and the medial superior olive (MSO) in the left and right SOCs are the first stages
receiving input from both ears and thus capable of dealing with binaural information.
The MSO receives excitatory input from both the ipsilateral and contralateral side,
whereas the main contralateral input to the LSO is inhibitory. A disproportionately
large area in the MSO is devoted to low frequencies, whereas the LSO deals pre-
dominantly with high frequencies. For this reason (according to the duplex theory of
binaural localization), it has been traditionally considered that the MSO is a center
for processing ITDs and LSO for ILDs (Pickles, 1988, Chapter 6; Kuwada et al., 1997).
Nevertheless, recent studies have found elements sensitive to I'TDs also in the LSO
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(Joris and Yin, 1995) and inhibitory inputs to MSO (e.g., Brand et al., 2002). Hence,
the mutual roles of the LSO and MSO are not fully clear.

Most binaural models compute I'TDs and ILDs separately, even if the recent results
suggest that the ITD and ILD pathways are not fully separated. ILDs are often com-
puted directly from the ratio of the signal powers of the left and right neural channels
(Braasch, 2005), whereas extraction of ITD cues requires more involved processing.
In the following, two types of binaural models will be discussed: The cross-correlation
models (Section 3.6.1) are traditionally considered to resemble processing in the MSO
and the excitation-inhibition (EI) models (Section 3.6.2) in the LSO. Pure cross-
correlation models can be seen as excitation—excitation (EE) type, but the discussion
will also include a model involving inhibition. The performance of the reviewed models
in predicting localization in complex listening situations is discussed in Section 3.6.3.

3.6.1 Cross-correlation models

The majority of I'TD extraction models are based on a coincidence structure proposed
by Jeffress (1948) (see also Colburn, 1977; Stern and Colburn, 1978), or a cross-
correlation implementation (e.g., Cherry and Sayers, 1956; Sayers and Cherry, 1957,
Blauert and Cobben, 1978; Lindemann, 1986a.b; Stern et al., 1988; Shackleton et al.,
1992; Stern and Shear, 1996; Trahiotis et al., 2001) that can be seen as a special case
of the coincidence structure. Such models include delay lines for the left and right
neural signals, as shown in Figure 3.8, and the coincidence detectors produce a strong
response at the delays where the phases of the left and right input signals match.
Both inputs are thus excitatory (EE type processing), and the I'TD is converted into
a position of a peak along the delay line. Depending on the purposes of the modeling,
the response may be averaged over the whole duration of the stimulus or within time
windows corresponding to the time resolution of the binaural hearing (see Section
3.4.2). A detailed mathematical implementation of a cross-correlation model will be
described later in Section 4.2.2.

In localization or lateralization studies of wideband stimuli, cross-correlation models
typically compute a cross-correlogram displaying the cross-correlation functions at
multiple critical bands. The information from several bands is most often combined
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by integrating the cross-correlogram over frequency or by averaging the peak locations
at different frequency bands. Stern et al. (1988) also used a psychoacoustically derived
weighting function with a dominant region around 600 Hz to describe the salience of
different frequency bands (for plots of other proposed frequency weighting functions,
see Braasch, 2005, p. 92). Delay-weighting has also been proposed to take into account
the assumed distribution of the coincidence detectors at different interaural delays
(Colburn, 1977; Shackleton et al., 1992; Stern and Shear, 1996).

Due to the periodic nature of the cross-correlation (or coincidence) operation, the
peak structure reflects the period of narrowband input signals (see simulation results
in Chapter 4). In order to resolve the ambiguity due to the periodicity, Stern et al.
(1988) proposed weighting the cross-correlation peaks according to their straightness
across frequency bands (for related perceptual studies, see Trahiotis and Stern, 1989;
Buell et al., 1994; Trahiotis et al., 2001). Somewhat similar results were also achieved
with the model of Shamma et al. (1989), which is not a cross-correlation model but
yields patterns resembling cross-correlograms. Instead of using neural delays, the
model relies on the frequency-dependent delays caused by the cochlear transduction
and coincidence computation across frequency bands. The model of Shamma et al.
(1989) was also shown to be sensitive to ILDs.

Some cross-correlation models have also combined evaluation of ILDs into the same
model structure. For this purpose, Stern and Colburn (1978) used yet another delay
weighting function with a Gaussian shape and the center of the weighting function
on the ITD axis determined by the ILD according to time-intensity trading ratios.
Taking a different approach, Lindemann (1986a) introduced contralateral inhibition
into a cross-correlation model. The stationary inhibition component of the model
makes the peak of the cross-correlation function shift towards the input with higher
level. Additionally, Lindemann’s model includes monaural processors that are involved
in ILD processing, as well as a dynamic inhibition that will be discussed in Section
3.6.3. agqNevertheless, neither the model of Stern and Colburn (1978) nor the model of
Lindemann (1986a) can explain the stimulus-dependence in the weighting of conflicting
ITDs and ILDs (see Section 3.3.1). Gaik (1993) took a first step towards involving
information on possible cue conflicts in an extension the model of Lindemann such that
each of the inhibited coincidence detectors is tuned to a natural combination of I'TDs
and ILDs. With this extension, the model yields one peak for non-conflicting binaural
cues and two peaks for an unnatural combination of the I'TD and ILD. However, to
the knowledge of the author, the relation of the strength of such two peaks to the
psychophysical weighting of conflicting I'TDs and ILDs has not been investigated.

Apart from localization and lateralization, cross-correlation models have also been
used to study spatial impression based on temporal fluctuations of the binaural cues
(e.g., Blauert, 1997; Bodden, 1998; Hess, 2006), and for predicting binaural detection.
In detection studies, the presence of a signal with a different ITD compared to the
masker lowers the peak of the cross-correlation function (unless the signal and the
masker are both sinusoidals with the same frequency). It has been suggested that
this is what the auditory system detects first. In cross-correlation-based detection
models, the cross-correlation function is usually normalized by the signal power such
that fully correlated signals in both ears give a maximum peak of one irrespective of
their ITD and ILD (e.g., Osman, 1971, 1973; Bernstein and Trahiotis, 1996; Bernstein
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et al., 1999; Akeroyd and Summerfield, 1999). In this thesis, the maximum value
of the normalized cross-correlation function is denoted as interaural coherence (I1C),
and it will play an important role in the modeling studies in Chapter 4. Recall
also that introducing physiologically motivated basilar membrane compression and
neural transduction stages (see p. 52) in the model of Bernstein et al. (1999) enabled
the use of similar IC variation thresholds to predict detection for various stimulus
configurations!.

Although evidence for processing that resembles cross-correlation has been found
in the MSO (including mammalian species, see Yin and Chan, 1990; Yin et al., 1997;
Kuwada et al., 1997), the physiological feasibility of the cross-correlation models has
been recently questioned (McAlpine et al., 2001; Brand et al., 2002). Based on the
new evidence, Grothe (2003) argued that most projection patterns in the mammalian
MSO do not fit the concept of delay lines. Furthermore, van de Par et al. (2001)
have reasoned that the precision needed for normalization of the cross-correlation
function is so high that it is unlikely that the auditory system is performing the
normalization per se. Nevertheless, cross-correlation models have been successful in
extracting information that corresponds to human binaural perception and can thus
serve at least as psychologically-oriented approaches.

3.6.2 Excitation—inhibition models

An alternative (or physiologically, perhaps additional) mechanism for extraction of
binaural cues is based on an EI scheme. For ILD estimation, Reed and Blum (1990)
proposed a model motivated by the physiological operation of the LSO. In the pro-
posed model, the strengths of ipsilateral excitation and contralateral inhibition vary
in opposite ways along an isofrequency slab of LSO, and the ILD is converted to a
position where the excitation is canceled by the inhibition. Motivated by the finding
of ITD sensitive elements in the LSO, Breebaart et al. (2001a) combined the ILD
model of Reed and Blum and the delay line approach of Jeffress such that each tap of
the delay lines is connected to a chain of attenuators. The resulting ILD processing
is illustrated in Figure 3.9, and in the model of Breebaart et al., this ILD structure
replaces the coincidence detectors shown earlier in Figure 3.8.

Instead of the one-dimensional cross-correlation function per each critical band, the
model of Breebaart et al. (2001a) yields a two-dimensional representation with a sound
event inducing a local minimum at the positions of the corresponding I'TD and ILD.
Furthermore, reduction of IC results in an increase in the activity at the positions of
the minima. Although the model was designed for and tested in binaural detection
(Breebaart et al., 2001a,b,c), it can be readily used for localization (see Section 3.6.3).
The model also resembles the equalization and cancellation (EC) theory of BMLD
(Durlach, 1963; see also Durlach, 1966). In EC, the signal in one ear is first equalized

HSpecifically, the compression was necessary to predict detection in the presence of masking noises
with different envelope structures (Bernstein et al., 1999). Interestingly, Breebaart et al. (1999) were
also unable to model the detection of a sinusoidal signal in the presence of different multiplied noise
maskers with normalized cross-correlation. Since the variations in the masker induced considerable
changes in the masker envelope, it is possible that introducing the peripheral stages of Bernstein et
al. would have also enabled modeling the stimuli of Breebaart et al. (1999).
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Figure 3.9: Functional view of the ILD extraction model of Reed and Blum (1990)
as implemented by Breebaart et al. (2001a). The AL blocks are attenuators and the
EI blocks perform subtraction of the contralateral signal from the ipsilateral signal
followed by half-wave rectification.

relative to the other ear using a delay and a gain such that the masking components
are exactly the same in both signals. Subsequently, the masker is cancelled by a
subtraction. The model of Breebaart et al. (2001a) effectively performs the same
process for all possible delays and level differences within the range being considered.
In both models, internal noise is also added to the signals in order to limit the accuracy
of the equalization process.

3.6.3 Localization in complex listening situations

Few binaural modeling studies have specifically considered localization in complex
listening situations. To begin with, Blauert and Cobben (1978) concluded that for a
precedence effect scenario, the correct cross-correlation peaks were available but the
basic cross-correlation model could not explain how to identify them. However, the
model of Lindemann (1986a) was shown to be able to simulate several precedence effect
phenomena (Lindemann, 1986b) with the help of its dynamic inhibition. Effectively,
the dynamic inhibition tends to hold a cross-correlation peak (and suppress new peaks)
as long as the binaural cues of the input signals contribute to the current peak. When
the contribution ends or is weakened, the inhibition fades away with a time constant
of 10 ms.

A different phenomenological model for the precedence effect was proposed by Zurek
(1987). The model uses a temporary localization inhibition triggered by an onset de-
tector'?. A cross-correlation implementation of the model was later developed by
Martin (1997). Furthermore, Djelani and Blauert (2002) demonstrated promising re-
sults for modeling the direction-specific buildup of precedence by using onset detectors

12Note the similarity of this inhibition to the loss of binaural sensitivity after the onset of sound
in the time integration window of Akeroyd and Bernstein (2001) (see Section 3.4.2).
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to control the strength of the dynamic inhibition in the model of Lindemann (1986a).

Recently, Hartung and Trahiotis (2001) were also able to simulate the precedence
effect for pairs of clicks without any inhibition, just taking into account the properties
of the peripheral hearing. However, their model was not able to predict the localization
of continuous narrowband noises in a comparison of several models by Braasch and
Blauert (2003). The best results were achieved with a combined analysis of ITD cues
with the model of Lindemann (1986a) and ILD cues using the model of Breebaart
et al. (2001a) extended with temporal inhibition. For independent localization of
concurrent sources with non-simultaneous onsets, Braasch (2002) has also proposed a
cross-correlation difference model.

3.7 Summary

In this chapter, the operation of the auditory system and the perception of spatial
sound, as well as related auditory models, were described. It was established that
the signals arriving at the ears of a listener are analyzed within frequency bands.
Furthermore, the two most important determinants of spatial auditory perception are
the interaural time difference (ITD) and interaural level difference (ILD) cues. These
cues are extracted at low frequencies from the waveforms and at high frequencies from
the envelopes of the ear input signals and analyzed with a limited temporal resolution.

Human localization utilizes the ITDs, ILDs, and spectral localization cues. For a
first approximation, the I'TDs and ILDs determine a cone of confusion, and the spectral
cues are used for localization within the cones of confusion. The relative perceptual
weighting of the individual localization cues as a function of frequency depends on
the stimuli. However, I'TDs are typically more important at low frequencies and ILDs
at high frequencies. The human localization accuracy is also fairly good even in the
presence of concurrent sound and room reflections. Nevertheless, models of binaural
localization have difficulties in predicting human localization in such complex listening
situations.

Even if room reflections are suppressed in localization of sound sources, they have
an important effect on the spatial and timbral perception. Some of the first reflections
may individually contribute both to the timbre and the spatial impression. However,
most reflections are not individually detectable but instead collectively determine the
perception. Related to the spatial impression, the early reflections contribute mainly
to the auditory source width and late reflections to the listener envelopment. Both
attributes have been traditionally measured either by the fraction of lateral energy or
using the interaural cross-correlation of the early and late parts of a room response.
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Chapter 4

Binaural Cue Selection Model

4.1 Introduction

As discussed in Section 1.1.2, auditory models are a part of basic research on auditory
perception, and they can also be applied in audio technology. Although the current
modeling study was initially inspired by the experiences with the Spatial Impulse
Response Rendering method (see Chapter 5), it also serves as further proof for the
need to reproduce the chosen binaural cues. As also described earlier, in everyday
complex listening situations, sound from multiple sources, as well as reflected, scat-
tered, diffracted sound from the physical surroundings, arrives subsequently and/or
concurrently from different directions at the ears of a listener. Based on the liter-
ature reviewed in Section 3.3, the human auditory system is very good at resolving
such composites of sound into separate localizable auditory events at directions cor-
responding to the sources, while suppressing the localization of reflections. However,
existing binaural localization models have difficulties in predicting the localization in
complex listening situations (see Section 3.6.3).

In this chapter, a single modeling mechanism to explain various aspects of auditory
localization in complex listening situations is proposed. The basic approach is very
straightforward: Only ITD and ILD cues occurring at time instants when they repre-
sent the direction of one of the sources are selected, while other cues are ignored. It
will be shown that the interaural coherence (IC) can be used as an indicator for these
time instants. More specifically, by selecting ITD and ILD cues coinciding with IC
cues larger than a certain threshold, one can, in many cases, obtain a subset of ITD
and ILD cues similar to the corresponding cues of each source presented separately in

free-field.

The proposed cue selection method is implemented within the framework of a model
with a physiologically motivated peripheral stage, whereas the remaining parts are an-
alytically motivated. As discussed in Section 3.3, the frequency-dependent weighting
of the binaural cues is stimulus-dependent and may change in the presence of con-
current sound. Furthermore, a general model for predicting these changes does not
exist. For these reasons, the treatment in this chapter will be limited, apart from
some discussion, to the I'TDs and ILDs occurring at individual critical bands without
considering their exact role in the final localization judgement. The presented simu-
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Figure 4.1: Structure of the peripheral part and binaural processor of the cue selection
model. For an illustration of the neural transduction part, see Figure 3.7.

lation results, nevertheless, reflect psychophysical data from a number of localization
experiments reviewed earlier, involving both independent distracters and precedence
effect conditions.

This chapter follows closely the paper of Faller and Merimaa (2004) with some ex-
tended discussion. The chapter is organized as follows: The binaural model, including
the proposed cue selection mechanism, is described in Section 4.2. The simulation
results are presented in Section 4.3, with a short discussion of each case related to
similar psychophysical studies. Section 4.4 includes a general discussion of the model
and the presented results, followed by conclusions in Section 4.5.

4.2 Model description

The model builds upon existing auditory models, adding a cue selection mechanism
for explaining the localization in complex listening situations. The overall structure
of the model is similar to the organization of a generic binaural model shown earlier
in Figure 3.1. The peripheral part and the binaural processor are illustrated in more
detail in Figure 4.1, and will be described in Sections 4.2.1 and 4.2.2. The novel cue
selection mechanism will be introduced in Section 4.2.3, followed by a discussion of
the features of the model in Section 4.2.4.
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4.2.1 Auditory periphery

The peripheral part of the model consists of components described earlier in Section
3.2. The transduction of sound from a source to the ears of a listener is realized
by filtering the source signals either with HRTF's for simulations of anechoic listening
conditions (Sections 4.3.1 and 4.3.2) or with measured BRIRs for studies in reverberant
environments (Section 4.3.3). In multi-source scenarios, each source signal is first
filtered with a pair of HRTFs or BRIRs corresponding to the simulated location of
the source, and the resulting ear input signals are summed before the next processing
stage. Since this study is limited to considering simulations at single critical bands,
the frequency weighting effect of the subsequent middle ear stage has been discarded
in the model.

Apart from the sinusoidal stimuli used in one case, all other simulations involve
broadband stimuli, and the studied phenomena are not critically dependent on the
absolute level. Consequently, the linear gammatone filterbank (see Section 3.2.3) has
been deemed accurate enough for simulating the frequency analysis performed by the
basilar membrane. Furthermore, for the sinusoidal stimuli, the shape of the filters does
not affect the results for an auditory filter centered at the frequency of the sinusoidal.
After passing the left and right ear signals through the gammatone filterbank, each
resulting critical band signal is further processed using the neural transduction model
of Bernstein et al. (1999) (see p. 52). The resulting nerve firing densities at the
corresponding left and right ear critical bands are denoted by x; and z5. These parts
of the model are implemented using the freely available Matlab toolboxes from Slaney
(1998) and Akeroyd (2001).

Internal noise is introduced into the model to account for the spontaneous activity
of the auditory nerve and the resulting limited accuracy of the auditory system. For
this purpose, independent Gaussian noise, filtered with the same gammatone filters!
as the considered critical band signals, is added to each critical band signal before
applying the model of neural transduction. The noise is statistically independent
for each critical band, as well as for the left and right ears. For the critical band
centered at 2 kHz, a sound pressure level (SPL) of 9.4 dB has been chosen according
to Breebaart et al. (2001a), who fitted the level of the noise to describe detection
performance near the threshold of hearing. For other critical bands, the level is scaled
according to the hearing threshold curves? (ISO 389, 1975). For the 500 Hz band, an
SPL of 14.2 dB is used.

4.2.2 Binaural processor

As discussed in Section 3.6, the exact physiological operation of binaural hearing is not
known, and several different neural structures may be responsible for localization. The
present study does not make any specific physiological assumptions about the binaural

Note that using the same gammatone filter for the internal noise does not give firing densities
proportional to the spontaneous rate, but is based on the assumption that the internal noise has a
similar effect as an external masking noise which would go through the filters.

2This choice of levels of the internal noise is not necessarily proportional only to the spontaneous
activity of the auditory nerve, but also may reflect activity due to noise caused by other physiological
systems, such as the cardiac cycle (Soderquist and Lindsey, 1972).
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processor. The only assumption made is that the processor extracts information that
can be used by the upper stages of the auditory system for discriminating the I'TD,
ILD, and IC. Given this assumption, the proposed model computes the I'TD, ILD, and
IC directly. However, the I'TD, ILD, and IC are defined with respect to critical band
signals after applying the neural transduction, which often changes them relative to
the physical values measured from the ear input signals.

The ITD and IC are estimated from the normalized cross-correlation function.
Given z; and x5 for a specific center frequency f,., at the index of each sample n for
a lag m (in samples), a running normalized cross-correlation (coherence) function is
computed according to

az(n, m)
v(n,m) = ; (4.1)
V

ary (n, m)a22(n7 m)

where
aia(n,m) = axi(n —max{m,0})zy(n — max{—m,0}) + (1 — a)az(n — 1,m),
ajr(n,m) = axi(n —max{m,0})z;(n — max{m,0}) + (1 — @)a;;(n — 1,m),
asg(n,m) = axy(n —max{—m,0})xs(n — max{—m,0}) + (1 — a)ag(n —1,m).

The constant a € [0, 1] is the forgetting factor determining the time-constant of the
exponentially decaying estimation window

T=— (4.2)

where f; denotes the sampling frequency. ~(n,m) is evaluated over time lags in the
range of m/fs € [—1,1] ms. The ITD (in samples) is estimated as the lag m of the
maximum of the normalized cross-correlation function,

7(n) = arg max v(n,m). (4.3)

Note that the time resolution of the computed I'TD is limited by the sampling interval.
The normalization of the cross-correlation function is introduced to obtain an es-
timate of the IC, defined as the maximum value of the instantaneous normalized

cross-correlation function,
c12(n) = max y(n,m). (4.4)

This estimate describes the coherence of the left and right ear input signals. Due to
x1 and x9 being half-wave rectified, it has in principle a range of [0, 1], where 1 occurs
for perfectly coherent x; and z5. However, due to the DC offset of the half-wave
rectified signals, the values of ¢ are typically higher than 0 even for independent
(non-zero) x; and xy. Thus, the effective range of the interaural coherence co is
compressed from [0, 1] to [k, 1]. The compression is more pronounced (larger k) at
high frequencies, where the lowpass filtering of the half-wave rectified critical band
signals yields signal envelopes with a higher DC offset than in the signal waveforms
(Bernstein and Trahiotis, 1996; see also van de Par and Kohlrausch, 1995).
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The ILD is computed as

AL(n) = 101logy, (LQ(”’T(”))> ,

Li(n,7(n)) (4.5)

where

Li(n,m) = axi(n—max{m,0})+ (1 —a)Li(n—1,m),
Ly(n,m) = axi(n—max{—m,0})+ (1 —a)Lls(n—1,m).

Note that due to the envelope compression in the peripheral model, the resulting ILD
estimates will be smaller than the level differences between the ear input signals. For
coherent ear input signals with a constant level difference, the estimated ILD (in dB)
will be 0.46 times that of the physical signals.

The sum of the signal power of x; and x5 that contributes to the estimated ITD,
ILD, and IC cues at time index n is

p(n) = Li(n,7(n)) + La(n,7(n)). (4.6)

As discussed in Section 3.4.2, choosing the time constant 7" is a difficult task since
different experimental procedures may reflect different time integration. In this study,
we have chosen to use a single-sided exponential time window with a time constant of
10 ms. This time constant is close to the smallest values found in the studies of the
temporal resolution of the binaural hearing, and the time window is the same as that
used in the temporal inhibition in the model of Lindemann (1986a).

4.2.3 Cue selection

The signals from the auditory periphery convey a vast amount of information to the
higher stages of the auditory system. The focus of this study lies only in the analysis of
the three inter-channel properties between left and right critical band signals defined in
the previous section: ITD, ILD, and IC. It is assumed that at each time instant n, the
information about the values of these three signal properties, {AL(n), 7(n), cia(n)},
is available for further processing. Consider first the simple case of a single source
in free-field. Whenever there is sufficient signal power, the source direction causally
determines the nearly constant I'TD and ILD, which appear between each left and right
critical band signal with the same center frequency. In the following, the (average)
ITDs and ILDs occurring in this scenario are called free-field cues. Furthermore, the
free-field cues of a source with an azimuthal angle ¢ are denoted by 7, and ALy.
It is assumed that this kind of one-source free-field scenario is the reference for the
auditory system. In other words, in order for the auditory system to perceive auditory
events at the directions of the sources, it must obtain ITD and/or ILD cues similar to
the free-field cues corresponding to each source that is being discriminated. The most
straightforward way to achieve this is to select the I'TD and ILD cues at time instants
when they are similar to the free-field cues. In the following, it is shown how this can
be done with the help of the IC.

When several independent sources are concurrently active in free-field, the resulting
cue triplets {AL(n),7(n), c12(n)} can be classified into two groups: (1) Cues arising
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at time instants when only one of the sources has non-negligible power in that critical
band. These cues are similar to the free-field cues, i.e., the direction of the source is
represented in {AL(n),7(n)}, and ¢j3(n) ~ 1. (2) Cues arising when multiple sources
have non-negligible power in a critical band. In such a case, the pair {AL(n),7(n)}
does not represent the direction of any single source, unless the superposition of the
source signals at the ears of the listener incidentally produces similar cues. Further-
more, when the two sources are assumed to be independent, the cues are fluctuating
and cjo(n) < 1. These considerations motivate the following method for selecting
the ITD and ILD cues. Given the set of all cue pairs, {AL(n),7(n)}, we consider
only the subset that occurs simultaneously with an IC larger than a certain threshold,
c12(n) > ¢p. This subset is denoted by

{AL(n), 7(n)|ci1a(n) > co} . (4.7)

The same cue selection method is applicable for deriving the direction of a source
while suppressing the directions of one or more reflections. When the “first wave front”
arrives at the ears of a listener, the evoked I'TD and ILD cues are similar to the free-
field cues of the source, and ¢12(n) ~ 1. Except for sinusoidal signals, as soon as the
first reflection from a different direction arrives, the superposition of the source signal
and the reflection results in cues that, most of the time, do not resemble the free-field
cues of either the source or the reflection. At the same time, IC reduces to ¢12(n) < 1,
since the direct sound and the reflection superimpose as two signal pairs with different
ITD and ILD. Thus, IC can be used as an indicator for whether ITD and ILD cues are
similar to free-field cues of sources or not, while ignoring cues related to reflections.

For a given c¢q, there are several factors determining how frequently cio(n) > co.
In addition to the number, strengths, and directions of the sound sources and room
reflections, ¢12(n) depends on the specific source signals and on the critical band being
analyzed. In many cases, the larger the ¢y, the more similar the selected cues are to
the free-field cues. However, there is a strong motivation to choose ¢y as small as
possible while still getting accurate enough ITD and/or ILD cues, because this will
lead to the cues being selected more often, and consequently to a larger proportion of
the ear input signals contributing to the localization.

In this chapter, it is assumed that the auditory system adapts ¢y for each specific
listening situation, i.e., for each scenario with a constant number of active sources at
specific locations in a constant acoustical environment. Since the listening situations
do not usually change very quickly, it is assumed that ¢j is adapted relatively slowly in
time. In Section 4.3.2, it is also argued that such an adaptive process may be related
to the buildup of the precedence effect. All simulations reported in this paper consider
only one specific listening situation at a time. Therefore, for each simulation, a single
constant ¢ is used.

4.2.4 Discussion

The physiological feasibility of the cue selection depends on the human sensitivity
to changes in interaural correlation. The topic has been investigated by Pollack and
Trittipoe (1959a,b), Gabriel and Colburn (1981), Grantham (1982), Koehnke et al.



4.3. Simulation results 79

(1986), Jain et al. (1991), Bernstein and Trahiotis (1997), Akeroyd and Summerfield
(1999), Culling et al. (2001), and Boehnke et al. (2002). These investigations agree in
that the sensitivity is highest for changes from full correlation, although the estimates
of the corresponding just noticeable differences (JNDs) have a very large variance.
For narrowband noise stimuli centered at 500 Hz, the reported JNDs of IC range from
0.0007 (Jain et al., 1991, fringed condition) to 0.13 (Culling et al., 2001) for different
listeners and different stimulus conditions. The sensitivity has been generally found
to be lower at higher frequencies. However, all of the cited studies have measured
sensitivity to correlation of the ear input waveforms instead of correlation computed
after applying a model of neural transduction. As discussed in Section 4.2.2, the model
of Bernstein et al. (1999) reduces the range of IC, indicating overall lower JNDs of IC
as defined in this chapter. Furthermore, the model has been specifically fitted to yield
constant thresholds at different frequencies when applied to prediction of binaural
detection based on changes in IC (see Section 3.6.1). With these considerations it
can be concluded that at least the JNDs reported by Gabriel and Colburn (1981),
Koehnke et al. (1986), and Jain et al. (1991) are within the range of precision needed
for the simulations in Section 4.3.

The auditory system may not actually use a hard IC threshold for selecting or
discarding binaural cues. Instead of pure selection, similar processing could be im-
plemented as an IC-based weighting of ITD and ILD cues with a slightly smoother
transition. It is interesting to note that such weighting of the I'TDs would resemble
the maximum likelihood estimator for the time difference used in physical microphone
array localization (see Section 2.6.1)3. However, the simple selection criterion suffices
to illustrate the potential of the proposed method. Note that the cue selection method
also resembles a multiple looks approach (see Section 3.4.2), where the IC is used to
determine which “looks” are considered in the localization judgment.

4.3 Simulation results

As mentioned earlier, it is assumed that in order to perceive an auditory event at a
certain direction, the auditory system needs to obtain cues similar to the free-field
cues corresponding to a source at that direction. In the following, the proposed cue
selection is applied to several stimuli that have been used in previously published
psychophysical studies. In all cases, both the selected cues as well as all cues prior
to the selection are illustrated, and the implied directions are discussed in relation to
the literature.

The effectiveness of the proposed cue selection is assessed using a number of sta-
tistical measures. The biases of the ITD and ILD cues with respect to the free-field
cues 7, and AL, are defined as

b, = |E{7(n)} 7l
bar = |E{AL(n)} — ALy, (48)

3The cue selection method involving the possibility of IC-based weighting was originally developed
without knowledge of this connection, which was pointed out by Professor Rainer Martin.
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where E{-} denotes expectation, and the corresponding standard deviations are given
by

0. = E{(7(n) — E{r(n)})?}
oar = \E{(AL(n) — E{AL(n)})?}. (4.9)

The biases and standard deviations are computed considering only the selected cues
(Eq. 4.7). When there is more than one source to be discriminated, these measures
are estimated separately for each source by grouping the selected cues at each time
instant with the source known to have free-field cues closest to their current values.

For many cases, the larger the cue selection threshold ¢y, the smaller the bias
and standard deviation. The choice of ¢q is consequently a compromise between the
similarity of the selected cues to the free-field cues and the proportion of the ear
input signals contributing to the resulting localization. The proportion of the signals
contributing to the localization is characterized with the fraction of power represented
by the selected parts of the signals, given by

_ Ep(n)w(n)}

po = —— (4.10)
E{p(n)}
where p(n) is defined in Eq. (4.6) and the weighting function w(n) is
o 1, if Clg(n) > Co
w(n) = { 0, otherwise ' (4.11)

As discussed in Section 3.3, the combination of conflicting I'TD and ILD cues from
the same frequency and over different frequencies is stimulus-dependent. In this chap-
ter, no attempt will made to model the combination of the cues for the final localiza-
tion judgment. Instead, the cue selection is considered independently at single critical
bands displaying the extracted I'TDs and ILDs separately. However, based on exten-
sive simulations, the typical behavior of the cue selections appears to be fairly similar
at different critical bands except for different values of ¢y. For most simulations, the
critical bands centered at 500 Hz and/or 2 kHz have been chosen as illustrative exam-
ples. At 500 Hz, the binaural processor operates on the input waveforms, whereas at
2 kHz the model of auditory periphery extracts the envelopes of the input signals and
feeds them to the binaural processor (see Section 3.2.3). Where appropriate, results
for other critical bands are also shown or briefly discussed. As mentioned earlier, the
simulations are carried out with a single constant cue selection threshold c¢q for each
case. It is assumed that the auditory system has already adapted ¢q to be effective for
the specific listening situation. Unless otherwise noted, the specific ¢y was chosen such
that a visual inspection of the simulation results implies an effective cue selection.

Two kinds of plots will be used to illustrate the cue selection. In some cases, the
instantaneous I'TD and ILD values are plotted as a function of time, marking the se-
lected values. In other examples, the effect of the cue selection is visualized by plotting
short-time estimates of probability density functions (PDFs) of the selected ITD and
ILD cues. Unless otherwise noted, the PDF's are estimated by computing histograms
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of ITD and ILD cues for a time span of 2 s*. The height of the maximum peak is
normalized to one in all PDFs. In both types of plots, free-field cues resulting from
simulations of the same source signals without concurrent sound sources or reflections,
are also indicated?®.

Listening situations in free-field are simulated using HRTFs measured with the
KEMAR dummy head with large pinnae, taken from the CIPIC HRTF Database
(Algazi et al., 2001). All simulated sound sources are located in the frontal horizontal
plane, and, unless otherwise noted, all the stimuli are aligned to 60 dB SPL averaged
over the whole stimulus length.

4.3.1 Independent sources in free-field

In this section, the cue selection method is applied to independent stimuli in an
anechoic environment. As the first example, the operation of the selection procedure
is illustrated in detail for the case of independent speech sources at different directions.
Subsequently, simulation results of the effect of target-to-distracter ratio (TDR) on
localization of the target stimulus are presented.

Concurrent speech

Localization of a speech target in the presence of one or more competing speech
sources has been investigated psychophysically by Hawley et al. (1999) and Drull-
man and Bronkhorst (2000). Drullman and Bronkhorst (2000) utilized an anechoic
virtual environment using both individualized and non-individualized HRTF's for bin-
aural reproduction of the stimuli. They reported a slight but statistically significant
degradation in localization performance when the number of competing talkers was
increased beyond two. The experiment of Hawley et al. (1999), on the other hand,
was conducted in a “sound-field room” (reverberation time of approximately 200 ms),
as well as using headphone reproduction of the stimuli recorded binaurally in the
same room. While not strictly anechoic, their results are also useful for evaluating the
current simulation results. Hawley et al. (1999) found that apart from occasional con-
fusions between the target and the distracters, increasing the number of competitors
from 1 to 3 had no significant effect on localization accuracy. As discussed in Section
4.1, room reflections generally make the localization task more difficult, so a similar
or a better result would be expected to occur in an anechoic situation. By compari-
son, the overall localization performance reported by Drullman and Bronkhorst (2000)
was fairly poor, and the results may have been affected by a relatively complex task
requiring listeners to recognize the target talker prior to judging its location.

Based on the previous discussion, the cue selection has to yield I'TD and ILD cues
similar to the free-field cues of each of the speech sources in order to correctly predict

4All simulations displaying PDFs have been rerun in order to correct a sign error on the ILD axis.
Furthermore, while rerunning the simulations, it was discovered that the PDFs had been computed
over 2 s intervals instead of 1.6 s, as stated earlier by Faller and Merimaa (2004). The new simulations
display results practically identical to the earlier ones with the only difference in the simulations being
different samples used for the internal noise.

5The Matlab code used for these simulations is available at
http://www.acoustics.hut.fi/software/cueselection/.


http://www.acoustics.hut.fi/software/cueselection/

82 Binaural Cue Selection Model

500Hz 2000Hz

C12

AL[dB]

T [ms]

0 012 014 Of6 018 1 O 012 014 016 O.‘8 ' 1
TIME [s] TIME [s]

Figure 4.2: IC, ILD, and ITD as a function of time for two independent speech sources

at +40° azimuth. Left column: 500 Hz, and right column: 2 kHz critical band. The

cue selection thresholds (top row) and the free-field cues of the sources (middle and

bottom rows) are indicated with dashed lines. Selected cues are marked with bold
solid lines.

the directions of the perceived auditory events. Three simulations were carried out
with 2, 3, and 5 concurrent speech sources. The signal of each source consisted of
a different phonetically balanced sentence from the Harvard IEEE list (IEEE, 1969)
recorded by the same male speaker. As the first case, 2 speech sources were simulated
at azimuthal angles of +40°. Figure 4.2 shows the IC, ILD, and ITD as functions
of time for the critical bands centered at 500 Hz and 2 kHz. The free-field cues that
would occur with a separate simulation of the sources at the same angles are indicated
with the dashed lines. The selected ITD and ILD cues (Eq. 4.7) are marked with bold
solid lines. Thresholds of ¢y = 0.95 and ¢y = 0.99 were used for the 500 Hz and 2 kHz
critical bands, respectively, resulting in 65 % and 54 % selected signal power (Eq.
4.10). The selected cues are always close to the free-field cues, implying perception
of two auditory events located at the directions of the sources, as reported in the
literature. As expected, due to the neural transduction, the IC has a smaller range at
the 2 kHz critical band than at the 500 Hz critical band. Consequently, a larger cg is
required.

The performance of the cue selection was assessed statistically as a function of ¢y
for the same two speech sources and the critical bands with center frequencies of 250,
500, 1000, 2000, and 3000 Hz. Figure 4.3 shows the ITD and ILD biases (Eq. 4.8) and
standard deviations (Eq. 4.9), as well as the fraction of signal power corresponding to
the selected cues (Eq. 4.10) as a function of ¢q. The biases and standard deviations
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Figure 4.3: ITD and ILD bias (top panels), standard deviation (middle panels), and
relative power (bottom left panel) of the selected signal portions as a function of the
cue selection threshold ¢y for two independent speech sources. Data are shown for the

250, 500, 1000, 2000, and 3000 Hz critical bands.

were computed for both sources separately, as described earlier, and then averaged
over 2 s of the signals. The graphs indicate that both the biases and the standard
deviations decrease with increasing cy. Thus, the larger the ¢y, the closer the obtained
cues are to the reference free-field values. Furthermore, the selected signal power
decreases gradually until fairly high values of ¢y. The general trend of having higher
absolute ILD errors at high frequencies is related to the overall larger range of ILDs
occurring at high frequencies due to more efficient head shadowing (see Section 3.2.1).

The simulation with 3 independent talkers was performed with speech sources at
0° and £30° azimuth, and the simulation of 5 talkers with two additional sources at
+80° azimuth. In both cases, the results were fairly similar at different critical bands,
so the data are only shown for the 500 Hz band. Panels (A) and (B) of Figure 4.4
show PDFs of ITD and ILD without the cue selection for the 3 and 5 speech sources,
respectively, and panels (C) and (D) show similar PDFs of the selected cues. The
selection threshold was set at ¢y = 0.99, corresponding to 54 % selected signal power
for the 3 sources and 22 % for the 5 sources. In both cases, even the PDFs with all
cues show ITD peaks at approximately correct locations, and the cue selection can
be seen to enhance the peaks. With the cue selection, the widths of the peaks (i.e.
the standard deviations of ITD and ILD) in the 3 source case are as narrow as in
separate one-source free-field simulations, which implies robust localization of three
auditory events corresponding to the psychophysical results of Hawley et al. (1999)
and Drullman and Bronkhorst (2000). In the case of 5 sources, the peaks become



84 Binaural Cue Selection Model

p(AL) (A) p(AL) (B)
5
) ) gl 1
- - 1
2 2 f 1
1
p(ALIc12>co) ©) p(ALIc12>co) (D)
5 5
— — il
g . g ’
- -
< i < I d
-5 -5
S -1 0 1 S -1 0 1
T [ms] T [ms]

Figure 4.4: PDFs of ITD and ILD for 3 (A) and 5 (B) independent speech sources
and corresponding PDFs when cue selection is applied (C and D). The values of the
free-field cues for each source are indicated with dotted lines. Data are shown for the

500 Hz critical band.

slightly broader. The ITD peaks are still narrow and correctly located, but at the
500 Hz critical band, the range of ILD cues is insufficient for distinct peaks to appear
along the ILD axis. This result is also in line with the classic duplex theory (Strutt
[Lord Rayleigh], 1907; see also Section 3.3.1 in this thesis) of sound localization, which
states that at low frequencies ITD cues are more salient than ILD cues.

Click-train and noise

Good and Gilkey (1996) and Good et al. (1997) studied the localization of a click-
train target in the presence of a simultaneous noise distracter. Using loudspeaker
reproduction in an anechoic chamber, localization performance was shown to degrade
monotonously with a decreasing target-to-distracter ratio (TDR). The investigated
TDRs were defined relative to the individual detection threshold of each listener for
the case when the target sound was presented from the same direction as the dis-
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tracter. With a target level just a few dB above the detection threshold, localization
performance in the left-right direction was still found to be nearly as good as without
the distracter. The degradation started earlier and was more severe for the up—down
and front—back directions. The results for the left-right direction were later confirmed
by Lorenzi et al. (1999), who conducted a similar experiment with sound sources in
the frontal horizontal plane. However, the detection levels of Lorenzi et al. (1999)
were slightly higher, possibly due to the utilization of a sound-treated chamber in-
stead of a strictly anechoic environment. Furthermore, Lorenzi et al. (1999) found a
degradation in performance when the stimuli were lowpass filtered at 1.6 kHz, unlike
when the stimuli were highpass filtered at the same frequency.

A simulation was carried out with a white noise distracter directly in front of
the listener and a click-train target with a rate of 100 Hz located at 30° azimuth.
Assuming a detection level of —11 dB (the highest value in Good et al., 1997), the
chosen absolute TDRs of —3, —9, and —21 dB correspond to the relative TDRs of 8,
2, and —10 dB, respectively, as investigated by Good and Gilkey (1996). The PDFs
for the critical band centered at 500 Hz did not yield a clear peak corresponding
to the direction of the click train. Motivated by the fact that, in this case, higher
frequencies are more important for directional discrimination (Lorenzi et al., 1999),
the 2 kHz critical band was investigated further. Panels (A)-(C) in Figure 4.5 show
the resulting PDF's of ITD and ILD without the cue selection for the selected TDRs.
The corresponding PDFs obtained by the cue selection (Eq. 4.7) are shown in panels
(D)-(F). The selection thresholds for the panels (D)-(F) were ¢y = 0.990, ¢y = 0.992,
and ¢ = 0.992, respectively, resulting in 3 %, 10 %, and 99 % of the signal power
being represented by the selected cues.

The PDFs in Figure 4.5 imply that the target is localized as a separate auditory
event for the TDRs of —3 dB and —9 dB. However, for the lowest TDR, the target
click-train is no longer individually localizable, as also suggested by the results of
Good and Gilkey (1996). In panels (A) and (B), ITD peaks can be seen to rise at
regular intervals due to the periodicity of the cross-correlation function, while the cue
selection suppresses the periodical peaks as shown in panels (D) and (E). Note that
when the click-train is individually localizable, only the recovered I'TD cues are close
to the free-field cues of both sources, whereas a single broad ILD peak appears. This
is in line with the findings of Braasch (2003) that in the presence of a distracter, ILDs
are less reliable cues for localization, and that ITDs also gain more importance in the
subjective localization judgment. The ITD peaks corresponding to the click-train are
also shifted away from the distracter. Such a pushing effect caused by a distracter in
front of the listener was observed for one listener in a similar experiment (Lorenzi et
al., 1999) and for most listeners when the target was an independent noise signal in
the experiments of Braasch and Hartung (2002). On the contrary, pulling effects have
been reported by Butler and Naunton (1964), Good and Gilkey (1996), and for two
listeners by Lorenzi et al. (1999).

4.3.2 Precedence effect

This section illustrates the cue selection within the context of the precedence effect.
Pairs of clicks are used to demonstrate the results for wideband signals. However,
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Figure 4.5: PDFs of I'TD and ILD for a click-train and white Gaussian noise at different
TDRs: —3, —9, —21 dB (A-C), and the corresponding PDFs when cue selection is
applied (D-F). The values of the free-field cues are indicated with dotted lines. Data
are shown for the 2 kHz critical band.

the simulations are still performed at individual critical bands, so in this context, any
stimulus with a width of at least a critical band is effectively wideband. Furthermore,
sinusoidal tones are simulated with different onset rates, and the cues obtained during
the onset are shown to agree with results reported in the literature.

Click pairs

In a classic precedence effect experiment (see Section 3.3.3), a lead /lag pair of clicks is
presented to the listener. The leading click is first emitted from one direction, followed
by another identical click from another direction after an interclick interval (ICI) of a
few milliseconds. As discussed earlier, the directional perception changes depending
on the ICI.

Figure 4.6 shows the IC, ILD, and ITD as a function of time for a click-train with
a rate of 5 Hz analyzed at the critical bands centered at 500 Hz and 2 kHz. The
lead source is simulated at 40° and the lag at —40° azimuth with an ICI of 5 ms. As
expected based on earlier discussion, IC is close to one only when the lead sound is
within the analysis time window. As soon as the lag reaches the ears of the listener,
the superposition of the two clicks reduces the IC. The cues obtained by the selection
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Figure 4.6: IC, ILD, and ITD as a function of time for a lead/lag click-train with a

rate of 5 Hz and an ICI of 5 ms. Left column: 500 Hz, and right column: 2 kHz

critical band. The cue selection thresholds (top row) and the free-field cues of the

sources (middle and bottom rows) are indicated with dashed lines. Selected cues are
marked with bold solid lines.

with ¢y = 0.95 for the 500 Hz and ¢y = 0.985 for the 2 kHz critical band are shown in
the figure, and the free-field cues of both sources are indicated again with dashed lines.
The selected cues are close to the free-field cues of the leading source, and the cues
related to the lag are ignored, as is also known to happen based on the psychophysical
studies reviewed earlier. The fluctuation in the cues before each new click pair is due
to the internal noise of the model.

The performance of the cue selection was again assessed as a function of ¢q for
the critical bands with center frequencies of 250, 500, 1000, 2000, and 3000 Hz. The
statistical measures were calculated from a 2 s signal segment. Figure 4.7 shows ITD
and ILD biases (Eq. 4.8) and standard deviations (Eq. 4.9), as well as the power of
the selected cues (Eq. 4.10) as a function of ¢y. Note that the biases and standard
deviations were computed relative to only the free-field cues of the leading source,
since localization of the lag should be suppressed if the selection works correctly.
Both the biases and standard deviations decrease as c( increases. Thus, the larger the
cue selection threshold c¢q, the more similar the selected cues are to the free-field cues
of the leading source.

At a single critical band, the energy of the clicks is spread over time due to the
gammatone filtering and the model of neural transduction. Therefore, with an ICI
of 5 ms, a large proportion of the critical band signals related to the clicks of a pair
overlap, and only a small part of the energy of the lead click appears in the critical
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Figure 4.7: ITD and ILD bias, standard deviation, and relative power of the selected
signal portions as a function of the cue selection threshold ¢, for a lead/lag click-train.
Data are shown for the 250, 500, 1000, 2000, and 3000 Hz critical bands.

band signals before the lag. Consequently, the relative signal power corresponding to
the selected cues is fairly low when requiring small bias and standard deviation, as
can be seen in the left bottom panel of Figure 4.7.

The effect of ICI

The previous experiment was repeated for ICIs in the range of 0 — 20 ms using the
500 Hz critical band. The chosen range of delays includes summing localization, local-
ization suppression, and independent localization of both clicks without the precedence
effect (see Section 3.3.3). For all previous simulations, a suitable ¢y was chosen as a
compromise between similarity of the cues to free-field cues and how frequently cues
are selected. Here, each ICI corresponds to a different listening situation, since the
different delays of the lag imply different acoustical environments. It is thus expected
that the most effective ¢y may also differ depending on ICI.

Several different criteria for determining the ¢y were assessed. Indeed, using the
same c¢q for all ICIs did not yield the desired results. The criterion of adapting ¢y such
that the relative power of the selected cues (Eq. 4.10) had the same value for each
simulation did not provide good results either. Thus, a third criterion was adopted.
The cue selection threshold ¢y was determined numerically for each simulation such
that o, (the narrowness of the peaks in the PDFs of ITD) was equal to 15 ps. This
could be explained with a hypothetical auditory mechanism adapting ¢y in time with
the aim of making the ITD and/or ILD standard deviation sufficiently small. Such
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Figure 4.8: PDFs of ITD and ILD as a function of ICI for a click-train: without cue
selection (rows 1 and 2) and with cue selection (rows 3 and 4). The cue selection
threshold ¢y and relative power py of the selected signal portion are shown in the
bottom row.

small standard deviations would indicate small fluctuations of the selected cues in time
and thus unambiguous localization of static auditory events. The resulting PDFs of
ITD and ILD as a function of ICI with and without the cue selection are shown in
Figure 4.8.

The PDFs without the cue selection (rows 1 and 2 in Figure 4.8) indicate two in-
dependently localized auditory events for most ICIs above 1 ms. Furthermore, the
predicted directions depend strongly on the delay. On the contrary, apart from some
secondary ILD peaks, the PDFs with the cue selection correctly predict all the three
phases of the precedence effect (summing localization, localization suppression, and
independent localization). At delays less than approximately 1 ms, the ITD peak
moves to the side as the delay increases, as desired, but the ILD cues do not indi-
cate the same direction as the ITD cues. However, this is also in line with existing
psychophysical literature. Anomalies of the precedence effect have been observed in
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listening tests with bandpass filtered clicks (Blauert and Cobben, 1978), suggesting a
possible contribution of the extracted misleading ILDs to the localization judgment.

For delays within the range of approximately 1 —10 ms, there is only one significant
peak in the PDFs, indicating localization in the direction of the lead. For larger
delays, two peaks appear, suggesting two independently localized auditory events.
The fusion of two clicks has been found to sometimes break down earlier, but 10 ms is
within the range of reported critical thresholds for localization dominance (Litovsky
et al., 1999; Litovsky and Shinn-Cunningham, 2001). Note also that the selected ITD
cues for the lag are actually stronger starting from an ICI of slightly above 10 ms.
Indeed, Stellmack et al. (1999) found in a psychophysical lateralization experiment
that starting from an ICI of 16 ms (the next tested value above 8 ms) up to 64 ms,
the ITD of the lag was more easily discriminable than that of the lead, which is
reflected in the current simulation results.

The bottom row of Figure 4.8 shows the selection threshold ¢y and the relative
power po of the signal corresponding to the selected cues as a function of the ICI.
For most ICIs up to approximately 8 ms, the relative power of the selected signal
portion almost vanishes. However, there are some characteristic peaks of py. The
experiment was repeated for a number of critical bands in the range of 400 to 600 Hz
with the observation that the peaks moved along the ICI axis as a function of the
center frequency of the considered critical band. Otherwise, the general trends of the
selected cues were very similar to those at the 500 Hz band in that they all strongly
implied the three phases of the precedence effect. Thus, by considering a number of
critical bands, the three phases of the precedence effect can indeed be explained by
the cue selection such that at each ICI a signal portion with non-vanishing power is
selected.

Discussion on the click pair simulations

For the previous simulation, it was hypothesized that the criterion for determining ¢
is the standard deviation of ITD and/or ILD. The computation of these quantities
involves determining the number of peaks (i.e. the number of individually localized
auditory events) adaptively in time, which might be related to the buildup of prece-
dence. As explained in Section 3.3.3, a buildup occurs when a lead /lag stimulus with
ICT close to the echo threshold is repeated several times. During the first few stimulus
pairs, the precedence effect is not active and two auditory events are independently
perceived. After the buildup, the clicks merge to a single auditory event in the direc-
tion of the lead. An adaptive process determining ¢y would require a certain amount of
stimulus activity and time until an effective ¢j is determined and it could thus explain
the time-varying operation of the precedence effect. Djelani and Blauert (2002) also
showed that without stimulus activity the effect of the buildup decays slowly by itself,
which supports the idea of an adaptive ¢y. In order to model the direction-specific
buildup, ¢q would also need to be defined as a function of direction. However, test-
ing and developing the corresponding adaptation method is beyond the scope of this
thesis and will be part of the future work.

Note also that the precedence effect simulations are a case where modeling the
neural adaptation could have an effect on the results. As discussed earlier, Hartung
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and Trahiotis (2001) were able to model the precedence effect for click pairs with
short ICIs without any additional processing by using the neural transduction model
of Meddis (1986, 1988); Meddis et al. (1990). However, their model did not produce
correct results at single critical bands, but only averaged over a larger frequency
range. Especially around 500 Hz, the results were considerably biased (Hartung and
Trahiotis, 2001, Figure 5). Nevertheless, within the framework of the current model,
the neural adaptation might turn out to be helpful because it would lower the level of
the lagging click, and thus strengthen the cues produced by the lead.

Onset rate of a sinusoidal tone

Rakerd and Hartmann (1986) investigated the effect of the onset time of a 500 Hz
sinusoidal tone on localization in the presence of a single reflection. In the case of a
sinusoidal tone, the steady state ITD and ILD cues result from the coherent sum of
the direct and reflected sound at the ears of a listener. Often these cues do not imply
the direction of either the direct sound or the reflection. As discussed in Section 3.3.3,
Rakerd and Hartmann (1986) found that the onset rate of the tone was a critical
factor in determining how much the misleading steady state cues contributed to the
localization judgment of human listeners. For fast onsets, localization was based on
the correct onset cues, unlike when the level of the tone rose slowly. The cue selection
mechanism cannot, as such, explain the discounting of the steady state cues, which
always have an IC close to one. However, considering just the onsets, the following
results reflect the psychophysical findings of Rakerd and Hartmann (1986).

Figure 4.9 shows the IC, ILD, and I'TD as a function of time for a 500 Hz tone with
onset times of 0, 5, and 50 ms. The simulated case corresponds approximately to the
“WDB room” and “reflection source 6” condition reported by Rakerd and Hartmann
(1986). The direct sound is simulated in front of the listener, and the reflection arrives
with a delay of 1.4 ms from an azimuthal angle of 30°. A linear onset ramp is used, and
the steady state level of the tone is set to 65 dB SPL. The I'TD and ILD cues selected
with a threshold of ¢y = 0.93 are marked with bold solid lines, and the free-field cues
of the direct sound and the reflection are indicated with the dashed lines. Note that
the direct sound reaches the ears of the listener at approximately 7 ms. For the onset
times of 0 and 5 ms, the ITD and ILD cues are similar to the free-field cues at the
time when the IC reaches the threshold. However, with the onset time of 50 ms, the
ITD and ILD cues no longer correspond to the free-field cues, which is also suggested
by the different localization in this condition (Rakerd and Hartmann, 1986).

In order to predict the final localization judgment, another selection mechanism
would be needed to include only the localization cues at the time instant when the
cue selection becomes effective. The dependence on the onset rate can be explained
by considering the input signals of the binaural processor. During the onset, the level
of the reflected sound follows that of the direct sound with a delay of 1.4 ms. Thus,
the slower the onset, the smaller the difference. The critical moment is when the level
of the direct sound rises high enough above the level of the internal noise to yield
IC above the selection threshold. If the reflection has non-negligible power at that
time, localization cues will already be biased to the steady state direction when the
selection begins.
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Figure 4.9: IC, ILD, and ITD as a function of time for a 500 Hz sinusoidal tone and
one reflection. The columns from left to right show results for onset times of 0 ms,
5 ms, and 50 ms. The cue selection threshold of ¢y = 0.95 (top row) and the free-field
cues of the source and the reflection (middle and bottom rows) are indicated with

dashed lines. Selected cues are marked with bold solid lines. Data are shown for the
500 Hz critical band.

4.3.3 Independent sources in a reverberant environment

As a final test for the model, the localization of 1 and 2 speech sources was simulated
in a reverberant environment. The utilized BRIRs were measured with a Neumann
KU 80 dummy head in an empty lecture hall with reverberation times of 2.0 and 1.4 s
at the octave bands centered at 500 and 2000 Hz, respectively. The same phonetically
balanced speech samples as those used in Section 4.3.1 were convolved with the BRIRs
simulating sources at 30° azimuth for the case of one source and +30° for the two
sources. The case of two talkers again included two different sentences uttered by the
same male speaker. For computing the free-field cues, the BRIRs were truncated to
2.3 ms, such that the effect of the reflections was ignored.

The chosen hall is a difficult case for localization, due to an abundance of diffuse
reflections from the tables and benches all around the simulated listening position.
At the 500 Hz critical band, the ITD and ILD cues prior to the selection did not
yield any meaningful data for localization. The cue selection resulted in high peaks
close to the free-field cues, but it was not able to suppress all other peaks implying
different directions. A subsequent investigation showed that these erroneous peaks
appear at different locations at different critical bands. Thus, processing of localization
information across critical bands should be able to further suppress them. At 2 kHz,
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Figure 4.10: PDFs of ITD and ILD for 1 (A) and 2 (B) speech sources in a reverberant
hall and the corresponding PDFs when cue selection is applied (C and D). The values
of the free-field cues for each source are indicated with dotted lines. Data are shown
for the 2 kHz critical band.

the results for a single critical band were clearer and will be illustrated here.

Panels (A) and (B) of Figure 4.10 show PDFs of ITD and ILD without the cue
selection, and panels (C) and (D) show the corresponding PDFs of the selected cues.
Since the cue selection in this case samples the I'TD and ILD relatively infrequently,
the PDFs were computed considering 3 s of the signals. However, similar results are
obtained when the PDFs are computed from different time intervals. The cue selection
criterion for both the 1 and 2 source scenarios was ¢y = 0.99, resulting in 1 % of the
signal power corresponding to the selected cues. Without the cue selection, the PDFs
do not yield much information for localization in either of the cases. Periodicity of the
cross-correlation function is clearly visible and it is difficult to distinguish between the
one and two source cases. However, with the cue selection, sharp peaks arise relatively
close to the free-field cues. In the two-source case, the right source is practically
correctly localized, whereas the I'TD cues of the left source are slightly biased towards
the center. Note that contrary to the results for independent speech sources in Section
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4.3.1, the localization is in this case shifted towards the competing sound source. As
discussed, this kind of a pulling effect has also been reported in psychoacoustical
studies (e.g., Butler and Naunton, 1964; Good and Gilkey, 1996; Lorenzi et al., 1999;
Braasch and Hartung, 2002).

4.4 General discussion and future work

In the previous sections, the selection of I'TD and ILD cues based on IC was introduced
into a localization model and applied to simulations of a number of complex listening
situations. In comparison to several existing localization models, a significant differ-
ence in the proposed method is the way that the signal power at each time instant
affects the localization judgment. In models not designed for complex listening situa-
tions, the localization cues and subsequently the final localization judgment are often
derived from a time window including the whole stimulus, or of a time integration of
a binaural activity pattern computed with running non-normalized cross-correlation.
In such cases, the contribution of each time instant to the final localization depends
on the instantaneous power. In our approach, only the cues during the selected time
instants contribute to localization. Thus, the model can, in many cases, neglect lo-
calization information corresponding to time instants with high power, if the power
is high due to concurrent activity of several sound sources (or concurrent activity of
sources and reflections). Nevertheless, the relative power of individual sources affects
how often I'TD and ILD cues corresponding to each source are selected.

After publishing the original paper on the current model (Faller and Merimaa,
2004), a kind of cue selection method was also found in physiological studies of the
inferior colliculus® of the barn owl. The neurons measured by Keller and Takahashi
(2005) responded strongly only when the instantaneous binaural cues created by two
concurrent sources were similar to the free-field cues of the spatial receptive field of
cach neuron. In the model of Keller and Takahashi (2005), such time instants were
identified based on the similarity of both ITD and ILD to the free-field cues. In this
sense the approach resembles the model of Gaik (1993). Furthermore, cross-frequency
processing was taken into account according to the sensitivity of each measured neuron
to different critical bands. Nevertheless, as shown in this chapter, for a single critical
band, the time instants when the instantaneous cues correspond to the free-field cues
typically coincide with a high IC. Hence, apart from not considering cross-frequency
interaction, the proposed model indeed extracts localization cues similar to those that
were shown to be extracted physiologically by the barn owl in multi-source scenarios.

The proposed model also bears resemblance to earlier models of the precedence
effect (see Section 3.6.3). The temporal inhibition in the model of Lindemann (1986a)
tends to hold the highest peaks of the running cross-correlation function (calculated
with the stationary inhibition that incorporates ILDs into the model). The higher a
peak (i.e. the higher the IC at the corresponding time instant), the stronger the tem-
poral inhibition will be. The cue selection achieves a somewhat similar effect without

6The inferior colliculus is located in the midbrain and it receives inputs, among other nuclei, from
the superior olivary complex which is considered as the location where the binaural cues are extracted
(see Section 3.6).
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the need for an explicit temporal inhibition mechanism, since the localization suppres-
sion is directly related to the IC estimated with a similar time window. However, the
effect can also be quite different in some scenarios. Whereas the model of Lindemann
(1986a) only “remembers” the peaks corresponding to a high IC for a short time (time
constant of 10 ms), the cue selection with a slowly varying c¢q can have a considerably
longer memory. In the precedence effect conditions (Section 4.3.2), the cue selection
also naturally derives most localization information from signal onsets, as is explicitly
done in the model of Zurek (1987). However, the cue selection does not necessarily
include all onsets.

The cross-correlation function has also been used in a somewhat similar man-
ner in binaural front ends for automatic speech recognition (Usagawa et al., 1996;
Rateitschek, 1998; Paloméki et al., 2004; Paloméiki, 2005). These approaches use the
magnitude of the cross-correlation function around a fixed lag position to identify
time-frequency regions not corrupted by concurrent sound and/or reverberation. The
methods thus effectively measure the similarity of the I'TD to a known or estimated
value corresponding to a chosen speech source. Motivated by the work presented in
this chapter, Brown et al. (2006) also investigated direct utilization of an IC threshold
(regardless of the position of the cross-correlation peak) for the selection of reliable
speech features. When added to a statistical analysis of the instantaneous I'TD and
ILD cues, the thresholding led to an improved recognition rate in room conditions.
However, the threshold had to be set to a lower value than those used in the current
studies in order to include a sufficient amount of time-frequency regions for speech
recognition purposes.

As discussed earlier, the cue selection threshold is a compromise between accuracy
and frequency of occurance of the selected localization cues. The frequency of the time
instants when the direct sound of only one source dominates within a critical band
depends on the complexity of the listening situation. In the most complex simulated
cases (e.g., multiple sources in a reverberant environment in Section 4.3.3), only a
small fraction of the ear input signals contributed to localization, and new localization
information was acquired relatively infrequently. We, nevertheless, propose that in the
case of localization, it is the cues at these time instants that determine the perception.
During the time when no cues are selected, the localization of the corresponding
auditory events is assumed to be determined by the previously selected cues, which is
in principle possible. Indeed, localization of sinusoidal tones based only on their onsets
(Rakerd and Hartmann, 1985, 1986) and a related demonstration called the “Franssen
effect” (Hartmann and Rakerd, 1989) show that a derived localization judgment can
persist for several seconds after the related localization cues have occurred.

The cue selection mechanism could be seen to perform a function that Litovsky
and Shinn-Cunningham (2001) have characterized as “a general process that enables
robust localization not only in the presence of echoes, but whenever any competing
information from a second source arrives before the direction of a previous source
has been computed.” For the purposes of this study, the ITD and IC cues were
analyzed using a cross-correlation model, and the ILDs were computed directly from
the signal levels. Nevertheless, a similar cue selection could also be implemented in
other localization models, such as the EI model of Breebaart et al. (2001a) (see Section
3.6.2), where instead of specifying a lower bound of IC for the cue selection, an upper
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bound of activity would need to be determined.

Throughout the chapter, the resulting ITD and ILD cues were also considered
separately instead of deriving a combined localization judgment. As discussed earlier,
the relative weights of ITDs and ILDs can change in complex listening situations, with
ITDs often gaining more weight compared to free-field scenarios. It was also seen that
in some cases the cue selection was able to extract more reliable ITD than ILD cues.
In future work, it will be interesting to investigate whether quantitative measures
of the reliability of the selected cues, such as the standard deviations used in this
chapter, reflect the psychophysically determined relative importance of the I'TDs and
ILDs in the corresponding situations. Future work also includes listening experiments
aiming at specifically testing the effect of IC on localization, and if that appears to
be the case, to study whether an adaptive mechanism for adjusting the cue selection
threshold exist. Furthermore, smoother weighting functions than the utilized hard
threshold would need to be investigated.

As shown in this chapter, the cue selection model is able to simulate a number of
psychophysical results by using a selection threshold adapted to each specific listening
scenario. Although the chapter was limited to localization based on binaural cues, it
should be mentioned that the precedence effect has also been observed in the median
sagittal plane where the localization is based on spectral cues instead of interaural dif-
ferences (Blauert, 1971; Litovsky et al., 1997; Rakerd et al., 2000; see also Section 3.3.3
in this thesis). Thus, the cue selection model does not fully describe the operation of
the precedence effect. Furthermore, the model cannot as such explain the discounting
of ITD and ILD cues occurring simultaneously with a high IC during the steady state
of a sinusoidal tone presented in a room (Rakerd and Hartmann, 1985, 1986; Hart-
mann and Rakerd, 1989). The psychophysical results of Litovsky et al. (1997) show
that the localization suppression is somewhat weaker in the median plane than in
the horizontal plane, which could be interpreted as evidence for another suppression
mechanism, possibly operating simultaneously with a binaural mechanism such as the
proposed cue selection. Indeed, simulating all the results cited in this paragraph would
appear to require some additional form of temporal inhibition.

4.5 Summary and conclusions

A cue selection mechanism for modeling binaural auditory localization in complex
listening situations was proposed. The cue selection considers I'TD and ILD cues only
when the IC at the corresponding critical band is larger than a certain threshold.
It was shown that at time instants when this occurs, ITD and ILD are likely to
represent the direction of one of the sources. Thus, by looking at the different ITD
and ILD values during the selected time instants, one can obtain information about the
direction of each source. For the purposes of this study, the cue selection mechanism
was implemented within the framework of a model with a fairly detailed simulation
of the auditory periphery, whereas the remaining parts were analytically motivated.
Nevertheless, it was pointed out that in principle the proposed cue selection method
is physiologically feasible regarding the accuracy of the human auditory system in
discriminating IC.
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The implemented binaural model with the proposed cue selection was verified with
the results of a number of psychophysical studies from the literature. The simulations
suggest relatively reliable localization of concurrent speech sources both in anechoic
and reverberant environments. The simulated effect of the target-to-distracter ratio
corresponds qualitatively to published results of localization of a click-train in the
presence of a noise distracter. Furthermore, localization dominance is correctly repro-
duced for click pairs and for the onsets of sinusoidal tones. It was also hypothesized
that the buildup of precedence may be related to the time the auditory system needs
to find a cue selection threshold which is effective for the specific listening situation.
As a final test, the model was applied for source localization in a reverberant hall
with one and two speech sources. The results suggest that even in this most complex
case, the model is able to obtain binaural cues corresponding to the directions of the
sources.
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Chapter 5

Spatial Impulse Response
Rendering

5.1 Introduction

As outlined in Section 1.1.3, spatial sound reproduction may aim either for physical
or perceptual authenticity, or plausibility. The attainable physical accuracy depends
on the number of loudspeakers available for the reproduction and, correspondingly,
on the number of microphones used in the recording. Depending on the reproduction
technique, the accuracy may also be optimized either for a small sweet spot or for
a larger listening area. This chapter is limited to reproduction with relatively small
loudspeaker setups in the order of less than approximately twenty loudspeakers. This
range covers current home theater systems and typical audio installations. Such loud-
speaker setups cannot provide physically accurate spatial reproduction apart from a
relatively small sweet spot. However, even a standard 5.1 loudspeaker setup (ITU-R
BS.775-1, 1992-1994) is able to create a plausible surrounding sound field with fairly
good perceptual accuracy especially in front of the listener.

The main problems of realistic multichannel loudspeaker reproduction are due to
limitations in microphone technology, as will be argued in Section 5.2.2. Many record-
ing techniques also require knowledge of the loudspeaker layout already in the record-
ing phase, and conversion of the recorded signals for reproduction with a different
loudspeaker system is, in general, not easy. The Spatial Impulse Response Rendering
(SIRR) method (Merimaa and Pulkki, 2003, 2004, 2005; Pulkki et al., 2004a,b; Pulkki
and Merimaa, 2005, 2006) has been designed to overcome some of these problems
by using a perceptually motivated analysis-synthesis approach. The goal of SIRR
is as authentic perceptual reproduction as possible within the limits of the utilized
recording and reproduction systems.

SIRR processing consists of an analysis of the direction of arrival and diffuseness
of sound within frequency bands, followed by a synthesis yielding multichannel im-
pulse responses that can be tailored for an arbitrary loudspeaker system. Although
applicable also to general recording, SIRR is especially suitable for processing room
responses for convolving reverberators (see Section 1.1.3) which is the context that
SIRR will be placed into for the purposes of description in this chapter. Applications
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to continuous sound will be briefly discussed in Section 5.7.

This chapter is largely based on the papers by Merimaa and Pulkki (2005) and
Pulkki and Merimaa (2006) with some modified and extended discussion. The chapter
is organized as follows: Section 5.2 briefly reviews common techniques for recording
and reproduction of sound with small multichannel loudspeaker systems. The SIRR
algorithm is described in Section 5.3, followed by a more detailed analysis of the
alternative techniques for reproduction of diffuse sound in Section 5.4. Subjective
evaluation of the SIRR algorithm in an anechoic environment and in a listening room
is described in Sections 5.5 and 5.6, respectively. Finally, Section 5.7 includes some
general discussion and conclusions.

5.2 Multichannel reproduction techniques

As mentioned earlier, in typical recording scenarios it is common to use ad hoc com-
binations of spot microphones, room microphones, and reverberators (see e.g., Theile,
2000). The resulting spatial reproduction often does not resemble performance in any
existing venue but is rather constructed according to artistic considerations. How-
ever, systematic microphone techniques also exist and can be used either to directly
record a performance or to capture room responses that can then be used to simulate
recording in the same venue with the help of a convolving reverberator. This section
is limited to a description of such systematic techniques.

Two important criteria will be used to characterize the reproduction techniques.
In order to achieve perceptual authenticity, a reproduction method would need to
be able to render wvirtual sources which are indistinguishable from corresponding real
sources. Virtual sources can be positioned (usually) between loudspeakers and they
are a result of the joint operation of several surrounding loudspeakers. In small mul-
tichannel setups, utilization of virtual sources is necessary to overcome the relatively
coarse directional resolution offered directly by the loudspeaker locations. Another
essential property is the ability of a reproduction method to create decorrelation of
the loudspeaker signals, which will transfer to decorrelation of the ear input signals
(e.g., Damaske and Ando, 1972; Kurozumi and Ohgushi, 1983; Tohyama and Suzuki,
1989) and affect the resulting spatial impression (see Section 3.5.2).

The discussion starts with a description of amplitude panning (Section 5.2.1), which
is the most common technique for creating virtual sources from spot microphone
signals. Amplitude panning will also be applied later in this chapter to reproduction of
room responses. Subsequently, basic microphone techniques and some recent methods
that can be seen as alternatives for the SIRR method are reviewed in Section 5.2.2.

5.2.1 Amplitude panning

According to the principles of summing localization (see Section 3.3.3), application of
the same signal to two loudspeakers yields a virtual source between the loudspeakers.
By imposing different gains or delays to the loudspeaker signals, the virtual source
can be shifted towards the stronger or the leading signal. In basic amplitude panning,
only the gains of two otherwise identical loudspeaker signals are varied. However, due
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to a difference in the distance to the left and right ear, signals from two symmetrically
placed loudspeakers have phase differences at the positions of the two ears. At low
frequencies, the coherent summation of the loudspeaker signals results in an ITD
depending on the relative levels of the loudspeaker signals.

In the absence of the head, the ITD at the positions of the ears can be shown to
suggest a localization according to the traditional sine law (Blumlein, 1931; Bauer,
1961)

sinf g1 —go

sinfy g1 +g2
where 6 is the azimuth of the virtual source and g; and g, are the gains of the loud-
speakers located at 0y and —6, respectively. However, if the listener turns his/her
head following the virtual source, the tangent law

(5.1)

tanf g1 — 9o

— 5.2
tanth g1+ g (5:2)

gives a better approximation for the direction of the virtual source (Bernfeld, 1973).
Bennett et al. (1985) also showed that at low frequencies, when the diffraction of
sound around the head is taken into account, the tangent law is more accurate than
the sine law also for a fixed head. Pulkki (1997) has later reformulated and generalized
the tangent law using computation of the gain factors with vector algebra. In the
resulting vector base amplitude panning (VBAP) algorithm, the panning is performed
between adjacent loudspeaker pairs for two-dimensional (2-D) panning or within non-
overlapping loudspeaker triplets for three-dimensional (3-D) panning.

The localization of amplitude-panned virtual sources has also been studied psy-
chophysically. Although the tangent law appears to give a reasonable approximation
for the direction of a virtual source created by two loudspeakers symmetrically around
the median plane, using loudspeakers in other directions may introduce bias into the
localization of the virtual source (e.g., Theile and Plenge, 1977; Pulkki and Kar-
jalainen, 2001; Pulkki, 2001b; see also Pulkki, 2002a). For a listener outside the sweet
spot, the virtual sources are displaced towards the nearest loudspeaker, according to
the precedence effect. Furthermore, at high frequencies, the ILD cues may suggest
slightly different directions compared to the low-frequency ITDs (Pulkki and Kar-
jalainen, 2001). Due to the inconsistency in the binaural cues, the perceived width
of the amplitude-panned virtual sources also depends on the panning direction and
the panned signal (see Pulkki et al., 1999b; Pulkki, 1999). Furthermore, amplitude
panning creates some timbral artifacts (Pulkki, 2001a; Ono et al., 2001, 2002). In
any position with different distances to the loudspeakers (which is always the case at
least for one ear of the listener), summation of the two coherent signals with different
delays results in comb filtering.

Based on the previous considerations, amplitude panning cannot be claimed to yield
perceptually authentic virtual sources. However, the binaural decoloration (see Section
3.5.1) can be assumed to operate for amplitude panned sources, and reverberation of
the listening room has been shown to reduce the resulting coloration (Pulkki, 2001a).
Furthermore, the closer the loudspeakers are to each other, the smaller the potential
reproduction errors are. The perceptual accuracy of amplitude panning thus increases
with the number of loudspeakers in a reproduction setup.
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5.2.2 Microphone techniques

In multichannel microphone recording, each microphone signal is typically reproduced
with a single loudspeaker. Lipshitz (1986) divides analogous stereo microphone con-
figurations into coincident, quasi-coincident and spaced setups. In coincident setups,
a group of directional microphones are positioned as close to each other as possible,
such that the sound from a single source is ideally captured in the same phase by all
microphones. The level at which the sound from a single direction is recorded by each
microphone depends thus on the directivities of the microphones and the subsequent
reproduction resembles amplitude panning.

Ideally, the microphones in a coincident setup should have orientations and di-
rectivities corresponding to the loudspeaker configuration, so that non-diffuse sound
from any direction would only be picked up by a few microphones and subsequently
reproduced by a few loudspeakers close to the correct direction. Hence, using more
loudspeakers would require narrower directivity patterns for the microphones. How-
ever, with conventional microphone technology, narrow enough broadband patterns
cannot be achieved. The insufficient directional resolution results in sound from any
direction always being reproduced by several loudspeakers. Consequently, the created
virtual sources are spatially and timbrally less accurate than the loudspeaker system’s
reproduction capability using, for instance, amplitude panning (Pulkki, 2002b; Pulkki
and Hirvonen, 2005). Furthermore, the wider the directivity patterns of the micro-
phones are, the higher the correlation between the reproduced loudspeaker signals.

Ambisonics (Gerzon, 1973) was already mentioned in Section 2.3.2 as related to
B-format recording. It can be seen as a a special form of coincident microphone
techniques, where the spherical harmonic decomposition of a sound field is applied to
reproduction. In theory, Ambisonics can accurately reproduce the physical sound field
in a small sweet spot by the sympathetic operation of all loudspeakers. However, mi-
crophone technology limits the order of the B-format recording and, consequently, the
attainable directional resolution and the size of the sweet spot!. The region that can
be considered physically accurate in first-order reproduction is smaller than the size
of a human head apart from frequencies well below 1 kHz (Poletti, 2005). Hence, in
practice, the technique reduces to systematic use of a set of virtual coincident micro-
phones that can be adjusted in the post-processing phase. The perceptual problems
are also similar to those discussed above (see Pulkki, 2002b; Pulkki and Hirvonen,
2005).

In contrast to coincident techniques, spaced microphones are positioned at consid-
erable distances from each other. The sound from a single source is thus captured
in different phases by different microphones. The resulting reproduction is less sen-
sitive to the location of the listener than that of coincident techniques. However,
for most source directions, the spaced microphone techniques do not provide correct

'In spherical harmonic decomposition of the sound field, the directional resolution and the physical
accuracy as a function of distance from the origin of the decomposition are, indeed, linked through the
order at which the series is truncated. Approaching the origin, within a volume not including sound
sources, components with increasingly high order (high directional resolution) have increasingly small
magnitude as determined by the spherical Bessel functions of the first kind. The order needed for a
physically accurate reconstruction of the sound field grows as a function of the product of frequency
and the distance from the origin (Williams, 1999, Chapter 6; see also Rafaely, 2005; Poletti, 2005).
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localization at any listening position (Lipshitz, 1986). Nevertheless, in a reverberant
environment, the microphone signals will be decorrelated to a degree depending on
the diffuseness of the sound field and the distance between the microphones (see Sec-
tion 2.6.2). Based on earlier discussion, the decorrelation is known to contribute to
the auditory source width (ASW) and listener envelopment (LEV). Indeed, spaced
techniques have been found to yield, for instance, higher source and room width,
source distance, envelopment, and room size (Berg and Rumsey, 2002)? than coinci-
dent techniques. The listeners of Berg and Rumsey (2002) also indicated preference
for the spaced microphone techniques (see also Zacharov and Koivuniemi, 2001b).

The reported preference should not be interpreted as indisputable proof for a more
authentic reproduction with spaced microphone techniques. In concert hall acoustics,
halls yielding a high ASW and LEV have also been found to rank highly in prefer-
ence (e.g., Hidaka et al., 1995; Beranek, 1996). Hence, the high decorrelation of the
loudspeaker channels could be a preferable artifact of the spaced microphone tech-
niques. However, as mentioned earlier, insufficient directional resolution in coincident
techniques produces too high correlation between the microphone channels, which
suggests an insufficient reproduction of spatial impression. Quasi-coincident micro-
phone techniques can be seen as one compromise between creating correct localization
and spatial impression. Quasi-coincident microphones are placed close to each other
with the inter-microphone distances typically comparable to the interaural distance.
The characteristics of the reproduction also lie in between those of the coincident and
spaced microphone techniques (see Pulkki, 2002b; Pulkki and Hirvonen, 2005, and
for some related design principles, Williams and Le D1, 1999, 2000; Williams, 2002,
2003).

Instead of reverting to spaced or quasi-coincident microphone techniques, which
compromise the directional accuracy of the reproduction, recent developments in
microphone array technology have also made it possible to somewhat increase the
directional resolution in coincident multichannel recording. Higher-order B-format
(Ambisonics) recording was already discussed in Section 2.3.2. Since the first imple-
mentation of SIRR (Merimaa and Pulkki, 2003), Laborie et al. (2004a,b) have also
developed high directional resolution microphone systems tailored for 5.0 recording.
Although promising, the high number of necessary microphones increases the costs of
the microphone systems, and these optimized arrays are limited to 5.0 reproduction.
Furthermore, the considerable amount of existing recordings and room response mea-
surements with lower directional resolution makes it still worthwhile to investigate
alternative methods, such as SIRR, for increasing the perceptual directional accuracy.

For the sake of completeness, wave field synthesis (Berkhout et al., 1993) should
also be mentioned. Wave field synthesis is based on physical principles aiming at a
perfect reconstruction of a recorded sound field. However, to achieve this goal, a large
microphone array and a high number of loudspeakers are needed. The limitation
of this chapter to small multichannel loudspeaker systems rules out the possibility
of using wave field synthesis. Nevertheless, with SIRR it would be possible to render

2Note that in the coincident setup of Berg and Rumsey (2002), only the microphones used for
the three front channels of a 5.0 loudspeaker system were coincident, so the coincident results may
partly reflect spaced techniques.
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room responses measured with lower directional resolution for reproduction with wave
field synthesis.

5.3 SIRR algorithm

Based on the previous discussion, it is desirable to increase the directional resolution
of sound recording and reproduction, preferably such that the results can be auralized
using any reproduction technique. It will be seen that, within certain limits, the SIRR
method is able to do this using a room impulse response measurement with a lower
directional resolution. SIRR can be formulated based directly on the psychoacoustical
considerations in earlier parts of this thesis. The underlying assumptions are first
presented in Section 5.3.1. The analysis and synthesis procedures operating according
to these assumptions are described in Sections 5.3.2 and 5.3.3, respectively. The
method is further illustrated with an application example in Section 5.3.4, followed
by discussion in Section 5.3.5.

5.3.1 Assumptions

The first fundamental assumption for SIRR processing has already been stated several
times: It is assumed that it is not necessary to perfectly reconstruct the physical
sound field in order to be able to reproduce the auditory perception of an existing
performance venue. Instead of sound field reconstruction, SIRR aims at as authentic
recreation of localization of auditory events, spatial impression, and timbre as possible.
As follows from Chapter 3, these features are known to depend on the following time-
and frequency dependent properties of the ear input signals:

e ITD, ILD, and monaural localization cues
o IC
e Short-time spectrum

The most straightforward analysis method would, of course, be to measure these
properties from the ears of a real listener or a dummy head in a desired sound field.
However, the translation from the analyzed auditory cues to multichannel reproduc-
tion cannot be solved so easily. Furthermore, direct analysis and synthesis of binaural
cues suffers from individual differences in HRTF's.

An easier way to approach the perceptual reproduction is to analyze and synthesize
physical properties of the sound field that transform into the auditory cues. More
specifically, it is assumed that:

1. Direction of arrival of sound transforms into I'TD, ILD, and monaural localiza-
tion cues.

2. Diffuseness of sound transforms into IC cues.

3. Together with the localization cues, the short-time spectrum in a measurement
position determines the short-time spectra at both ears.
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The validity of Assumption 1 was already verified in Section 3.2.1. Coherence related
to diffuse or partly diffuse sound fields was also discussed in Sections 2.6.2 and 3.5.2
and Chapter 4. Moreover, Assumption 2 will be investigated with an auditory model
simulation in Section 5.4.2. For a single static source (IC = 1), assumption 3 will also
be correct. A lower IC, on the other hand, corresponds to different time-dependent
fluctuations of the spectra at the two ears. If the analysis is performed within the
temporal and spectral resolution of human hearing, it can be further assumed that
the details of these fluctuations cannot be resolved but the perception is rather char-
acterized by the overall short-time spectra at the ears. Thus the fourth assumption
is:

4. When direction of arrival, diffuseness, and spectrum of sound are reproduced
within the temporal and spectral resolution of human hearing, the reproduction
is perceptually authentic.

Furthermore, the intended application of SIRR in convolving reverberators implies
one more assumption:

5. If a room response is reproduced according to assumption 4, the perception of
a sound signal convolved with the (multichannel) room response corresponds to
the perception of the the signal presented in the room with the sound source

used in the measurement of the response?.

It is impossible to generally validate assumption 4 for all possible cases. Instead,
assumptions 4 and 5 are tested together in two listening experiments presented in
Sections 5.5 and 5.6. If the listeners cannot perceive the difference between an original
sound field and SIRR reproduction, it can be presumed that assumptions 1-3 as well
as 4 and 5 together are valid for the purposes of the current reverberator application.

5.3.2 SIRR analysis

SIRR analysis can be, in principle, performed with any multichannel microphone
system and technique suitable for estimating the direction of arrival and diffuseness
of sound within a sufficient frequency range (see Chapter 2). The analysis used in
this chapter is based on energetic analysis of sound fields using B-format microphone
measurements. This choice is motivated by the commercial availability of first-order
B-format microphones. For time-frequency processing, a short-time Fourier transform
(STFT) based scheme has been adopted, as is commonly done in audio coding. Sim-
ilar processing could also be realized using an analysis-synthesis implementation of
an auditory filter bank. However, Baumgarte and Faller (2003) found the computa-
tionally more efficient STF'T implementation to perform equally well with an auditory
filter bank in their experiments with the Binaural Cue Coding algorithm sharing some
features with SIRR.

The analysis part of SIRR is illustrated in Figure 5.1. The input signals are first

3The directivity of the sound source may also affect the perception, so the measurements need to
be performed using a sound source with desired directional characteristics.
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Figure 5.1: Directional energetic analysis of a B-format room response.

divided into short overlapping time windows, and the frequency distributions of the ac-
tive intensity, energy density, and diffuseness are computed according to the equations
derived in Section 2.4.8. The azimuth 0(¢,w) and elevation ¢(t,w) of the direction of
arrival as a function of the time frame ¢ and angular frequency w are further computed
as the opposite of the direction of the active intensity vector

tan—! [Iy(t’ w)} , if I,(t,w) >0
B(t,w) = ﬂigg (5.3)
fan-! [Ii(t:w)} C180°,  if I,(tw) < 0

and

! —IL(t,w)
At,w) =t [Wg(t,w)ug(t,w)]’ (5:4)

where [, (t,w), I,(t,w), and I,(t,w) are the components of the active intensity in the
directions of the corresponding Cartesian coordinate axes.

As shown in Chapter 2, microphone systems often pose limits to the usable fre-
quency range of the energetic analysis. At high frequencies, the direction of intensity
vector may be systematically biased due to spatial aliasing. With microphone pair
measurement techniques, the magnitude of the active intensity will also be estimated
too low, yielding too high diffuseness estimates above the upper frequency limit. Fur-
thermore, measurement errors at low frequencies may produce arbitrary values for
both the direction of arrival and diffuseness. However, from a psychoacoustical point
of view, erroneous analysis and subsequent reproduction of very low and very high
frequencies is not a serious drawback. According to the discussion in Sections 3.3.2,
3.5.2, and 3.6.1 very low and high frequencies are less important for human localiza-
tion and spatial impression. If desired, it is also possible to extrapolate the analysis
data for low and/or high frequencies, which often yields approximately correct values
for discrete room reflections.
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5.3.3 SIRR synthesis with a multichannel loudspeaker sys-
tem

The SIRR synthesis is based on manipulating an omnidirectional room response ac-
cording to the analysis data. For this purpose, either the W signal from the B-format
microphone measurement or another response measured with a desired microphone in
the same position can be used. The omnidirectional response is processed with STFT
using the same time-frequency resolution as in the directional analysis, and each time-
frequency component is distributed to the loudspeaker channels. The time-frequency
processing is illustrated in Figure 5.2, and the processing steps for a single frequency
channel are shown in Figure 5.3. The energy of each incoming time-frequency compo-
nent is first split into non-diffuse and diffuse parts according to the diffuseness estimate
Y (t,w). The non-diffuse part of the omnidirectional signal /1 — ¥(t,w)W (t,w) is re-
produced as accurately as possible from the correct direction, whereas the diffuse part
is created by distributing the total diffuse energy v (t,w)W?(t,w) in a decorrelated
form uniformly around the listener.
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Non-diffuse synthesis

For the small multichannel loudspeaker setups considered in this chapter, amplitude
panning using the VBAP algorithm (see Section 5.2.1) has been chosen as the method
for the non-diffuse synthesis. Although some problems of amplitude panning were
pointed out in Section 5.2.1, VBAP provides a good and robust solution for multi-
channel reproduction with a relatively low number of loudspeakers, and its precision
increases with an increasing number of loudspeakers. SIRR is, however, not limited
to amplitude panning. With a high number of loudspeakers, some other methods,
e.g., higher-order Ambisonics* or wave field synthesis could provide better directional
quality over a larger listening area. Furthermore, it would be possible to use HRTF
filtering to position the time-frequency components in the correct direction in binaural
headphone or loudspeaker listening.

The non-diffuse synthesis is performed separately for each time-frequency compo-
nent. For a single time frame, this corresponds to deriving different linear (zero)
phase filtered versions of the omnidirectional signal for each loudspeaker with the
filters changing from one time frame to another. The actual implementation of the
synthesis requires some care. To begin with, the linear phase filtering spreads the
signal in time and may result in time domain aliasing. The aliasing can be prevented
by zero-padding each time frame before performing the analysis and the overlap-add
synthesis, as well as by smoothing the changes in the panning directions as a function
of frequency, if necessary. Depending on the applied window function, the switching
of consequent time frames at a single frequency from one loudspeaker to another may
also produce audible clicks. If needed, the switching effects can be smoothed, for
instance, by oversampling, i.e., by using time frames that are more overlapping than
needed for perfect reconstruction. Several related implementational issues have been
discussed in more detail by Faller and Baumgarte (2003).

Diffuse synthesis

The purpose of the diffuse synthesis is to recreate the reduced interaural coherence
produced by the diffuse sound energy. With diffuse sound, the analyzed directions
of arrival behave in a stochastic manner as a function of time and frequency. Ap-
plying the omnidirectional signal to such random directions (i.e., treating all sound
as non-diffuse in the synthesis) results in some decorrelation if the analysis and syn-
thesis are done at shorter time frames than the temporal resolution of the auditory
system. In the context of diffuse synthesis, this decorrelation method will be denoted
as diffusion with only amplitude panning. During the development of SIRR, reproduc-
tions of virtual reality impulse responses were often compared to the original samples,
as explained in more detail in Section 5.5. According to informal testing, diffusion
with only amplitude panning indeed produces a fairly authentic spatial impression.
However, some temporal artifacts and instability were audible. Furthermore, at high
frequencies the reproduced late reverberation was sometimes perceived shorter than
the reference. According to the binaural cue selection model (see Chapter 4), the

4Note that although higher-order Ambisonics recording is difficult, it is possible to synthesize
corresponding signals up to an arbitrarily high order.
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instability of localization could be due to too high instantaneous coherence values®.
Hence, more sophisticated diffusion methods seem to be required.

An alternative decorrelation technique involves designing specific decorrelation fil-
ters. The diffuse part of the omnidirectional response is then filtered with a different
filter corresponding to each loudspeaker channel. Several filter structures have been
proposed in the literature, including allpass filters (Gerzon, 1992; Breebaart et al.,
2004; see also Bouéri and Kyriakakis, 2004), rectangular noise bursts created in the
frequency domain (Kendall, 1995), and filters modeling late reverberation (Faller,
2003). We have been experimenting with convolution of the omnidirectional response
with short exponentially decaying noise bursts equalized to a flat magnitude spec-
trum with a minimum phase filter, as proposed by Hawksford and Harris (2002). This
technique is denoted as convolution diffusion.

The convolution diffusion provides control over the decorrelation, as it is possible to
determine the shape of the temporal spreading in the decorrelation. Furthermore, by
adjusting the time constant of the exponentially decaying noise bursts, it is possible to
modify the spatial impression. Short bursts appear to yield fairly transparent results,
whereas using longer bursts makes the response sound more diffuse or “wet.” However,
although the bursts are equalized to a flat magnitude spectrum, the convolution dif-
fusion may result in timbral artifacts. Since the filters are fixed, the phase relations of
the decorrelated loudspeaker channels are always the same, and the summation of the
loudspeaker signals at a listening position may produce spectral artifacts perceived as
coloration. The problem is especially noticeable at low frequencies when using short
noise bursts.

A third decorrelation method used in SIRR is denoted as phase randomization.
The phase randomization is performed by creating continuous uncorrelated noise for
each loudspeaker, and by setting the magnitude spectrum of each channel in each time
window equal to the magnitude spectrum of the diffuse energy calculated for the corre-
sponding loudspeaker. The method thus corresponds to replacing the diffuse parts of
the room response with random noise samples with a similar time-frequency envelope.
The phase randomization can create highly decorrelated signals and the time-variant
nature of the algorithm avoids most timbral artifacts that might be caused by con-
tinuous coherent summation of the signals from different loudspeakers. However, the
frequency domain equalization of the magnitudes in the STFT processing may again
result in time domain aliasing, which manifests itself as nonlinear distortion.

The properties of the diffusion techniques will be investigated in more detail in
Section 5.4, where a hybrid method is also derived.

5.3.4 Application example

In Figure 5.4, the SIRR analysis data are illustrated for a 100 ms sample of a con-
cert hall response starting approximately 5 ms before the arrival of the direct sound.
The response was measured in the Pori Promenadikeskus concert hall with an omni-
directional sound source on the stage and a Soundfield MKV microphone system at

5As mentioned earlier, the subjective experiences of unstable localization with early versions of
SIRR and similar observations of Christof Faller related to the Binaural Cue Coding method actually
led the two authors to develop the binaural cue selection model.
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the raised rear part of the floor (response s1_r4_sf from the database of Merimaa
et al., 2005b). The topmost panel is for reference, presenting the envelope of the
omnidirectional response W (t). The two middle panels illustrate the time-frequency
distribution of the active intensity, and the bottom panel shows the time-frequency
distribution of the diffuseness estimate.

The format of the middle panels is identical to that described in Section 2.5. The
vectors represent the direction and logarithmic magnitude of the propagation of sound
energy, plotted on top of a sound pressure spectrogram calculated from the omnidi-
rectional response W. The data are shown for a frequency range from 100 Hz to
5 kHz, which appears to give reasonable results with the utilized microphone sys-
tem. The time-frequency representations have again been adjusted for illustrative
purposes. The diffuseness and spectograms were calculated from 128-sample-long
Hann windowed time frames at 48 kHz sampling frequency with zero-padded FFT
and largely overlapping windows. The intensity vectors are plotted only for positions
of local maxima within each frequency band in order to reduce the amount of shown
data. Furthermore, the spectrograms and the intensity vectors have been thresholded
such that only a range of 25 dB from the maxima is shown.

What can be seen from the analysis data is that the direct sound arrives at approx-
imately 65 ms from a little below the horizontal plane. It is followed by two slightly
bandlimited reflections close to each other: one from slightly above on the right side
at approximately 80 ms, and one from the left at 85 ms. For these sound events, the
diffuseness estimate shows low values across frequencies. Due to the highly diffuse
design of the hall, the subsequent discrete reflections are already more constrained in
frequency, and in the late part it is impossible to identify any single reflections.

The diffuseness estimate appears fairly random apart from the first few discrete
events (see the white areas in the bottom panel corresponding to the dark areas in
the middle panels). The plot includes a lot of statistical fluctuations during low
energy parts and even during the measurement noise before the arrival of the direct
sound, which makes visual inspection of the diffuseness difficult. However, this is the
form in which the diffuseness data are used in the synthesis. Furthermore, plotting
the data only for high-energy time-frequency components does not allow an improved
visualization. On the contrary, such thresholding would make the visualization appear
discontinuous because the diffuseness estimate would not have a constant value at the
threshold.

A set of impulse responses computed with the SIRR algorithm from the previously
illustrated analysis data is shown in Figure 5.5. The responses were computed for re-
production with a 5.0 loudspeaker system (ITU-R BS.775-1, 1992-1994). The topmost
axis shows the same omnidirectional response W as depicted in the envelope and spec-
trogram plots in Figure 5.4. The five lower axes present the synthesized loudspeaker
responses for the left surround (LS), left (L), center (C), right (R), and right surround
(RS) speakers, respectively. The responses were processed at 48 kHz sampling rate
using 128 sample (1.3 ms) Hann windowed time frames with altogether 128 samples
of zero padding before and after the time window. For the diffuse synthesis, the phase
randomization method was used. In order to realize 2-D reproduction, only the di-
rectional analysis data in the horizontal plane were utilized. However, the diffuseness
estimate still included the vertical component. Furthermore, the direct sound was
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Figure 5.4: Analysis results of a concert hall response. Top: Hilbert envelope of
the omnidirectional response. Middle panels: time-frequency distribution of active
intensity vectors plotted on top of a sound pressure spectrogram. Bottom: time-
frequency representation of the diffuseness estimate.
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Figure 5.5: An omnidirectional impulse response W rendered to a 5.0 loudspeaker
setup. The amplitudes of the responses are plotted as a function of time.

forced to the center speaker by modifying the analysis data before the synthesis. It
can be seen that a major part of the first two reflections is conveyed to the rightmost
loudspeakers, followed by a sound event from the front left, as expected based on the
analysis data in Figure 5.4. The subsequent part is also distributed unevenly to the
loudspeaker channels, whereas the late reverberation does not show large (statistical)
deviations between the channels.

5.3.5 Discussion

Compared to established microphone techniques, the SIRR method can be character-
ized as follows. The reproduction of non-diffuse sound resembles coincident micro-
phone techniques, where SIRR can be thought to adaptively narrow the microphone
beams according to a chosen loudspeaker setup in order to achieve best possible di-
rectional accuracy. On the other hand, diffuse sound is reproduced as decorrelated,
which is similar to spaced microphone techniques.

The time resolution used in the application example is actually considerably higher
than that of the human hearing (see Section 3.4.2). Consequently, the analysis and
synthesis bandwidth is larger than the critical bands at low frequencies. However, for
room responses, these settings appear to yield good subjective results. The higher the
time resolution, the more accurately the perceptually important early reflections can
be individually processed. The importance of high time resolution will also be seen
later in the assessment of SIRR’s performance.

The motivation of SIRR starts from the psychoacoustical principles outlined in
Section 5.3.1. Interestingly, after the publication of some first papers on SIRR, it was
found that Farina and Ugolotti (1999) have independently proposed the concept of a
very similar method based on theoretical considerations of energetic analysis and the
principles of Ambisonics. However, their method was never developed to the stage
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of a practical implementation including, for instance, the techniques for the diffuse
synthesis. A significant difference is also that Farina and Ugolotti did not divide
the B-format microphone signals into frequency bands, which is essential from the
psychoacoustical point of view and has proved to be an important part of SIRR.

From earlier description, it is also clear that SIRR provides efficient means for the
modification of room responses. In typical cases, it is possible to individually change
the directions of arrival of some early reflections by simply modifying the correspond-
ing analysis data prior to the synthesis. Similarly, the whole sound field can be rotated
and the time-frequency envelope of the response can be easily weighted. Furthermore,
the balance between diffuse and non-diffuse sound energy can be adjusted, and the
parameters of the diffuse synthesis can be modified. Although such modifications of
the analysis data generally reduce the perceptual authenticity of the reproduction,
they may, nevertheless, be desirable for artistic purposes.

5.4 Diffuse synthesis

The three possible diffusion techniques introduced in the previous section are 1) dif-
fusion with only amplitude panning, 2) phase randomization, and 3) convolution dif-
fusion. As discussed, the results of using these three methods differ both in timbral
and in spatial perception. In this section, the methods are investigated in more detail
with simulations. Section 5.4.1 describes simulations related to the timbral effects and
presents a hybrid diffusion method. Furthermore, the transformation of the diffuse-
ness of the sound field into interaural coherence is studied with an auditory model in
Section 5.4.2.

5.4.1 Timbral effects

As discussed in Section 3.5.1, the perceived timbre depends not only on the spectrum
of sound but also on temporal properties and on the interaural differences. The ef-
fects of the temporal properties and interaural differences on timbre are not known well
enough to be modeled. However, the overall spectral difference between an original
and a reproduced sound field can be easily assessed. Thus, as a simplistic approx-
imation of the timbral effects, the spectrum of the sum of the loudspeaker signals
with different diffusion techniques was simulated and compared to the original omni-
directional spectrum. It is assumed that major timbral problems can be caught this
way.

A measured B-format impulse response of a performance hall was used as the
test case, and reproduction with a standard 5.0 loudspeaker setup (ITU-R BS.775-1,
1992-1994) in an anechoic environment was simulated at three listening positions.
The distance between the center (best listening position) and the loudspeakers was
set at 2.0 m, and the simulated listening positions were 0.2, 0.4, and 0.6 m right
from the center. The best listening position was not used, since it would have yielded
unrealistically good results for some of the systems. In reality, however, it would not
be possible to perform the listening exactly in the best listening position, since the ears
of a listener are not located on a single point. The resulting magnitude spectra in these
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Figure 5.6: Deviations of the magnitude spectra of the sum of SIRR responses from a
target response in 5.0 reproduction. The SIRR responses were computed with different
diffusion methods for three listening positions located 0.2, 0.4, and 0.6 m right from
the best listening position. The corresponding line types are solid for the 0.2 m,
dashed for the 0.4 m, and dash-dotted for the 0.6 m case. The “phase randomization
> 1 kHz” curves are explained later on page 116.

positions were computed with FET. The summed responses were smoothed with 1/3
octave band resolution (roughly approximating the frequency resolution of human
hearing) and a similarly smoothed spectrum of the original omnidirectional target
response was logarithmically subtracted from the summed responses. The results are
shown in Figure 5.6, with the different SIRR implementations offset by 10 dB.

The topmost responses in Figure 5.6 correspond to SIRR with only amplitude pan-
ning. As described earlier, in these cases, the diffuse sound is actually not treated
any differently from the non-diffuse sound. The simulated magnitude response varies
between £3 dB from the reference, where the +3 dB amplification at low frequencies
is due to coherent summation of the different loudspeaker channels in the power-
normalized amplitude panning. Overall, the response is moderately smooth, suggest-
ing a good reproduction of timbre. However, as described in Section 5.3.3, diffusion
with only amplitude panning may create temporal and spatial artifacts and is, as such,
not sufficient for the purposes of SIRR.

SIRR responses utilizing the convolution diffusion are plotted second in Figure 5.6,
which illustrates the problem of the method: There are prominent deviations from the
target response at frequencies below about 200 Hz. Due to limited length of the utilized
noise samples, low frequency sound is not decorrelated enough to prevent coherent
summation of the different loudspeaker channels. However, contrary to diffusion with
only amplitude panning, there are fixed phase differences between the diffuse sound
emitted from different loudspeakers, which can result in notches in the combined
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response. Unfortunately, the length of the samples cannot be made arbitrarily long
without producing audible differences in the temporal structure of the room response.
In informal testing, exponentially decaying noise samples with time constants below
about 50 ms were found not to prominently change the temporal character of the
responses. A time constant of 50 ms was used in the simulation.

The phase randomization method is able to avoid the coherent summation at low
frequencies. Nevertheless, in the phase randomization curves in Figure 5.6, there are
also deviations from the reference at low frequencies. As mentioned in Section 5.3.3,
the frequency-domain equalization of the windowed noise frames spreads the signal
of each frame in the time domain. In order to prevent time-domain aliasing due
to moderate temporal spreading (moderate equalization), zero padding of the time
frames is used in the overlap-add processing. However, a computationally practical
amount of zero padding is occasionally not sufficient, and aliasing occurs unless the
equalization is limited.

Non-linear distortion

Possible time domain aliasing in the phase randomization results in non-linear dis-
tortion. The spectral effect of the distortion was examined further by processing a
B-format room response with SIRR after convolution with a 500-ms-long, 100 Hz si-
nusoidal signal. The sinusoidal was turned on and off at zero-crossings and the same
B-format impulse response as in the previous spectral study was used. In the sub-
sequent SIRR processing, a sampling rate of 96 kHz and 256 sample (1.3 ms) time
windows with additional 128 preceding and following zero samples were used. Repro-
duction with the same 5.0 loudspeaker setup in an anechoic environment was simulated
at two listening positions, 0.2 and 0.4 m to the right from the best listening position,
using diffusion with only amplitude panning and phase randomization. Finally, the
spectra of both the original sample and the reproductions were calculated over the
whole duration of the signal and smoothed with a 1/12-octave resolution.

The results are shown in Figure 5.7. It can be seen that even the omnidirectional
reference includes sound energy outside 100 Hz due to the onset and offset of the
sinusoidal signal. When the phase randomization is used, there is a prominent amount
of additional off-frequency sound in the signal. When only amplitude panning is used,
the level of distortion is reduced compared to phase randomization. However, some
distortion remains due to the introduced fast changes in the panning directions, which
correspond to random frequency-dependent amplitude modulation of the loudspeaker
signals. In off-center listening positions, the summation of all loudspeaker signals does
not fully cancel the modulations, which can be seen as slight spectral spreading.

The aliasing problem in the phase randomization could be solved by trading off
the excessive time spreading to deviations from the ideal magnitude spectrum of each
time frame, i.e., by effectively smoothing the frequency responses of the equalization
filters. However, related to the current application, it is important to distinguish
between distortion in a room response and in the sound convolved with the room
response. Possible non-linear distortion in the SIRR-processed room response does
not introduce non-linear distortion in an audio signal convolved with the response.
Furthermore, in the case of wideband noise (such as the synthesized diffuse sound), the



116 Spatial Impulse Response Rendering

Amplitude [dB]
N W H (&) (o] ~ (o] (o]
o o o o o o o o

-
o

Omnidirectional reference

1 1

100 200 300 400 500 600 700 800 900 1000
Frequency [Hz]

1 1

Figure 5.7: Distortion in SIRR processing. A 500-ms-long 100 Hz tone was convolved
with a measured B-format impulse response before applying SIRR and the SIRR
responses were computed using diffusion with only amplitude panning and phase ran-
domization. The summed magnitude spectra are shown for the positions 0.2 m (thick
lines) and 0.4 m (thin lines) right from the best listening position.

result of non-linear distortion is still noise but with a different spectral content. Thus,
despite its non-linear nature, moderate distortion due to the phase randomization
should only be viewed as deviations from the target magnitude response. In this
sense, allowing the distortion can be considered as a design solution. Nevertheless,
based on informal listening, the resulting spectral deviations seen earlier in Figure 5.6
are too large to be acceptable.

Hybrid diffusion method

Instead of limiting the equalization of the noise bursts synthesized in the phase ran-
domization process, the spectral problems can be solved in a different way. As de-
scribed earlier, diffusion with only amplitude panning does not have timbral problems,
but it creates other artifacts, especially at high frequencies. A natural solution is thus
to implement a hybrid method, which uses only amplitude panning at low frequencies
and phase randomization or convolution diffusion at high frequencies. The frequency
response of such a hybrid with phase randomization faded in between 800-1200 Hz
is plotted undermost in Figure 5.6. The response follows the target well, although at
low frequencies there is the positive bias of 1-3 dB caused by amplitude panning of
both diffuse and nondiffuse sound. The hybrid method with phase randomization was
chosen to be used in all simulations and listening tests described later in this chapter.
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5.4.2 Diffuseness and interaural coherence

Assumption 2 in Section 5.3.1 stated that the diffuseness of a sound field will trans-
form into interaural coherence cues. In this subsection, the recreation of IC with SIRR
is studied using a binaural auditory model. This is done by comparing the ICs result-
ing from SIRR reproduction of a number of reference cases with different degrees of
diffuseness to the ICs in the reference sound fields.

The investigated reference cases were simulated with a set of 36 equidistant sound
sources positioned evenly around the listener in the horizontal plane, with each loud-
speaker emitting independent 300 ms long white noise sequences. The level of the
source at 30° azimuth was fixed and the levels of the other sources were adjusted
to create different degrees of diffuseness. This roughly approximates listening to the
noise emitted by the source at 30° azimuth in a reverberant environment with a sound-
absorbing floor and ceiling. The root-mean-square (RMS) signal-to-noise ratio (SNR)
between the nondiffuse sound (= signal of the sound source at 30°) and diffuse sound
(= noise measured as sum of all other sound source signals) in the center point was
varied from 30 dB to -24 dB at 6 dB steps. For the assessment of SIRR, a B-format mi-
crophone in the center of the reference loudspeaker setup was simulated. The resulting
B-format responses were then processed for reproduction with a two-channel stereo-
phonic (sources at £30° azimuth), a standard 5.0 (ITU-R BS.775-1, 1992-1994), and a
12-channel setup using the hybrid diffusion method (see p. 116). The loudspeakers in
the 12-channel system were positioned uniformly around the listener in the horizontal
plane. The choice of a source at 30° azimuth was motivated by the fact that all the
reproduction setups included a loudspeaker in that direction.

In the auditory simulations, the transduction of sound from the loudspeakers to
the ears of the listener in the center of the reference and reproduction setups was sim-
ulated with HRTFs measured at the TKK Laboratory of Acoustics and Audio Signal
Processing. The simulations were performed using the same model as in Section 4.2
(see Figure 4.1), with the exception that the IC was averaged over the full stimulus
length of 300 ms. As earlier, the IC at each frequency band was computed as the
maximum of the normalized cross-correlation function of the left and right ear sig-
nals. A mean value over the six sets of HRTFs and altogether 42 frequency bands in
the ranges of 200-1000 Hz and 1-16 kHz was taken to get estimates of the average
interaural coherence. These two frequency ranges were selected because they corre-
spond to the frequency regions of different diffusion techniques in the hybrid method.
Furthermore, the low frequency range approximately consists of frequencies where the
ICs are computed from the stimulus waveforms and the high frequency range to fre-
quencies where the coherence information is extracted from the envelopes of the left
and right ear signals.

The resulting ICs as a function of SNR are shown in Figure 5.8. At low frequencies,
the reference IC drops from 1.0 to 0.84 with decreasing SNR, and at high frequencies
correspondingly from 0.997 to 0.976. With the stereo reproduction, the coherence
does not reach the lowest values of the reference at either frequency range. At the low
frequency range (diffusion with amplitude panning only), the ICs of both the 5.0 and
12-channel reproduction remain at slightly higher values than the reference, although
the difference between the reference and the 12-channel reproduction is very small. At
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Figure 5.8: Dependence of the average IC on the ratio of nondiffuse and diffuse sound
at two frequency ranges for reference cases and SIRR reproduction.

the high frequency range (phase randomization), all reproductions actually produce
slightly lower IC than the reference at high SNRs. For the most diffuse cases with low
SNRs, the 5.0 and 12-channel reproductions both match the reference IC.

The simulations show that the distribution of loudspeakers in the reproduction
setup does indeed affect the resulting interaural coherence. This is in line with the
findings of Damaske and Ando (1972) and Tohyama and Suzuki (1989), who measured
interaural coherence with different loudspeaker setups, although without using a model
of the inner ear. The deviations from the reference are also smaller when the target
coherence is high, and the inaccuracy grows towards small target coherences. From a
psychoacoustical point of view, such a trend is very desirable. It has been shown that
human listeners are more sensitive to deviations from high coherence values than to
deviations from low coherence (see Section 4.2.4).
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Figure 5.9: Method for investigating quality of spatial sound reproduction: A virtual
reality sample is compared to its reproduction.

The simulations represent cases where the diffuse sound is distributed evenly around
the listener. As discussed in Section 2.4.5, the diffuseness estimate also yields high val-
ues for sound fields such as standing waves where the sound energy is oscillating along
only one dimension. In such cases, the IC in the original sound field depends on the
orientation of the head of the listener, whereas the SIRR reproduction creates (within
the limits of the loudspeaker setup) a direction-independent IC. However, there is no
possibility to unambiguously measure such cases with a B-format microphone system.
Furthermore, such cases are somewhat theoretical and, at least in large rooms, the
room response will never include only a single standing wave within an analysis band
(see the average frequency distribution of modes in Section 2.2.2). Thus, although
in special cases the reproduction of IC may be incorrect, it can be concluded that
in typical situations the hybrid diffusion method reproduces the interaural coherence
fairly accurately.

5.5 Anechoic listening tests

The previous section studied parts of the SIRR algorithm with objective simulations.
However, a method aiming for the perceptual reconstruction of a sound field can be
fully evaluated only subjectively with listening tests. The purpose of the experiment
reported in this section was to test the perceptual authenticity of the reproduction,
i.e., to find out how close the SIRR reproduction can get to a reference, as well as to
compare SIRR to the established Ambisonics reproduction.

In the evaluation of spatial sound reproduction, there is always the problem that
the sound in a recording room cannot be directly compared to the reproduced sound
in a listening room. In this study, the evaluation was done by first creating as natural-
sounding virtual reality as possible and then by reproducing this virtual reality with
SIRR and other techniques. This way, it was possible to present both the reference
and the test samples consecutively in the same room. The procedure is illustrated in
Figure 5.9. Although virtual reality responses are not fully authentic simulations of
the modeled acoustical environments, they nevertheless resemble real room responses
both physically and perceptually. The capability of the tested techniques to reproduce
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the virtual responses should thus reflect their capability to reproduce real responses.
Real measured responses will also be used in the second experiment reported in Section
5.6.

In this experiment, the listeners’ task was to judge the differences between the cho-
sen references and their reproductions. If the earlier assumptions are correct, SIRR
reproduction should not be perceptually distinguishable from a reference. However,
unideal properties of amplitude panning (see Section 5.2.1) or limitations of the diffuse-
ness analysis in special cases (see Section 5.4.2) could still lead to slight degradation
in the authenticity of the reproduction. It is also expected that Ambisonics will yield
less authentic reproduction than SIRR.

5.5.1 Apparatus and stimuli

The test was conducted in an anechoic chamber. The stimuli were played back with a
3-D setup of 16 Genelec 1029A loudspeakers positioned as illustrated in Figure 5.10.
Two listening positions were employed. The reference listening position was in the
center of the loudspeaker setup, and it was thus expected to yield best results for the
reproductions. The second position is denoted as worst case position chosen similarly
as recommended in ITU-R BS.1116-1 (1997). The listening positions are shown in
Figure 5.11.

Reference virtual reality

The reference acoustic virtual reality was created with the DIVA software® (Savioja et
al., 1999; Lokki, 2002), which models the direct sound and early reflections with the
image-source method, and late reverberation statistically. The frequency-dependent
air and surface absorption were modeled with digital filters. Direct sound and the
modeled discrete reflections were applied to single loudspeakers, because using any
multi-speaker spatialization method would have caused an abnormal response when
recording the virtual environment with a microphone.

Three room geometries were chosen to serve as the reference responses: a large room
with a reverberation time of 1.5 s, a medium-sized room with a reverberation time of
0.6 s, and a small room with a reverberation time of 0.3 s. With the image-source
method, hundreds of image sources, resulting from reflections up to the 7th order, were
computed in each case. Late reverberation was simulated using linearly rising and
exponentially decaying uncorrelated noise samples reproduced from all loudspeakers.
The level of the noise was fit to the early response. The linear rise began directly
after the direct sound, and it was changed to exponential decay after 60 ms in the
large room, 35 ms in the medium-sized room, and 15 ms in the small room. At
frequencies above 4 kHz, the decay rate was faster in order to realize frequency-
dependent reverberation times.

It is known that sound sources discplaced from the median plane constitute chal-
lenges to directional microphone techniques (Pulkki, 2002b). For this reason, the
orientation of the listener in the chosen rooms was simulated such that the direct

6The modeling of the chosen acoustical environments was performed by Dr. Tapio Lokki.
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sound was emanating from an azimuth angle of 45° to better reveal the differences
between the reproduction systems.

Test cases

In order to implement the test cases, the recording of the 16-channel virtual reality
room responses described earlier was simulated with a B-format microphone in the
center of the setup. A simulation of the recording, instead of physically measuring
the impulse response of the virtual rooms produced with the 16 loudspeakers in the
anechoic chamber, was preferred in order to avoid any differences in the reference
and reproduction due to non-ideal properties of real B-format microphones and the
loudspeakers. The virtually recorded responses were then processed with three repro-
duction methods:

e SIRR
e Phase randomization

e [irst-order Ambisonics

The SIRR responses were computed using the hybrid diffusion technique (see p.
116). The computations were performed at a sampling frequency of 48 kHz, using 1.3
ms time windows with an additional 1.3 ms of zero padding.

The phase randomization case corresponds to SIRR processing with the diffuseness
set to maximum at all times. Thus, the phase randomization stimuli did not include
any localization information at all, but all sound was reproduced in a decorrelated
form from all loudspeakers. This case was added in order to test the importance of
correct directional reproduction (or directional reproduction altogether) of the direct
sound and discrete reflections.

First-order Ambisonics (see Sections 2.3.2 and 5.2.2) was selected for comparison,
since it is an established technique using the same kind of microphone system as the
current SIRR implementation. Contrary to SIRR and phase randomization, which
used all the 16 loudspeakers in the reproduction, the Ambisonics samples were played
back with only four loudspeakers in a standard quadraphonic setup. This choice was
made since in previous experiments the quality of Ambisonics reproduction with 16
loudspeakers was found inferior to SIRR (Pulkki et al., 2004a). Four is the minimum
number of loudspeakers necessary for first-order Ambisonics reproduction. Using the
minimum number was motivated by the need to reduce timbral artifacts due to the
comb filtering resulting from the Ambisonics reproduction (see also related discus-
sion later in Section 5.5.4). While it is possible that increasing the number of the
loudspeakers from four to five or six could have still slightly improved the Ambison-
ics results (see Fredriksson and Zacharov, 2002), four loudspeakers allowed using a
regular layout with the available reproduction setup. The subsequent test with four
loudspeakers also gave considerably better results for Ambisonics than using all 16
loudspeakers (Pulkki et al., 2004b). The Ambisonics method was formulated using
hypercardioid directionality in the decoding stage, as proposed by Monro (2000).

It should be emphasized that the simulation of the B-format microphone may yield
better results than can be achieved in reality, since practical microphones always suffer



5.5. Anechoic listening tests 123

from non-ideal frequency responses and directivity patterns, as well as from internal
noise. However, using an ideal simulated microphone allows investigating the features
of the actual reproduction methods disregarding other non-idealities in the recording
process. For tests with real measured room responses, see Section 5.6.

Sound samples

The impulse responses of the virtual reality and the tested reproductions were con-
volved with two different anechoically recorded sounds: a drum sample with four con-
secutive snare drum shots, and a male talker pronouncing the words “in language.” It
was assumed that the drum shots would primarily reveal differences in spatial percep-
tion, and the speech sample would expose coloration due to the reproduction methods.
The samples were played back at a comfortable listening level, and the loudness of all
reproduction methods was subjectively equalized in the best listening position.

5.5.2 Procedure

The test procedure was A/B scale with hidden reference, as recommended in ITU-R
BS.1284-1 (2003). The reference was always one of the virtual reality samples, and
the test items included all reproductions of the same sample as well as the reference
itself.

Before starting the test, the listeners received written instructions explaining the
test procedure. They were asked to pay attention to coloration, localization of direct
sound and reflections, envelopment by reverberation, as well as other artifacts, and to
finally give a single overall difference rating based on deviations in these aspects be-
tween the reference and the test samples. The scale was selected according to the ITU
impairment scale (ITU-R BS.1284-1, 2003): 5.0 = imperceptible, 4.0 = perceptible
but not annoying, 3.0 = slightly annoying, 2.0 = annoying, and 1.0 = very annoying.
The listeners were able to choose between 1 and 5 with increments of 0.2 using a small
keyboard.

After reading the instructions, the listeners were allowed to freely listen to all
samples for five minutes. After this familiarization, each subject conducted three test
sessions. Fach session consisted of two runs, one in both listening positions. One run
took approximately 8 minutes and involved evaluation of each sample pair twice. A
break of 5 minutes was held between successive sessions. The listening position for
the first run was the same for each individual through all sessions. However, every
second listener started the sessions in the reference listening position, and every other
in the worst case listening position. The order of the sample pairs and the reference
and test samples within each pair was randomized. Each grading was done after
two consecutive presentations of the sample pair either as: reference - test [pause
1s] reference - test [evaluation|, or as: test - reference [pause 1s| test - reference
[evaluation].

Ten listeners participated in the experiment. The listeners were either faculty of
the Laboratory of Acoustics and Audio Signal Processing or students of the Spatial
Sound course at Helsinki University of Technology. None of the listeners reported any
hearing deficiencies.



124 Spatial Impulse Response Rendering

5r e 1 Imperceptible
457 o
4+ 1 Perceptible,
gc'g not annoying
© 35¢
Q2
© .
3 1 Slightly
el ?
§ _® EON annoying
G 257
2r 1 Annoying
1.5}
Very Annoying

Ref-Ref Ref-SIRR  Ref-Ambi Ref-Diff
System pair

Figure 5.12: The average difference between the system pairs in the anechoic listening
test.

5.5.3 Results

The results from the last two sessions were taken to data analysis, resulting thus in
4 evaluations of each sample pair per subject. The mean and variance of each sub-
ject within each session were normalized as recommended in ITU-R BS.1284-1 (2003).
The normalized data were analyzed with analysis of variance (ANOVA). Checking
for the assumptions of ANOVA showed that in this experiment the variances of the
different cases were significantly different (Levene’s test), and the distributions of the
data did deviate statistically significantly from normal. Upon further inspection it was
found that for the cases graded close to 5.0, the distributions were skewed. However,
ANOVA is known to be robust for small violations of the previously mentioned as-
sumptions. Furthermore, the most interesting effects were very strong, so the ANOVA
results will, nevertheless, be used. The results for a model with all main effects and
interactions up to the third order are shown in Table 5.1. In the following, the effects
and interactions which were found to be significant and interesting in the context of
the current experiment are discussed.

Main effects

The main effects include the compared system pair (SYSTPAIR), stimulus (SOUND),
listening position (LISTP), virtual space (VSPACE) and repetition (REPE). The main
effect of subject (PERS) was normalized out in the normalization of the means and
variances. All other main effects except repetition were found significant. Upon further
investigation, only the effect of system pair was found to be relevant in the context
of the current investigation, and it is illustrated in Figure 5.12. The figure shows
the mean values and 95% confidence intervals of mean, resulting in mean opinion
scores (MOS) of the listeners for each system pair. It can be seen that the listeners
have reliably graded the difference of reference and reference to be imperceptible.
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Tests of Between-Subjects Effects

Dependent Variable: DIFFER

Type Il

Sum of Mean
Source Sguares df Square F Sig.
Corrected Model 2569.51%] 557 4.613 26.577 .000
Intercept 26898.1 1 | 26898.1 154964.4 .000
SYSTPAIR 1707.60 3 ] 569.202 3279.264 .000
REPE 414 3 .138 .796 496
VSPACE 24916 2 12.458 71.772 .000
SOUND 147.864 1 | 147.864 851.867 .000
LISTP 122.289 1| 122.289 704.525 .000
PERS .000 9 .000 .000 1.000
SYSTPAIR * REPE 1.266 9 141 811 .606
SYSTPAIR * VSPACE 36.295 6 6.049 34.851 .000
SYSTPAIR * SOUND 44.466 3 14.822 85.393 .000
SYSTPAIR * LISTP 150.324 3 50.108 288.681 .000
SYSTPAIR * PERS 67.547 27 2.502 14.413 .000
REPE * VSPACE .601 6 .100 577 .749
REPE * SOUND 1.311 3 437 2.517 .057
REPE * LISTP .799 3 .266 1.534 .204
REPE * PERS 5.050 27 .187 1.078 .358
VSPACE * SOUND 14.695 2 7.348 42.331 .000
VSPACE * LISTP 2.646 2 1.323 7.622 .001
VSPACE * PERS 7.259 18 .403 2.323 .001
SOUND * LISTP 278 1 278 1.602 .206
SOUND * PERS 40.428 9 4.492 25.879 .000
LISTP * PERS 21.002 9 2.334 13.444 .000
SYSTPAIR * REPE * VSPACE 3.353 18 .186 1.073 374
SYSTPAIR * REPE * SOUND 3.790 9 421 2.426 .010
SYSTPAIR * REPE * LISTP 3.334 9 .370 2.134 .024
SYSTPAIR * REPE * PERS 13.756 81 .170 978 .534
SYSTPAIR * VSPACE * SOUND 7.779 6 1.297 7.470 .000
SYSTPAIR * VSPACE * LISTP 2.638 6 440 2.533 .019
SYSTPAIR * VSPACE * PERS 17.825 54 .330 1.902 .000
SYSTPAIR * SOUND * LISTP 10.361 3 3.454 19.897 .000
SYSTPAIR * SOUND * PERS 25.115 27 .930 5.359 .000
SYSTPAIR * LISTP * PERS 48.819 27 1.808 10.417 .000
REPE * VSPACE * SOUND .394 6 7.E-02 .378 .893
REPE * VSPACE * LISTP 1.295 6 .216 1.244 .281
REPE * VSPACE * PERS 8.546 54 .158 912 .657
REPE * SOUND * LISTP .586 3 .195 1.124 .338
REPE * SOUND * PERS 5.115 27 .189 1.091 341
REPE * LISTP * PERS 5.079 27 .188 1.084 .350
VSPACE * SOUND * LISTP 4.E-02 2 2.E-02 127 .881
VSPACE * SOUND * PERS 7.446 18 414 2.383 .001
VSPACE * LISTP * PERS 4.461 18 .248 1.428 .109
SOUND * LISTP * PERS 2.723 9 .303 1.743 .075
Error 236.411 | 1362 174
Total 29704.0 | 1920
Corrected Total 2805.92 | 1919

a. R Squared = .916 (Adjusted R Squared = .881)

Table 5.1: ANOVA results for the anechoic listening test.
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The difference between the SIRR reproduction and the virtual reality has been, on
the average, graded to a value of 4.4 (perceptible but not annoying), i.e., almost
imperceptible. Both Ambisonics and the phase randomization produce a value of 2.8,
which is characterized as slightly annoying on the I'TU scale.

Interactions between variables

In the ANOVA results, many interactions were found to be statistically significant.
Most of them were not of great interest and will not be discussed here. However, two
interactions were considered relevant. The dependence of the results of a system pair
on the listening position (SYSTPAIR*LISTPOS, F(3,1362)=288, p < 0.001) is plotted
in the upper panel in Figure 5.13. It can be seen that with Ambisonics there is a very
large increase in perceived difference when moving from the reference listening position
to the worst case listening position; the MOS value drops from 3.5 to 2.1. According
to listeners’ comments and the authors’ informal listening, the difference between the
reference stimuli and their Ambisonics reproductions was perceived mainly as sound
coloration in the reference position. In the worst case position, the coloration is
still present but the localization of the direct sound and the reflections collapses to
the nearest loudspeaker. This happens because in Ambisonics the direct sound and
early reflections are present in practically all loudspeaker channels due to the limited
directional resolution, and they arrive first to the listening position from the nearest
loudspeakers. The precedence effect (see Section 3.3.3) then causes the sound to be
localized in the direction of the nearest loudspeaker.

With SIRR and phase randomization, the effect of the listening position is smaller
than with Ambisonics. With SIRR, the perceived directions of the sound sources did
not change prominently at different listening positions. Nevertheless, the MOS value
changes from 4.5 to 4.2. According to informal listening of the SIRR reproductions,
a slight change in timbre and small spatial artifacts were perceived in the worst case
listening position. With the phase randomization technique, on the other hand, the
MOS value changes from 3.0 to 2.6 when moving to the worst case position, which is
also due to an increase in the spatial artifacts similar to what occurred with SIRR.

The dependence of the MOS of each system pair on the reproduced virtual space
(SYSTPAIR*VSPACE, F(6,1362)=34.8, p < 0.001) is shown in the lower panel of
Figure 5.13. The most interesting interaction happens with SIRR: The MOS value
drops from 4.7 to 4.1 when changing from the largest virtual room to the smallest one.
The average values for SIRR in the large virtual space and in the reference listening
position are 4.74 and 4.89 for the drum and speech sounds, respectively. These are
very high values, and it can be said that in the large virtual room and the reference
listening position, the SIRR reproduction could not be distinguished from the original.
In the smaller rooms, slight timbral and spatial artifacts emerged, especially for the
snare drum sound.

5.5.4 Discussion

The results show that in the idealized conditions, SIRR reproduces the perception of a
virtual room in a very faithful fashion. With the large room, the perceived difference
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Figure 5.13: The dependence of the judged difference between the system pairs on the
listening position (upper panel) and on the virtual space (lower panel) in the anechoic
listening test.

is minor or imperceptible, indicating at best an authentic reproduction. However,
based on the slightly degraded results for the two smaller rooms, the validity of the
assumptions in Section 5.3.1 must be questioned. Nevertheless, it could be that the
room-dependent performance of SIRR is not due to inadequate or wrong assumptions,
but due to the chosen implementation.

In the smaller rooms there were more early reflections arriving within the duration
of the time window used in the SIRR processing (see the dependence of the average
density of reflections on volume of the room in Section 2.2.2). In such cases, SIRR is
not able to physically reconstruct the discrete sound events and the diffuse synthesis
might not be accurate enough to always recreate an authentic perception. In the
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current implementation, STFT processing was also used, although human hearing
does not have uniform time-frequency resolution. Especially the broad frequency
resolution at low frequencies might create some audible artifacts. The choice of the
computationally efficient STFT method was motivated by the equal performance of
STFT and auditory filterbank analysis and synthesis in the Binaural Cue Coding
method (Baumgarte and Faller, 2003). However, with more recent advances in analysis
and synthesis of diffuse sound in SIRR (and in Binaural Cue Coding, see Faller, 2003),
a new comparison would be needed. This is left for future research.

In contrast to SIRR, with phase randomization, the directional information of the
direct sound and discrete reflections is totally lost. Moreover, there might be some
coloration at low frequencies due to the phase randomization artifacts. However, in
informal listening, the difference in timbre was less salient than the differences in
spatial perception. Hence, it can be argued, not surprisingly, that the reproduction of
non-diffuse sound as point-like virtual sources is an important part of SIRR processing.

As mentioned earlier, the differences in the best listening position between first-
order Ambisonics reproduction and the reference were most prominent as changes in
timbre, and in the worst case position as changes both in timbre and spatial aspects.
The major difference between SIRR and first-order Ambisonics is that in Ambisonics
the same sound is reproduced at different levels with practically all loudspeakers. As
discussed earlier, the same sound signal traveling via multiple paths of different lengths
to each ear produces comb-filter effects. These effects are more pronounced if there
are more loudspeakers around the listener, as the results of a similar listening tests
with 16 loudspeakers showed (Pulkki et al., 2004a). In SIRR, the coherence between
the loudspeakers is low, and, consequently, the comb-filter effects are minimal. It is
assumed that this is the reason why SIRR was found superior to Ambisonics in this
test.

Despite the small impairments in the reproduction of the smaller rooms, SIRR thus
appears as a plausible reproduction method. However, it is questionable whether the
current results are valid in other listening conditions. In reverberant environments,
the comb-filter effects produced by the coherence between the loudspeaker channels
are less prominent than in anechoic conditions, which might decrease the difference
between SIRR and Ambisonics. Furthermore, the room responses and the recording
of the responses were simulated, and the number of loudspeakers used for the repro-
duction was larger than what is typically utilized in, e.g., home theater setups. Hence,
in the next section, SIRR is tested in a more practical application.

5.6 Listening tests in listening room

The second experiment to investigate the differences between SIRR and competing sys-
tems was conducted in a standard listening room with more conventional loudspeaker
setups than in the first experiment and with using real measured room responses.
However, as argued in Section 5.5, such an experiment does not allow presenting a
reference stimulus. Consequently, a different test method had to be chosen.

As opposed to authenticity, the listening test reported in this section assesses the
plausibility of the reproduction based on expectations of the listeners. Since the goal
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Figure 5.14: The loudspeaker configuration and listening positions in the listening
room.

of SIRR is to realize as authentic reproduction and it was applied to reproduction of
natural acoustical environments, naturalness was considered as a suitable attribute to
be used in the assessment (see also Fredriksson and Zacharov, 2002). The hypothesis
of the experiment is that SIRR yields a more natural reproduction than the established
Ambisonics method, which uses the same microphone system. Based on the previous
experiment, it is also expected that the difference between SIRR and Ambisonics is
somewhat larger in off-center listening positions than in the sweet spot.

5.6.1 Apparatus and stimuli

The listening test was designed to correspond as closely as possible to methods typi-
cally used by recording engineers. The test was conducted in a listening room fulfilling
the ITU-R BS.1116-1 (1997) recommendation for multichannel listening. The loud-
speaker system consisted of a standard 5.0 setup (ITU-R BS.775-1, 1992-1994) with
Genelec 1030A loudspeakers in the directions of 0°, £30° and 4+110° azimuth. Two
additional speakers were added at +150° to form an extended setup which is denoted
as 7.0 in this section. The drivers of the loudspeakers were at a distance of 244 cm
from the center of the setup (denoted as the best listening position). Furthermore,
the distance between the drivers and the nearest wall varied from 55 ¢m to 140 cm.
The loudspeaker setup is illustrated in Figure 5.14. For studying the quality of the
reproduction outside the best listening position, two worst case listening positions,
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as recommended in ITU-R BS.1116-1 (1997), were also chosen. These positions are
denoted as left back and left front, and they are also shown in Figure 5.14.

Room responses

Two different acoustical environments (denoted as rooms from here on) were chosen for
reproduction: a concert hall with a reverberation time of 2.25 s, and an entertainment
center with a reverberation time of 7.0 s. The responses of these rooms are part of
the library of the Waves IR-360 multichannel convolving reverberator, and they have
been measured using a B-format (Soundfield) microphone.

The measurement data for both rooms include two responses measured at a single
receiver location with sound sources in two different directions. In order to reverber-
ate a stereophonic signal, both measured responses were processed for reproduction
with the chosen loudspeaker setups. FEach of the two resulting sets of multichan-
nel responses thus contained one response per each loudspeaker. For reverbarating
a monophonic (single-channel) signal, only one of the response sets was used. For
stereophonic source material, the left channel was convolved with the responses cor-
responding to the measurements with the leftmost source, and the right channel with
the responses corresponding to the measurements with the rightmost source. The
resulting reproduction of the stereophonic channels thus corresponds to listening to
the stereophonic sound material in the measurement room with loudspeakers in the
measurement source positions. The stereophonic application does not exactly corre-
spond to recording the sound events contained in the stereophonic mix in the space
where the room responses were measured. However, it is how the responses are com-
monly used in a recording studio and, consequently, considered as a suitable method
for evaluating the plausibility of the reproduction.

Test cases

When using a reverberator, the whole audio signal may be fed through the device.
However, the dry source signal is often directly positioned to a desired direction, and
the reverberator is used only to add the effect of a room instead of also affecting the
direct sound. Both methods were tested in this experiment. Altogether, five different
reproduction methods were employed to process the measured responses:

SIRR 5.0
SIRR 7.0

First-order Ambisonics

First-order Ambisonics with the direct sound applied to single loudspeaker(s)
(Ambitail)

Multichannel mono with the direct sound applied to single loudspeaker(s) (Om-
nitail )

All other responses were rendered for 5.0 reproduction except for SIRR 7.0. Further-
more, all responses were computed at 96 kHz sampling rate, and presented downsam-
pled to 48 kHz.
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The SIRR processing was realized with 1.3 ms time windows plus an additional
1.3 ms of zero padding and using the hybrid diffusion method (see p. 116). Since
the direct sound of all responses was practically non-diffuse, there would not have
been any difference between SIRR and SIRR with direct sound applied separately to
the same direction. Hence, only one condition with direct sound of the left and right
responses forced to the left and right front speakers, respectively, was tested with both
loudspeaker configurations.

As already mentioned, first-order Ambisonics was again selected for comparison as
a method using the same microphone system as the current implementation of SIRR.
Unfortunately, there does not seem to be a consensus as to which kind of Ambisonics
decoding should be used for a 5.0 setup. Several hypercardioid and cardioid decod-
ings with different weightings were tested informally (see discussion later in Section
5.6.4). Finally, the implementation used in the Waves IR-360 reverberator (Waves
Inc., 2005) was selected, as it was assumed that the parameters had been tuned to get
as good sound quality as possible. It was also considered of interest to compare the
two different treatments of the direct sound with Ambisonics. As mentioned earlier,
the loudspeaker channels resulting from first-order Ambisonics are highly correlated
due to the limited directional resolution. Hence, Ambisonics reproduction results in
coloration and spatial artifacts in the direct sound unless it is treated separately. In
the Ambitail system, the first 4 ms of the responses starting from the direct sound
were applied to the left or right front loudspeakers. In order to prevent prominent
timbral differences from occurring between Ambitail and other systems, the measured
direct sound was used instead of replacing the direct sound with an impulse.

In the Omnitail test case, only the omnidirectional response W from the B-format
microphone was used. The direct sound of the left and right responses were applied
to the left and right front loudspeakers, as with Ambitail, and the rest of the response
was applied coherently to all loudspeakers. This method is computationally very
inexpensive, since only one convolution is needed. It was also assumed that Omnitail
would produce the worst results out of all the test cases.

Informal listening suggested that the test cases produced somewhat different direct-
to-reverberant ratios and loudnesses. This happened because of the summation of
parts of the responses in or out of phase, depending on the reproduction method.
Consequently, the energy ratio between the direct sound and the rest of the mul-
tichannel response in Ambisonics, Ambitail, and Omnitail was adjusted to be the
same as with SIRR. Furthermore, the total energy of the responses of the different
reproduction methods was equalized. In careful informal listening, it was found that
these adjustments led to the perceived loudnesses and direct-to-reverberant ratios be-
ing very similar in the best listening position, although differences in other positions
remained. It would have also been possible to make individual alignments for each
listening position. However, the position-dependent differences were considered as
inherent properties of the reproduction systems that were to be compared.

Sound samples

Three sound samples were reverberated with the responses of all test cases. The first
sample is denoted as speech+click, and it consisted of a male speaker making a count
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in verbally and by clicking drum sticks as in: one-click-two-click-one-two(click)-three-
four(click). This monophonic sample was recorded with a close-up microphone in
moderately dry acoustics and panned fully to the left stereophonic channel. Thus the
sample was only convolved with one set of the room responses.

The second sound sample was an eight-second-long stereo mix of a Latin band,
denoted as latin. The sample consisted of seven percussion instruments, piano, and
double bass. All instruments were acoustically dry and taken from the loops included
in Apple’s GarageBand software (Apple, 2005).

The third sample was an eight-second long excerpt from a two-channel anechoic
recording of an orchestra playing the introduction of the Marriage of Figaro by Mozart.
This sample is denoted as orchestra and it was recorded as a part of the Sound
Preference Audition Room project (Yoshimasa Electronic, 2003).

5.6.2 Procedure

The test was arranged as a multiple comparison task using a graphical user interface
(GUI) as illustrated in Figure 5.15. The method resembles the MUSHRA procedure
(ITU-R BS.1534-1, 2001-2003) with the modification that there was no reference. A
similar task has also been used by Fredriksson and Zacharov (2002). In the GUI, the
listeners were asked to grade the naturalness of each sample. The GUI was projected
to the front wall of the listening room via a window in the back wall of the room. The
listeners used the GUI with a mouse only.

Each multiple comparison included the five systems with the same single sound
sample and room response, evaluated in a single listening position. Hence, 18 sepa-
rate comparisons were needed to complete the experiment. The listeners were able
to switch at will between the stimuli during the playback. The switching was imple-
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mented by successive 20 ms fade-out of the previous and fade-in of the new stimulus.
The gradings were given on a continuous ITU quality scale (ITU-R BS.1284-1, 2003;
ITU-R BS.1534-1, 2001-2003) shown on the GUI in Finnish and in English. Before
each comparison, the test program asked the listener to move to a specific listening
position. The order of the comparisons and the order of the stimuli in each comparison
were randomized.

As mentioned earlier, there was no possibility to present a natural reference sample
and thus ask for a simple difference rating. The test assumed that the listeners had
an expectation of what the reproduced acoustical environments should sound like and
that they would be able to judge the naturalness of the reproductions accordingly.
Such an approach is, of course, prone to bias and noise since the internal references
of the listeners necessarily vary. Before the actual testing, the listeners were familiar-
ized with the task and the stimuli. They first received written instructions and they
were shown photographs of the two acoustical environments. In a subsequent guided
demonstration, different stimuli were played back to the listeners who were asked to
pay attention to a selection of attributes and to describe them verbally.

The attributes to be considered both in the demonstration and in the actual test
were:

e Timbre of sound sources

Localization

Ensemble width

Perceived distance

Reverberation:

— Does reverberation surround the listener from all directions?

— Timbre of the reverberant tail
e Reflections

These are attributes that were expected to change between the different reproductions
(see Zacharov and Koivuniemi, 2001b; Berg and Rumsey, 2002). Similar attributes
have also been found to be related to different aspects of naturalness (Berg and Rum-
sey, 2000a). Although these attributes’ relation to the judged overall naturalness is
not known, and may differ from one listener to another, listing the attributes was
considered important in order to somewhat unify the evaluation. Otherwise, each lis-
tener could have concentrated on a different subset of the attributes, thus neglecting
unnaturalness in some other respect. In the demonstration, none of the samples was
identified. The conductor of the experiment was well aware of the importance of not
imposing his own opinions on the listeners through commenting on the samples. De-
spite potential biasing effects, the short demonstration was also considered important
in order to familiarize the subjects with the listed attributes. With these preparations,
the subjects were assumed to know better where to direct their attention.
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After the familiarization, the listeners were allowed to freely listen to all the stim-
uli in all listening positions for about 10 minutes. The free listening was followed
by a training session consisting of three multiple comparisons. Finally, the full test
with the 18 multiple comparisons was conducted. The whole procedure including the
familiarization session was fairly long, taking two hours per listener on average, and
thus each sample was evaluated only once by each listener. A break of ten minutes
was held in the middle of the final test.

A total of 21 listeners completed the test. All subjects had at least some interest
in and experience with sound, as they were either staff of the Laboratory of Acoustics
and Audio Signal Processing or students on the Communication Acoustics course.
None of the listeners reported any hearing deficiencies.

5.6.3 Results

Preliminary analysis showed that most listeners had graded the different reproduction
systems to significantly different naturalness values. However, despite giving different
ratings to individual stimuli, one listener had rated all the reproduction methods
very close to 3, on average. It was concluded that she was either not able to detect
the differences between the test cases or that she was guessing, so her data were
left out of the analysis. The means and variances of the data from the remaining
20 listeners were first equalized and then subjected to ANOVA. Checking for the
assumptions for ANOVA showed that in this experiment the variances of different
cases were not significantly different (Levene’s test) but the distributions did deviate
significantly from normal distribution. However, based on visual inspection of the
data, the normality assumption was not seriously violated, so it was considered safe
to use ANOVA. The results are shown in Table 5.2, and the most important findings
are discussed in the following.

Results for different reproduction systems

As expected, the reproduction system (SYSTEM) had the largest effect on the results
(F(4,1004)=340, p < 0.001). The means and the 95% confidence intervals of the means
averaged over all data for each reproduction method are plotted in the upper panel
of Figure 5.16. As anticipated, the Omnitail system produced the lowest naturalness.
Ambisonics and Ambitail were graded to values of 2.7 and 2.9, respectively. However,
their difference was not found statistically significant in a Tukey’s A posthoc test.
SIRR 5.0 was graded on the average to 3.2, and SIRR 7.0 to 3.5. In posthoc tests,
the means of both SIRR systems were found to differ from all the other systems and
from each other. Thus, the hypothesis that SIRR yields more natural reproduction
than Ambisonics can be confirmed. The effect of the number of loudspeakers will be
further discussed in Section 5.6.4.

Effect of listening position

The most interesting effect of the listening position (LISTPOS) is its interaction with
the reproduction methods. Nevertheless, the listening position was also found to
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Tests of Between-Subjects Effects

Dependent Variable: VALUE

Type lll

Sum of Mean
Source Squares df Sguare F Sig.
Corrected Model 1196.072 795 1.504 5.098 .000
Intercept 15033.2 1 15033 | 50936.1 .000
PERS .000 19 .000 .000 | 1.000
SOUND 19.593 2 9.797 33.194 .000
LISTPOS 137.717 2 68.859 | 233.310 .000
ACOUST 3.509 1 3.509 11.889 .001
SYSTEM 402.098 4 100.52 | 340.602 .000
PERS * SOUND 40.330 38 1.061 3.596 .000
PERS * LISTPOS 82.583 38 2.173 7.363 .000
PERS * ACOUST 17.478 19 .920 3.117 .000
PERS * SYSTEM 56.191 76 .739 2.505 .000
SOUND * LISTPOS 2.511 4 .628 2.127 .075
SOUND * ACOUST .798 2 .399 1.351 .259
SOUND * SYSTEM 6.799 8 .850 2.880 .004
LISTPOS * ACOUST 10.241 2 5.120 17.349 .000
LISTPOS * SYSTEM 154.486 8 19.311 65.430 .000
ACOUST * SYSTEM 4.731 4 1.183 4.008 .003
PERS * SOUND * LISTPOS 47.182 76 621 2.103 .000
PERS * SOUND * ACOUST 17.502 38 461 1.561 .017
PERS * SOUND * SYSTEM 54.458 152 .358 1.214 .050
PERS * LISTPOS * ACOUST 24.223 38 .637 2.160 .000
PERS * LISTPOS * SYSTEM 71.746 152 472 1.599 .000
PERS * ACOUST * SYSTEM 25.320 76 333 1.129 218
SOUND * LISTPOS * ACOUST 2.307 4 577 1.954 .099
SOUND * LISTPOS * SYSTEM 7.152 16 447 1.515 .087
SOUND * ACOUST * SYSTEM 4.519 8 .565 1.914 .055
LISTPOS * ACOUST * SYSTEM 2.592 8 324 1.098 .362
Error 296.318 1004 .295
Total 16525.5 1800
Corrected Total 1492.38 1799

a. R Squared = .801 (Adjusted R Squared = .644)

Table 5.2: ANOVA results for the listening room test.

have a significant main effect (F(38,1004)=68.9,p<0.001). The mean grades for the
different listening positions are plotted in the lower panel of Figure 5.16. The best
overall naturalness, 3.2, is obtained in the best listening position, as expected. In the
left front position, the average naturalness decreases only slightly to a value of 3.0,
whereas in the left back position the naturalness has a MOS value of only 2.5.

The interaction between the listening position and the reproduction system (LIST-
POS * SYSTEM, F(6,1004)=65.4,p<0.001) was also found highly significant. This
effect is illustrated in Figure 5.17. The significances of the differences between each
data group were also tested by running one-way ANOVA separately over the data
from each listening positions with setting SYSTEM as the only variable, and then
computing the Tukey’s A posthoc test. The results were equal to those obtained by
visually comparing the 95% confidence intervals of means.

SIRR 7.0 appears to provide the most uniform naturalness in all listening positions.
In the left back listening position, it is a full grade above the other methods, being
the only system that yields a reasonably natural reproduction. However, in the best
and left front positions, the difference from SIRR 5.0 is not statistically significant.
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Figure 5.16: The dependence of the graded naturalness on the reproduction method
and on the listening position in the listening room test.

The order of the Ambisonics, Ambitail, and SIRR 5.0 systems is the same in all lis-
tening positions, with Ambisonics sounding least natural and SIRR 5.0 most natural.
In the left back listening position, the gradings for the Ambisonics and Ambitail sys-
tems are below even the Omnitail system. The difference between the Ambisonics and
Ambitail systems is statistically significant only in the best listening position. SIRR
5.0, on the other hand, has been graded significantly more natural than Ambisonics in
all listening positions, and in the left back and left front positions, also more natural
than the Ambitail system. The advantages of SIRR compared to Ambisonics are thus
larger in off-center listening positions, as expected, although for the 5.0 systems the
difference is not very pronounced.

In all cases, the Omnitail system has been graded to values below 2.3. However,
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Figure 5.17: The dependence of the graded naturalness on the reproduction system
at different listening positions in the listening room test.

contrary to the other reproduction methods, the naturalness of the Omnitail system
is higher in the left back and left front positions than in the best listening position.

5.6.4 Discussion

In the anechoic listening tests (see Section 5.5), the listeners graded the difference
between the virtual reality and SIRR reproduction at best to imperceptible (4.8) on
the ITU impairment scale. Although the test presented in this section is not directly
comparable and the scales are different (the current test used the I'TU quality scale),
it is interesting to note that in the listening room, the best obtained values were
on average only 3.7 (between fair and good but not excellent naturalness). There
are several possible reasons for the different gradings in the two tests. Since in the
current experiment the listeners did not know what the chosen real acoustical envi-
ronments sound like, they may have expected something different or they may have
been cautious about rating anything as excellent without knowing what the actual
target was. However, the lower values compared to the anechoic test may also be due
to non-idealities in the technology used to measure the real responses, or due to the
smaller number of loudspeakers used in the SIRR reproduction.

Some more insight into the effect of the number of loudspeakers can be gained by
considering the gradings of the SIRR 5.0 and SIRR 7.0 systems in the current test.
In the left back listening position, all reproduction systems except SIRR 7.0 were
judged poor. It appears that in this position, the left back loudspeaker was perceived
annoyingly loud with all the 5-channel reproduction methods. With SIRR 7.0, the
sound energy was spread more evenly behind the listener, which produced considerably
better naturalness. Somewhat similar experiences were gained in preliminary testing
with a 7.0 Ambitail system. Unfortunately, this Ambitail system had to be left out
of the formal experiment for two reasons: The amount of samples had to be kept to
minimum since each listener could only be occupied for a maximum of 2.5 hours, and
7.0 decoding was not supported by the software finally chosen to realize the Ambitail
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system. Nevertheless, it can be concluded that the 5.0 loudspeaker setup is too sparse
behind the listener to produce optimal sound quality on a listening area extending far
backwards or to the sides from the best listening position.

Several other results can be also discussed further based on comments from the
listeners and on informal listening to the stimuli by the authors. The worst-performing
Omnitail reproduction system was perceived overall as colored and lacking directional
information. In the best listening position, the reverberation was for several subjects
localized inside the head, or elevated. The colorations were also strongest in the best
listening position, which explains the exceptional preference for the off-center listening
positions with the Omnitail system.

Ambisonics was found to produce overall blurred localization of direct sound, less
defined spatial impression, and to have a slightly colored reverberant tail. However, in
informal listening, the colorations seemed less annoying than in the anechoic chamber,
as hypothesized earlier in Section 5.5.4. In the best listening position, the diffuse
reverberation was found to surround the listener evenly. Nevertheless, as already
mentioned, the left surround speaker was perceived to be too dominant in the left
back listening position. Part of the dominance of the left surround speaker might
have been due to the selected Ambisonics decoding coefficients. Since the utilized
implementation is known to apply more sound energy to the surround than to the
frontal loudspeakers, basic hypercardioid decoding was also tried in the preliminary
testing. The hypercardioid coefficients distribute the reverberant sound with equal
weight to all loudspeakers, and indeed it was found that with these coefficients, the
naturalness was increased in the left back position. However, in the best listening
position, the reverberation was perceived narrower and concentrated too close the
median plane, and in the left front position there was more coloration than with the
Waves implementation.

As expected, the Ambitail system produced better directional accuracy for the
sound sources than Ambisonics, although the difference in naturalness was statistically
significant only in the best listening position. In this position, the Ambitail and
SIRR 5.0 systems were actually almost indistinguishable even to the authors. The
most notable distinction was a difference in the timbre of the reverberant tail. In the
other listening positions, the differences were, nevertheless, clearly audible, with SIRR
typically performing better.

Overall, both SIRR systems were perceived to have the best directional accuracy of
all the test cases. Except for the left back position for SIRR 5.0, the reverberation also
surrounded the listeners evenly. Interestingly, in SIRR reproduction the reverberant
tail was found to sound brighter than with the Ambitail or Ambisonics systems. Two
listeners commented afterwards that they had preferred the darker sound of some
of the stimuli, and the results of these listeners showed that they had graded the
Ambisonics systems more natural than SIRR.

5.7 Discussion and conclusions

Spatial Impulse Response Rendering (SIRR) is a method for reproduction of mea-
sured room responses with an arbitrary multichannel loudspeaker system. Compared
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to conventional microphone techniques, SIRR is able to improve the quality of the re-
production by using a perceptually motivated analysis-synthesis procedure. However,
instead of operating directly on human binaural cues, SIRR considers physical prop-
erties of the sound field that transform into the binaural cues. The time-dependent
direction of arrival and diffuseness of a room response are analyzed within frequency
bands. Based on this analysis data and an omnidirectional measurement, a multichan-
nel response for a chosen loudspeaker setup is synthesized using two different methods:
Non-diffuse parts of the response are positioned as sharply as possible in the correct
direction, whereas diffuse parts are applied to all loudspeakers in a decorrelated form.

The validity of the underlying perceptual assumptions was tested both objectively
and subjectively. It was shown that the applied analysis and synthesis methods recre-
ate interaural coherence reasonably well in typical cases. The authenticity of SIRR
reproduction was assessed in an anechoic listening test. Ideal measurement of virtual
reality environments was simulated and the resulting room responses were reproduced
with SIRR and other techniques. The task of the listeners was to grade the difference
between the reference virtual reality and the reproductions. SIRR performed best out
of the tested methods, yielding for the large virtual room at best an imperceptible
difference compared to the reference. With the smaller rooms, some artifacts were
created by the SIRR processing, but in all cases the listeners rated the difference to
the reference as not annoying.

In the listening room test, real measured B-format responses of two existing spaces
were reproduced with SIRR and other systems using a standard 5.0 loudspeaker setup
and an extended setup with seven loudspeakers. The test addressed the plausibility
of the reproduction, and the task of the listeners was to grade the naturalness of
the samples based on their expectations. The results showed that SIRR yields also
in this case better results than the other tested methods. The difference compared
to the other methods was most notable in off-center listening positions. It was also
found that in the left back listening position, the naturalness of the reproduction was
improved by introducing the two additional rear loudspeakers to the reproduction
system.

The SIRR method was described only in the context of processing room responses.
However, the method is not limited to such reverberator applications. The room
responses are an easy application because the important early reflections can be re-
produced as discrete sound events. In processing continuous reverberant sound, the
reflections appear convolved with the source signal and cannot be as easily separated.
Consequently, similar artifacts appear as in processing the responses of small rooms.
Furthermore, the phase randomization method cannot be used as such because in a
continuous sound application it would result in audible non-linear distortion. Nev-
ertheless, first promising steps towards processing continuous sound were taken by
Pulkki and Merimaa (2005). At its current state, SIRR applied to continuous sound
cannot in all cases produce better results than existing reproduction methods. How-
ever, it would already be an attractive choice for audio coding, since multichannel
sound for arbitrary loudspeaker setups could be transmitted as a single channel and
side information. Further development in processing continuous sound is subject to
future work.
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Chapter 6

Summary and Conclusions

After a brief introduction to the general fields of research related to the current work,
the thesis started with two chapters consisting mainly of background information.
Chapter 2 provided an overview of physical analysis of spatial sound. The discussion
on microphone techniques showed that it is difficult to create high directivity over
a large bandwidth. However, using directional microphone systems is not the only
possible method for directional analysis. The energetic properties of sound fields were
derived theoretically, and measurement methods based on B-format responses were
developed. The energetic analysis was also applied to visualization of directional room
responses.

Chapter 3 concentrated on the operation of human hearing and the perception of
spatial sound. It was established that the auditory periphery realizes a frequency
analysis which can be modeled with existing knowledge. Furthermore, the temporal
resolution of the spatial hearing is limited. In complex listening situations (in the
presence of multiple concurrent sound sources and/or room reflections), the auditory
system is, however, usually able to individually localize the sound sources while sup-
pressing the localization of room reflections. Nevertheless, existing binaural models
have difficulties in predicting the resulting localization.

Building upon existing auditory models, a novel binaural modeling mechanism for
explaining auditory localization in complex listening situations was proposed in Chap-
ter 4. The proposed cue selection mechanism considers the interaural time difference
(ITD) and interaural level difference (ILD) cues at time instants when the interaural
coherence (IC) is high. It was shown that at such time instants, the ITD and ILD are
likely to correspond to the direction of one of the sound sources. The correspondence
of the extracted localization cues to the results of a number of psychophysical studies
from the literature was verified by a number of simulations.

The perceptual knowledge and analysis tools from the earlier chapters were further
applied to development of the Spatial Impulse Response Rendering (SIRR) method
in Chapter 5. SIRR makes it possible to overcome some of the limitations related to
insufficient directional resolution of microphones by using a perceptually motivated
analysis-synthesis procedure. The analysis consists of determining the direction of
arrival and diffuseness of sound as a function of time and frequency. These data and
an omnidirectional signal are then used to recreate the perceptually important spatial
features of the analyzed sound. Moreover, the resulting reproduction can be tailored
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to any chosen multichannel loudspeaker system. The performance of the SIRR method
was evaluated in two listening tests within the context of a convolving reverberator
application. In idealized conditions, it was shown that the SIRR reproduction can
be at best indistinguishable from an original sound field. Furthermore, in the second
experiment, the SIRR reproduction of real measured room responses was found to
create the most natural spatial impression out of the tested methods.
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