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Abstract

Facial expressions are crucial for social communinagspecially because they make
it possible to express and perceive unspoken emotional anthinstates. For example,
neurodevelopmental disorders with social communicateficits, such as Asperger
Syndrome (AS), often involve difficulties in interpireg emotional states from the facial
expressions of others.

Rather little is known of the role of dynamics ircegnizing emotions from faces.
Better recognition of dynamic rather than static faeigressions of six basic emotions
has been reported with animated faces; however, thist reagh’'t been confirmed
reliably with real human faces. This thesis evalutiesole of dynamics in recognizing
basic expressions from animated and human faces. Wiharnufaces, the further
interaction between dynamics and the effect of remofirggdetails by low-pass filtering
(blurring) is studied in adult individuals with and without.AlShe results confirmed that
dynamics facilitates the recognition of emotionaldhexpressions. This effect, however,
was apparent only with the facial animation stimulklag detailed static facial features
and other emotional cues and with blurred human facesie Ssynamic emotional
animations were recognized drastically better thancstates. With basic expressions
posed by human actors, the advantage of dynamiistatic displays increased as a
function of the blur level. Participants with and withod® performed similarly in
recognizing basic emotions from original non-filtered &awin dynamicvs. static facial
expressions, suggesting that AS involves intact recognadfosimple emotional states
and movement from faces. Participants with AS werectgtl more by the removal of
fine details than participants without AS. This result sugpar‘'weak central coherence”
account suggesting that AS and other autistic spectrumddisoare characterized by
general perceptual difficulties in processing glolslocal level features.

Keywords: Social cognition, basic emotions, facial expressions,vement

perception, facial animation, Asperger syndrome.



Tiivistelma

Kasvonilmeet ovat tarkea osa sosiaalista vuorovaikutastgisesti koska ne tekevat
aaneen lausumattomien tunnetilojen ilmaisemisen ja [savaisen mahdolliseksi.
Esimerkiksi sosiaalisen vuorovaikutuksen ongelmia sigéitaneurokehityksellisiin
oireyhtymiin, kuten Aspergerin Syndroomaan (AS), liittyykisein vaikeuksia kasvoilla
nakyvien tunnetilojen tulkitsemisessa.

Liikkeen roolista tunneilmausten tunnistamisessa kasvoitaolemassa vain vahan
tietoa. On osoitettu, ettd dynaamiset perustunneilmauksenhistetaan staattisia
paremmin tietokoneanimoiduilta kasvoilta, vastaavaa staloei ole kuitenkaan
varmennettu ihmiskasvoilla. Tassd vaitdskirjassa tutkitaditkkkeen roolia
perustunneilmausten tunnistamisessa animoiduilta- ja ilaswsilta. Ihmiskasvojen
tapauksessa tutkitaan vuorovaikutusta likkeen ja alipaasiéatuksen (sumennuksen)
kautta tapahtuvan tarkkojen yksityiskohtien poistamisenl&aliiata kysymysta tutkitaan
lisaksi erikseen henkililla, joilla ei ole viitteitdS:sta ja henkil6illa joilla on todettu AS.
Tulokset vahvistivat, ettd like edesauttaa tunneilmaustenigtamista kasvoilta. Tama
tulos oli kuitenkin havaittavissa vain kaytetyilla kasvoagmatioilla, joista puuttui
kasvojen tarkkoja yksityiskohtia ja muita tunteisiintyitia vihjeita sekd sumennetuilla
ihmiskasvoilla. Jotkin dynaamiset tunneanimaatiot tunistetuomattavasti staattisia
paremmin. lhmisnayttelijoiden esittdmien perustunneilmaustgrauksessa, liikkeen
tuoma lisédhyoty kasvoi kaytetyn sumennustason funktidsallistujat, joilla oli todettu
AS, tunnistivat perustunneilmauksia yhta hyvin alkuperaisifsumennetuilta kasvoilta
ja dynaamisilta vs. staattisilta kasvoilta kuin muutkiralistujat. Tulokset antavat
viitteitd vahingoittumasta yksinkertaisten tunneilmausjanliikkeen tunnistamisesta
kasvoilta Aspergerin Syndroomassa. Osallistujat, jodla AS, suoriutuivat muita
osallistujia heikommin, kun esitetyistd arsykkeista paistettu tarkkoja yksityiskohtia.
Tama tulos on yhdenmukainen “heikoksi keskeiseksi kohererissikgnetyn
nakemyksen kanssa, jonka mukaan AS:aan ja muihin autisnom kairidihin liittyy
havaitsemistason vaikeuksia yleisten vs. tarkkojetejien prosessoinnissa.

Asiasanat: Sosiaalinen kognitio, perustunteet, kasvonilmeet, liikkeemitseminen,
kasvoanimaatio, Aspergerin Syndrooma.
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List of abbreviations
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ASD

AU

Basic expression
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Autistic spectrum disorder(s)
Action unit
Facial expression of basic emotion
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FACS Affective Interpretation Dictionary
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1 INTRODUCTION

Faces are crucial for social communication. Facay aaiormation about the identity,
sex and age of their owners. Facial movements haxegadeoles in conversation. Visible
articulatory movements are known to enhance and influémegerception of speech.
Facial actions punctuate and emphasize speegtbfow movements), convey signals of
their own that typically depend on culture (head noddingstadtting and eye winking),
and regulate turns during speech (changes in head posiidneye gaze) [1, 2].
Importantly, facial expressions also allow an access the internal emotional and
mental states of others.

According to a classical emotion theory, there axeosiseverbasic emotionsshared
by all people regardless of their origin [3]. Such a tmion has been supported by
studies showing that people across the world from Westeno members of isolated
tribes are able to recognize these emotions readily $teneotypical facial display®.@.
[4]). These and later studies on the recognition of emstirom human faces have until
recently been conducted almost exclusively with photograpHacial expressions with
only a few studies using moving faces as research sti@ahsequently, there exists
relatively little information on the role of motian recognizing emotions from faces. The
lack of emotion studies with moving facial expressionsaidly explained by the lack of
available stimuli. A picture collection of basic egpsions by Ekman and Friesen [5] was
collected already in the 1970's and has since been used widelmotion research.
Video sequence collections comparable to this collectioe Heeen non-existent until
recently and their availability remains scarce.

The role of motion in recognizing basic emotions fromdheipressions forms the
main research question of this thesis. To evaluate whedarlier results with facial
animations [6] can be generalized to real human facegjustion is studied both with
emotional facial animations and emotional facial exgoes posed by human actors. The
main hypothesis is that dynamics improves the recogritidiasic expressions, but only
when static stimuli are degraded. This hypothesis is stutiredtly with the posed
emotional facial expressions that have been filteoeproduce various levels of blurred
research stimuli. The recognition of basic emotioomfstatic and moving, degraded and



non-degraded facial expression stimuli is compared fuli&veen neurotypical persons
and persons with Asperger syndroragy([7]), a neurocognitive disorder belonging to an
autistic spectrum disorders [8] and characterized byitein using and understanding
non-verbal communication. The remainder of this introdactonsiders the roots of

basic emotion theory and the existing knowledge on atipécs considered in this thesis.

An overview of conducted studies is given at the end efdisicussion.

1.1 Theory of basic emotions

Basic postulations

The historical roots of basic emotion theory originaben Charles Darwin, who as a
part of his evolutionary theory suggested that the emaitierpressions of man were
descendants from other animals [9] (cf. [4: pp. 169-75]). Damot only made
observations on the behavior of animals but also sstudy the question of whether
some emotions were universal to all men. Although dlea of universal basic emotions
had been mentioned already many centuries before Bamwithe writings of
philosophers such as Descartes, Hobbes and Spinoza [#@0]influential facial
expression studies had been conducted by otfecdstury scientists such as Guillaume
Duchenne [11], Darwin appears to have conducted the fiesttga evaluation studies
on the recognition of emotions from faces. Darwin sddwhich emotions were
recognized consistently from photographs of represgatatnotional facial expressions
in England [9] (cf. [4: pp. 169-75, 12]) and made the first gitento evaluate the
universality of emotions by interviewing his fellow countsmliving abroad on the
expression of emotions in other cultures [4: pp. 169-75].mMé#od of asking subjects
to judge emotions from certain facial expressions basamed a part of contemporary
research methodology.

After Darwin, several researchers have set to shabic emotions. According to a
critical review [13], different basic emotion sets gang from two to eighteen basic
emotions have been proposed by different investigatorsever, most of them agreeing
at least on emotionanger, fear, happinesand sadnessOne of the most influential
researchers on emotional facial expressions andht#wy of basic emotions has been
Paul Ekman, who has suggested that the six emoginger, disgust, fear, happiness,
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sadnessand surprise and possiblycontempt are basic [3, 4, 14, 15]. Ekman’s
postulations on emotions are discussed here becauseaveyad a significant influence
on contemporary views and because they have beaasatid large extent, supported by
empirical evidence. The evidence for the suggested six lgasotions is based on
emotional facial expression judgment studies conduct®¥deisiern and isolated cultures.
In a study by Ekman and Friesen [4: pp. 204-8], subjects freandifferent countries
selected the expected emotion most often from a wrlise of six basic emotions when
asked to evaluate photographs of facial expressions suppadethcterizing the six
basic emotions. The original result was confirmed theosimilar studies in total of 21
countries [16]. It is important to note that although sijects in these studies were
provided with a predefined list of the alleged basic emotitms, list wasn't selected
arbitrarily (cf. critique by Russell [17: pp. 116-8]). In aelateview by Ekman, Friesen
and Ellsworth [3], it was stated that the alleged sigid@motions had been found in
nearly all of the earlier studies. In some of theselies, the six basic emotions had been
selected consistently from a very large number of respoptions (up to 100 emotion
categories).

It was possible that all of the foregoing studies by B&knand coworkers were
influenced by common visual experience provided by Westaassnmedia, such as
television, movies and magazines. To eliminate this pogibkh new study was
conducted in New Guinea within an isolated tribe caltedRores [4: pp. 204-8, 18]. This
study was repeated independently by Heider and Rosch (destripedp. 214, 19: p.
713]) in a similar New Guinean tribe the Danes. Becaus&t of the participants were
illiterate, they were asked to select which one otlinee presented pictures of emotional
facial expressions best depicted an emotional storpoftantly, results from Fores
indicated no differences between subjects whose domtdb Western culture was
extensive (who had lived in a Western settlement, redeat least one year of education,
seen movies and so on) and those whose contact wasisteneor minimal, suggesting
that having contacts with Western culture doesn’'t aftbet results of an emotion
judgment task. In general, all basic expressions weegrezed as expected by at least
another one of the groups; however, the Fores ofteseckurprised face for a fearful
story and the Danes disgusted face for an angry story[IRt3]. Ekman has suggested



that these misattributions were due to display rules [871] (see more below);
however, the results do raise doubts on the universagniion of surprised and
disgusted emotions from their characteristic facial esgions. When emotions posed by
Fores were shown to American subjects, they recogriasit emotions from them as
predicted, except for fear and surprise whose recognitamimiermixed. The problems
with fear and surprise resemble misattributions made by Rbres in recognizing
emotions; however, also the poses may have beeerrgibor as the Fores were
inexperienced actors and puzzled by the task [4: p. 212]. Aniaddiproblem in the
studies was that the used three response options digvétyslinclude all relevant
emotional facial expressions. For example, the Foreenit given a possibility for
selecting an angry face in response to a disgust-relaied[$8] (cf. [17]) which could
have been a potential further misattribution.

Contempthas been suggested later as a basic emotion in additibe ®xt original
ones and it has received some support from a study conducted icountries [15];
however, no studies have been made in isolated groups. fruotiee subjects have failed
to recognize contempt from supposedly characteristi@alf@sipressions in more recent
studies [20, 21], indicating that contempt shouldn’t be ctemed a basic emotion.

The studies in Western cultures appear to provide straidgree and the studies in
isolated cultures at least partial evidence for the asicbemotions. Granting that this
evidence is sufficient, it is interesting to consideg telation between basic and other
emotions, as the spectrum of possible affective stateclearly much wider than six
distinct emotions. Ekman has suggested that more coraptexions can be created by
blending basic emotions, for example smugness could heghhoof as a blend of
happiness and contempt (assuming contempt as a basioenj@#, 23]. The concept of
blended emotions is compelling; however, no extensives tdee ever been defined for
forming non-basic out of basic emotions (cf. [13: p. 326l pair-wise facial
expression blends have been described in [24]). It hasbalspo suggested that basic
emotions should be thought of emotion familiescovering various related emotions
rather than individual emotions [25]. This suggestion drdBticecreases the number of
emotions covered by basic emotion theory. The concegnwition families is given
some support for example by a study which used hierarcedysis to study subjects’



similarity ratings between common emotion words [28.a result, the emotion words
were categorized under broad clusters resembling thbasic emotions proposed by
Ekman, except fodisgustthat didn’'t exist as a cluster atmve that did although not
being one of the proposed basic emotions. The evidence tihes study is limited

because it was conducted only in one culture.

Conceptual and methodological problems

The basic emotion theory proposed by Ekman has beérizerdt because of various

conceptual and methodological problems (see especiallyL 713,

Attribution vs. expression of emotions

Reasoning behind the emotion judgment studies used to evahisiteemotion theory
is that certain emotions are basic because theyeaognized universally from certain
facial expressions. However, universdtribution of certain emotion labels to certain
facial expressions doesn’'t necessarily imply the univeegaressionof the referred
emotions by those facial expressions (cf. [13, 27]).rtkepto prove the latter, it would
be necessary to show that certain facial expressiocempany certain emotional events
universally. On the contrary, it appears that similangs may lead to different emotions
and emotional expressions in different cultures [4: pp. 174H8k could such variation
be compatible with the existence of basic emotiongdAtling to aneuro-cultural theory
of emotionssuggested by Ekman [4: pp. 175-9, 22: pp. 212-35], certain basic emotions
are universal but their eliciting situations agidplay rulescontrolling their expression
differ between cultures. Display rules have beenndd to work by intensifying,
deintensifying, neutralizing or masking the emotional faexgiressions [22: pp. 212-35].
Before studying the cross-cultural expression of ematiancertain situation, one would
need to show that the situation elicits a similar emmoin the studied cultures and that no
display rules affecting the results would be evident.

A study by Ekman and Friesen with spontaneous facialesgmms (reported in
[4: pp. 214-20]) has supported the existence of display rmebeir study, the faces of
Japanese and American subjects were videotaped while mgtstiessful and neutral
films. Earlier evidence had suggested that the JapandsAraericans produce similar
emotional self-reports when watching the selected fibid]. The influence of display



rules was made less probable by videotaping the subjedt®uiitheir explicit
knowledge and by controlling whether the subjects were alosnaccompanied by
another person. When another person was presentriadire the Japanese showed more
positive and less negative emotions than the AmericEms supported the researchers’
hypothesis that the Japanese would conceal their negasigBons while not being alone
because of the effects of cultural display rules.Iysia of the videotapes also showed a
strong correlation in the emotional facial expressibesveen the groups, giving some
support for the universal expression of emotions by ceetaiotional facial expressions.
This evidence was, however, limited to expressions ofdied disgust, as these appear to
have been the only evoked emotions (cf. [19: p. 713]).

The relation between basic emotions and facial expressions

The emotion judgment studies also assume that certaial fexpressions are
characteristic of certain basic emotions. This aggiom raises further questions on the
relation between facial expressions and emotions. iSilvankins has suggested the face
as “[...] of the greatest importance in producing the feelffefct” [28: p. 212]. Tomkins
had a strong influence on Ekman’s thinking, who has for el@aexpressed doubts on
the very concept of faciaixpressiorof emotion: “[...] in my view expression is a central
feature of emotion, not simply an outer manifestatban internal phenomena” [25: p.
384].

Can facial expressions occur without emotions? Somal fexpressions certainly do
occur without any emotion because only a minority ofadlal expressions are related to
emotions (cf. [29: p. 337]). A less trivial question is Wiseemotionalfacial expressions
can occur without emotion. Ekman suggests that somd faagcles related to genuinely
felt emotions are extremely difficult to activateluntarily [25: pp. 389-91], for example
the activation oforbicularis oculi (a circular muscle surrounding the eye) may
discriminate genuine from non-genuine smiles. Furthermsoene tentative evidence
exists on the fact that consciously posing emotioneaél&cial expressions can produce
slight emotional experiences [30] (as cited in [25: p. 50f)course, facial expressions
alone should not be expected to induce strong emotiecgube emotions (and facial

expressions) are usually triggered in real or imaginedtsins.



Can emotions occur without facial expressions? Ekmamiginal postulations
suggested that cultural display rules may interrupvisible activation of facial muscles
[22: pp. 212-35]. Respectively, emotion-related facial exprassmay sometimes be
inhibited so that felt emotions aren’'t accompanied vatty visible facial activation
[14, 25]. However, Ekman has also suggested that when emafiions, impulses are
always sent to facial muscles even if the actuavatitin would be interrupted later by
display rules or conscious control [29]. This suggestias leen supported by findings
on that even when emotions aren't accompanied with lgisthcial expressions,
electrodes attached on the face reveal sub-visibigl faciscle activity [14, 25].

It appears that in Ekman’s view certain emotional statesalways associated with
certain facial muscle activationsg facial expressions) and vice versa, although also
other factors are involved. Because of the effect oblaysrules, the facial muscle
activations characteristic for different emotiongs aot always observed as such in the
emotional situations of real life. Facial expressiased in emotion judgment studies are
“prototypical” in a sense that they should represenpw® emotional expressions as
possible without any influence from display rules or otfeectors. In fact, it is no
exaggeration to claim that the existence of such pratatlypasic expressions is crucial
for the basic emotion theory. For being able to descimEh prototypes, an objective
language for facial actions is needed. The most recent &gression classification tool
is FACS (Facial Action Coding System) by Ekman, Fmeaaed Hager [31], which is
intended for describing all visually detectable changes orfaitee produced by facial
muscle activity. The FACS system is used by human obssgrafter extensive training,
to recognize and classify subtle facial actions. &auitions are described with objective
and emotion-independeattion units(AUs), depicted with abbreviations such as AU1,
AU4 or AU1+4. An evaluation study has shown that actioit coding with FACS has
good to excellent inter-observer reliability [32].

Considering the importance of prototypical expressionghimbasic emotion theory, it
is disappointing that no unequivocal FACS description® leaxer been defined for them
(the lack of such definitions has been noted also byafk cf. [3: p. 39]). Furthermore, it
appears that no FACS coding is readily available fooleeation of pictures of facial
affects by Ekman and Friesen [5] containing a large nuwibgnotographs used in their



cross-cultural studies. The authors of FACS have giveargkesuggestions for action
unit combinations prototypical to basic expressions [33: pp. 178Bdwever, these
suggestions are tentative instead of definitive. The predeceof the FACS system,
FAST (Facial Affect Scoring Technique) [33: pp. 101-32], was desigio describe
directly facial actions related to basic emotions aadhtained also definitions for
prototypical facial expressions. These prototypes were numd®lete after FACS
replaced the FAST system. Simplified instructions fodicg only emotion-relevant
facial actions have been published in EMFACS [33: pp. 136-7, 34hwimowever

doesn’t contain suggestions on basic emotion prototypedigi#al dictionary called

FACSAID (FACS Affect Interpretation Dictionary) [35] onotains emotional
interpretations for various action unit combinations ole in research and clinical

practice, but doesn’t define prototypes for basic expressions.

Ecological relevance

According to different arguments related to ecologitatique, it is questionable
whether the results obtained with posed and ratheggexated emotional facial
expressions detached from any context can be generdlizesmotional situations
observed in everyday life. In everyday life, the emmlomeaning of facial expressions
often depends on context. The basic emotion theorybbas criticized, for example,
because polite smiles may occur without actual feelinghabpiness and a facial
expression of distress/sadness may occur with an enjgmstive emotion [13: p. 321].
These examples can be explained rather trivially bgeos already introduced earlier.
The existence of polite smiles is well compatible whité effects of cultural display rules
and polite smiles may be discriminated from genuine bgédbe lack of specific muscle
activations. In the case of intense positive emotismsplistic assumptions are made on
what situations elicit what emotions. It could be arguned the intensity of felt emotion
itself may cause distress — sad or distressed fapatesions may after all reflect the felt
emotion correctly even in a happy situation.

More serious problem is that contextual information nwdnange the emotional
interpretation of facial expressions. For example r@iaand Russell [36] found that the
recognized emotion depended on the background story presegé&tder with identical
facial expressions. This indicates that the emotiontalpretation of facial expressions is
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affected by other information, but doesn’t necessarilytrealict the existence of basic
emotions. Ekman has suggested several types of informtad can be recognized from
facial expressions, including the preceding context, ¥peesser’'s cognitive processes,
his physical state and his subsequent actions, and a woriugshis emotion [29]. In a
typical situation in everyday life, all these inforioat types are either known or being
evaluated. A difficulty related to studying the expressibamotions in real situations, as
mentioned earlier, is that the initiation and expressib emotion may be affected by
culture. Concerning the possible cultural variation, it inaye been rather reasonable to
constrain the emotion judgment studies on only one compdfeaal expressions) of
emotion. As stated by Ekman, emotion judgment studiesyusintext-detached facial
expressions are used to study “the question of what e cian signal, not what
information it typicallydoessignal” [25]. Although not explicitly studied, culturedan
language can be expected to have an effect on the @seodibn words. Consequently,
the consistency across cultures in attributing emotiords to facial expressions
suggests that the face alagen signal information about basic emotions independently of
the observer's culture. Even so, the finding that exintaffects the emotional
interpretation of facial expressions makes it cleat tasic emotion theory in its simple
form is insufficient for explaining how emotions arige natural situations. A more
comprehensive theory on the initiation and processimgrmtions is outside the scope of
this thesis.

Stimuli in most cross-cultural studies have been pozeidlfexpressions of emotion.
It has been claimed that it is questionable whether seshlts can be generalized to
judgment of emotions from spontaneous facial expressionsatural situations
[17: pp. 114-5]. Ekman has suggested that if posed expressions usedings-cultural
studies were totally different from spontaneous ones,ctinsistence of results across
cultures would be difficult to explain [18]. For examplet only did New Guineans
understand most of the emotions posed by Westerners dout\&sterners understood
most of the emotions posed by New Guineans. Of courseailEkmeasoning begs the
guestion by assuming that the posed expressions were edakiatilarly because they
do represent genuine expressions of emotion. Howeveraskismption appears to be the
best explanation available. As noted by Ekman [ibid], xplan the cross-cultural



agreement without assuming some similarity between pmsgdpontaneous expressions
would require that all studied cultures would for some pieable reason have learnt to
associate similar emotions with the evaluated posed €sipres.

In considering the critique of using posed emotional faexpressions further, it is
important to consider how the expressions were seléctée studies of Ekman and his
coworkers. First of all, not all of the facial expriess used in the original cross-cultural
study by Ekman and Friesen were posed [22], as the rBsgaterial was selected from
over 3000 photographs of both posed and spontaneous emotipnessans used in
earlier studies [4]. Furthermore, such stimuli weredeld that contained facial actions
assumedly related to genuine emotions as defined by FA&SIT expression prototypes
(see above), regardless of whether they were originpised or spontaneous.
Consequently, it is too simplistic to state that thenst consisted of posed instead of
authentic emotional facial expressions. On the contpaigr hypotheses based on earlier
research were made on which facial actions best dgeiiinely felt emotions, and the
stimuli were selected based on these hypotheses.

Gradient of recognition

Haidt and Keltner [21] studied recently the evaluation afous basic and other
emotions from facial expressions in American and Indialjects. Subjects were asked
to evaluate both the emotional content in presented pictane eliciting situations
leading to those emotional expressions. Both typesvafuations were combined into
composite scores measuring simultaneously i) how distelg the emotional
expressions were recognized and ii) to what extentwioestudied cultures agreed in
evaluating them. Studied emotions were found to form adipelecreasing “gradient”
between the most and the least recognized emotionspridrehypothesis postulated on
the basis of basic emotion theory was that a clestindtion would be observed between
universally recognizable and non-recognizable emotiers. between basic and other
emotions). The fact that a linear decrease was oddenvstead of this clear-cut
distinction, has been labeled as the “gradient citiq

The observed gradient for the recognition of differersidaxpressions between two
cultures complements earlier findings on cultural tammin the recognition accuracies

of basic expressions [17]. It has been claimed that gaction is acceptable as long as

10



the intended basic emotions are recognized more otftem lhasic expressions than other
emotions (see more below) in all studied cultures [Jfis suggestion appears
reasonable and, if accepted, makes the gradient critiqbkaidt and Keltner irrelevant.
Furthermore, the composite score used in their study appeaifematic because it
combines agreement of the situation that elicited mlf@xpression with agreement of
which emotion the facial expression depicted. This idlproatic because, as suggested
by the neuro-cultural theory presented earlier, cedaintional facial expressions may
be universal although their eliciting situations and disptales controlling their
expression may vary between cultures. For examgleowdh Haidt and Keltner found
that American subjects considered anger to be caused lbyions of the self's rights
more often than Indians, both Americans and Indianghimstill recognize anger
similarly from typical angry faces.

The composite score also appears to confound culturatetiites in the evaluation of
basic expressions with non-cultural differences in rtlalistinctiveness. A certain
confusionpattern is known to exist between basic expressiond, [B6, 19, 22: p. 266,
38]. Confusions refer to instances where a facial exjpress judged consistently as
some other emotion than the expected.ddappiness is practically never confused with
any other emotion whereas confusions are more evidéneér the negative emotions,
especially between fear and surprise (fearful facesottem judged as surprised), and
disgust and anger (disgusted faces judged as angry). bekasfound that subjects are
consistent in judging the second most common emotian fexial expressions, further
suggesting that the confusion pattern is systematic [19p.2266]. The existence of
systematic confusions instead of unambiguous recognitidiyllg problematic for the
basic emotion theory; however, it doesn't appear teatien the validity of Ekman’s
studies, as long as the predicted emotions are recogriizedhdst often and above
chance level [37]. This obviously was the case in Ekmanggnait study in five literate
cultures [4: pp. 204-8], because the percentage of predicigohses was over 70% for

each basic emotion, ranging from 77% for fear to 95%hé&ppiness (chance level for

! Because unexpected emotions are always recognized in addititire texpected emotion from certain basic
expressionsi,.e. related to the evaluated stimuli instead of observersngakee evaluations, the term “confusion” is
misleading (cf. [39]). However, the term is adopted heocalb&e of its wide use.
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selecting one response out of six would have been apptelyml7%). The confusion
pattern probably reflects perceptual similarities betwberbasic emotions: happy facial
expressions differ more from negative emotions thagatiee emotions do from each
other, as already noted by Darwin [37: p. 271]. This suggestisrbéen supported by a
computer vision study, where an algorithm made similar canfgsin classifying
emotional facial expressions from visual data as hunmewen if it had no prior

knowledge about the emotions themselves [40].

Forced-choice response format

A common methodological critique (cf. [17: pp. 116-123]) ofibasnotion studies is
related to the use of forced-choice paradigm where dsbgge asked to pick the most
representative choice from a predefined list of emotiorde. It is possible that different
results would be obtained if the subjects were givenssipitity for providing their own
emotion labels freely.

Free-response studies have typically produced contradicteuits (see [17, 37, 41]
for reviews). A common observation has been that tipectgd emotions are selected
somewhat less often in free-response than in forced-cistugkes, possibly because a
free-response task is both more demanding for the sudmelctnore difficult to analyze
[37, 41]. How accurately the predicted emotions are recednénd whether they are
selected the most often seems to depend on how thésraseicategorized. For example,
Russell [42] found that angry faces were labeled frusti@#&th) more often than angry
(26%). When also anger-related synonyms were consideregptabte, a greater
proportion of subjects selected anger (41%) than frustrabut more than a half of the
subjects still selected an unpredicted emotion label.dndsponse to Russel’s critique,
Ekman claimed that frustration should be considered esrr@ct answer because it is
generally considered as an antecedent for anger [37].b€mg, the majority (71%) of
subjects selected the predicted emotion. In a simig-fesponse study by Rosenberg
and Ekman [43] where a systematic classification metugdiested by the authors was
used, all the basic emotions were recognized above clereleand by the majority of
subjects. Also the recent study by Haidt and Keltner [2dicaties that free-response
method produces consistent recognition results for theosginally suggested basic
emotions (and additionally for embarrassment).
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Alternative theories

The fact that the intended basic emotions are recogaizede chance from pictures
depicting them gives support for the theory of basic emetbut, as noted by Russell
[17, 44], it doesn't rule out other alternative hypothe$ed tvould produce similar
results in the same task, such as componential anchsimmal theories of emotion. If
observers evaluated the stimuli initially in termseafotional components or emotional
dimensions, the results would remain quantitatively tiheesa

According to componential theories, there is a unitexdation between emotional
components and components of facial expressions (seef¢t3hn example). For
example, frown might be universally related to frugtraand compression of the lips to
determination. The componential approach may be congrudnthe existence of basic
emotions. At least frustration and determination couldgtmuped under the emotion
family of anger. Prototypical facial expressions ocrarely as such in everyday life;
their components might instead reflect emotionakstaglated to basic emotions or their
blends. Furthermore, the fact that Ekman and coworkars buggested various facial
expression prototypes for each basic emotion [33: pp. 178skad of unequivocal
prototypes suggests that they implicitly accept a compoherdia.

According to dimensional theories (see [3, 45, 46] foiesgs), emotions can be
reduced to a low-dimensional emotion space such asphaned bypleasantnessnd
attention-rejectionas suggested by Woodworth and Schlosberg [47] (as cited ind#5])
pleasantnesandarousalas suggested more recently by Russell [46]. First suchi¢keo
were not based on quantitative analyses; however, théamries have utilized factor
analysis to reduce original data to a small number pfedsions. The data has for
example included sorting results of emotional termsijlaiity ratings between pairs of
facial expressions and results from emotion judgmamdies. The dimensional theory
offers some improvements to the basic emotion th&wgause all possible emotions are
located in a common emotion space, the relation twen-basic and basic emotions is
not problematic. The dimensions themselves may bedbaseconfusion data from
emotion judgment studies, thereby inherently explaining etistence of confusions

between basic emotion categories.
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In a dimensional model, each basic (or other) emationld be located in the space
spanned by the underlying emotional dimensions. For exaampder and happiness are
both thought to represent neutral value on the dirnansitentionvs. rejection but
opposite negative and positive pleasantness valueseinwb-dimensional model by
Woodworth and Schlosberg [47] (as cited in [45]). Young andvarkers [45] used
computer morphing for generating continuums of blended imagfegebn all pair-wise
combinations of six representative basic expressionsthéf evaluation of basic
expressions were based on dimensions such as plessam@ind attention-rejection, a
continuum between two basic expressions should coveeraditional states falling
between their respective positions in the emotion spage.example, the continuum
between angry and happy expressions should cover angeriaegaence), neutral
emotional state (neutral valence) and happiness (posdiemce). Such a pattern wasn'’t
observed with any continuum between basic expressionsth® contrary, all of the
blended images were perceived categorically, classified as either one of their
componential basic emotions with an abrupt shift betwdgem in the continuum.
Respectively, the results by Yourgt al. give support for categorical instead of

dimensional view on emotions.

Conclusion

The concept of universal basic emotions has deep hstawots and its basic
postulations appear to have survived a critical scientifscugision. Some potential
shortcomings of the basic emotion theory were introdub&abkt notably, the original
evidence from isolated aboriginal groups is inconclusiveablge of misattributions
related to surprised and disgusted faces, and unequiveedldapression prototypes for
basic emotions haven't been defined despite of their itapoe for the basic emotion
theory. On the other hand, the original emotion judgnséudies in Western cultures and
more recent studies with refined research methods hav&lpd strong evidence for the
existence of at least six universally recognizable basatiens. Although other views on
emotions, such as componential and dimensional thearescompatible with these
results, the basic emotion theory as suggested by Elappears to remain a viable

starting point for emotion research.
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1.2 Research methods used in emotional facial expre  ssion

studies

Research material

High-quality stimulus material is necessary for eowdl expression research. It
would be laborious to prepare facial expression stinouleach specific study. It is more
common to utilize existing facial expression collessio The selection of research
material is guided by theoretical and practical researedsad-or example, whether one
assumes a dimensional or categorical theory of em®timay affect what kind of
emotional states the facial expressions should dejicthe present thesis, the main
interest is in recognition of emotions from facialpeessions of basic emotions
containing no other information on the face (such as gpeec

An important methodological decision is whether to useg@as spontaneous facial
expressions of emotions (cf. Chapter 1.1). In both cdakesmaterial should contain
realistic, easily recognizable and unambiguous displaydasic expressions. It is
probably easier to obtain realistic spontaneous thardpas®tional facial expressions,
but spontaneous facial expressions may also be more promewanted artifacts. For
example, display rules may cause some intended erabtianial expressions to be
masked €.g. when smile is used to mask an otherwise angry facigtession [24: pp.
107-12]), de-intensified or neutralized [22: pp. 212-35]. Creativityraquired for
inventing emotional stimuli for eliciting as pure instascof all basic emotions as
possible. When recording spontaneous facial expressions,caheera should be
concealed to reduce the effect of display rules @j. [This leads to possible ethical
problems.

It has been suggested that posed expressions are apprdximnptssibly exaggerated
forms of spontaneous facial expressions [4: pp. 180-5]. Pos&l &xpressions are
probably less ambiguous and easier to recognize than spamsasees, but natural facial
expressions of genuine emotions are difficult to po®ax the other hand, the
recognizability and naturalness of posed facial expressiepend also on a further
distinction between posed facial expressions. Ekmanugggested a distinction between

emblematic and simulated posed expressions, where therfams used intentionally to
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signal that the emotion is only referred to but not deltl the latter to convince that the
emotion is felt (whether it actually is or not) [4:. @ 9-85]. This distinction is important
because when non-professional actors are asked to posoremwithout further
instructions, the facial expressions may be emblemastead of simulated. The
emblematic facial expressions should be avoided, beddese differ from genuine
emotions to emphasize the fact that an emotion igltt It is suggested here that the
typical simulated poses can be divided further into FA@Sed and empathized
expressions. The method of training actors to produce emiated FACS action unit
configurations originates from Ekman and Friesen [5]. Wéecessful, the recorded
stimuli are uniform and resemble genuine emotional f@sijgressions. Training requires
certified FACS specialists and is obviously both diffiauiid time-consuming. Instead of
posing certain facial expressions, the actors could kedas produce facial expressions
by empathizing the asked emotions. At best this kind of fasjlessions may be close
to spontaneous ones, especially when recorded from sgiof@al actors trained in
emotional self-elicitation methods such as Stanislavesitinique [48] (as cited in [49]) —

if empathizing emotions weren't possible, the acting prad@ssould be difficult indeed.

Evaluation methods

After the research material has been collected, iecessary to evaluate how closely
the recorded facial expressions depict the intended ensotif a large sample has been
collected, evaluation can be used to select the mastb&iifacial expression samples.
Two kinds of evaluation approaches can be used: ematilgment studies by subjects
and facial action coding by specialists. Assuming that dollected facial expression
material has been confirmed to depict the intended ensotimsely enough, emotion
judgment studies by subjects are of course suitable for ethetion perception studies.

Facial action coding with FACS is especially usefitddme predictions are made on
which action units are related to expressions of gerenm&ions. After the FACS coding
with emotion-independent action units is completed, posssible to evaluate whether all
action units relevant for the intended emotions aresegmteand whether the stimulus
contains other confounding facial actions. Typicallyeéhkinds of tasks have been used

in emotion judgment studiegorced-choice rating and free-responsetasks [27] (cf.
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Chapter 1.1). In forced-choice task, subjects are givest af emotion words and asked
to classify each facial expression as one of thengiwgtions. Rating task resembles
forced-choice task, but in it subjects are asked to elatha intensity or existence of all
of the given emotions, for example on a seven-stapgratcale. Typically, six basic
emotions are used as response options or evaluatiognsioms in forced-choice and
rating studies. In free-response tasks the subjects leed &s produce their own labels
freely, often with the further constraint that therds should be emotion-related. Some
minor variations of these methods are also used. ¥amg@e, in a forced-choice study
the subjects could be allowed to select several respupigEns or asked both to select
the best response and to rate its intensity. Ekmanshggested that in order to
distinguish emblematic from simulated expressions, ubgsts should be asked to judge
not only what emotions are posed but also whether tioe iscactually feeling the posed
emotion or not [4: p. 191].

It is suggested here that rating method is in general mateebke than forced-choice
method for the evaluation of basic expressions becalisbeoexistence of common
confusions (cf. Chapter 1.1). Rating data on all basic iemalimensions provides
conclusive information about confusions made by each individulject whereas
forced-choice data provides such information only indireadyproportions of subjects
selecting unexpected emotions. Respectively, rating deqaires a smaller subject
sample and may reveal more subtle confusions tharedesboice data. Information
about confusions is important because it can be used eNdaluating whether changes in
recognition accuracy were due to changed recognition of ettpected emotion,
unexpected emotions or both. Although confusions typically a nuisance in the
analysis of emotion judgment studies, they can alsstiodied explicitly. For example,
cross-cultural consistency in the recognition of the nomshmon unexpected emotion
has been studied by Ekman and coworkers [19] in a ratutty tnd more recently by
Elfenbein and coworkers [50] in a forced-choice study.

It is also suggested that forced-choice and rating methedasasuitable for most
purposes as the free-response method. Although not acceptt regearchers [17],
earlier studies appear to confirm that subjects producgi@mlabels similar or related to
basic emotions in free-response studies [21, 41, 43] (cf. @hdpt). Free-labeling
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method could be expected to be appropriate at least fes-crdtural facial expression
studies related to the elicitation of emotion (cf. j21h other studies, forced-choice and
rating studies with predefined emotion labels can be eagdot be both faster and less

tiresome for subjects and easier to analyze than égmnse studies.

Analysis

There are several methodological difficulties in gmialg data from emotion judgment
studies. Difficulties related to forced-choice and igtasks are discussed here.

The most straightforward way for analyzing forced-chaiata is to use simple hit
rates as a recognition scores. to calculate the proportion of subjects judging a facial
expression as the expected emotion. Wagner has suggbatesuth analysis suffers
from response bias [27, 51]e. tendency of some subjects for recognizing certain
emotions from any facial expression. For exampley &n extreme case a subject would
classify all facial expressions as representing angenrtghe would receive inflated
recognition scores when actually recognizing anger from gnyafacial expression.
Contrary to the assertion by Wagner [51: p. 10], the tisating instead of forced-choice
task doesn't appear to solve the problem because quantitaiiivgs would be as prone
to emotional bias as categorical decisions. Wagner has sedgesponse bias to have
little significance in the evaluation of easily recogiile emotional facial expressions
[51: p. 9]. He has proposed the use ofuabiased hit ratgHy) calculated by formula
Hu =H * (1-F) whereH refers to hit rate an& to false alarm rate (the proportion of
subjects judging other facial expressions than intended [@stidg a certain emotion)
(cf. [50: p. 7]). In practice, the hit rate for recognizing @motion from a facial
expression is corrected for how often the emotionl lsbesed with other expressions. A
potential problem here is that the unbiased hit rate dogsake a distinction between
subjective biases and stimulus-related confusions. For egani@ fact that anger is
always recognized to some extent from disgusted facialessions (cf. Chapter 1.1)
doesn’t imply that subjects would be generally biaseddogm®izing anger. Reducing the
recognition scores for angry expressions just becaugestiési expressions look angry
appears to be misguided. An analogical case would perhapsnbs&lering red color as

being less red because orange color resembles red ka®isuggested here that how
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often certain emotions are recognized depends more orcendisions related to basic
expressions than on subjective emotion biases. To autkeowledge, this hypothesis
hasn’t been tested.

The nature of subjective ratings is a potential proldtemmating studies. The intervals
between consecutive steps within a subjective ratinge,sodten called Likert scale,
aren’t necessarily equal. For example, on a 5-step tLikeale, the real difference
between steps 1-Z2.0. no emotion — slight emotion) isn’t necessarily equalthat
between steps 2-2.@. slight — moderate emotion). Likert scale should respelstise
considered as ordinal instead of interval scale onaditipnal measurement scale
hierarchy [52: pp. 17-21]. Consequently, statistical paramstetsas mean and standard
deviation, direct arithmetic operations and parametgtissical tests assuming interval
scale variables shouldn’t been used with Likert scalmbies. However, this conclusion
is a controversial one. It has been suggested, for @garihat analyzing Likert scale
variables with parametric statistical tests will produmgficiently accurate results
[53: pp. 61-3]. In fact, it has been common practice item judgment studies to
analyze ratings with parametric statistical tegtg.(54]), to normalize ratings across
subjects €.9.[55]) or to conduct arithmetic operations on ratirgyg.([54, 56, 57]).

In rating studies, each facial expression is evaluateskwaral emotional dimensions.
Because analyses based on all possible ratings wouldffimild to interpret, data
reduction is necessary. A straightforward method iartalyze only the ratings for the
predicted target emotions (cf. [55]). In this method, aonitgj of ratings (those for other
than the target emotions) are ignored. Instead ofctiede only ratings for target
emotions, all ratings for evaluated stimuli could @m$formed into recognition scores. A
simple approach is to consider ratings successful onnwine predicted target emotion
is rated higher than all other emotions and to assignes 1 and O accordingly. Most of
the available information is omitted also in this metHodsome studies, situations where
some emotions have been given as high ratings asatbet emotion are taken into
account in the scoring. In an evaluation study by Ekreachties were simply dropped
from analysis, resulting in the omission of 5% of eaéibns [5]. It appears that in such
approach, the results are improved artificially. Alegively, the recognition score could
be decreased when ties are observed. For example ckegal [55] used a recognition
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score of 1 divided by the number of ties (for exampla,disgusted expression was rated
as high in anger and disgust, the score was 1/2 = 0&)péars that such scoring is far
from an interval scale because the score is dea¢hsedess the more ties there are (for
example, intervals between consecutive scores 1/2, 1/3/dndould be approximately
1/3-1/2= 0.17 and 1/4-1/3 0.08) Furthermore, the scoring leads to some unintuitive
cases. For example, if all emotions were given theesating, a score of 0.2 would be
obtained (1/5=0.2); whereas if the target emotion wetedrane point lower than one
other emotion but higher than all others, the score dvbalzero. In a study by Parker
and coworkers [56], basic expressions were evaluatedsbepSLikert scales related to
all basic emotions and the recognition score was fofoyedividing the rating for target
emotion by the sum of other ratings. Of the discussedirngc methods, this method
appears to incorporate most of the available informatica single score. On the other
hand, the validity of this approach depends on how clogedyLikert-scale ratings
represent true interval scale (cf. above). Furthermbige notable that because the non-
target emotion ratings are summed together, the effecsingle confusion is small.

More elaborate methods have been used in transformingggainto scores. For
example, Gosselirt al [49] utilized Signal Detection Theory (SDT%8, 59], which
differentiates the discriminability of emotion (a sadjp usually denoted with d', from the
response bias of subjects. The discriminability can ldcutated by formula
d' = d*(H) -d*(F) whereH and F denote hit and false alarm rates, afdthe
cumulative distribution function of the standard ndrahatribution (cf. [58, 59] for this
and other SDT calculations). Note that in effect fdrenula defines how many standard
deviations the hit and false alarm rates differ. Gass#tl al defined hit rate as the
proportion of evaluations where the predicted targettiemevas rated higher than other
emotions. No definition was given for the false alaate, but it was apparently defined
as the proportion of evaluations where a considered emwasrrated higher than other
emotions from other than intended facial expressiomg Use of SDT parameters in
emotion judgment studies has similar strengths and prolasrtise unbiased hit rate: the
d' is able to correct subjective biases, but possibly confosuntts biases with common

confusions between basic expressions.
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All studies in the present thesis utilized a ratings takere the presence of each basic
emotion was evaluated on a Likert scale and the olot&ixeratings were converted into
a recognition score (as detailed in Chapter 2.2). Biagcaon wasn'’t utilized because it
was considered to confound common confusions with subjebiases, as discussed
earlier. The used scoring was based on the number efv@dsconfusions,e. non-target
emotions being rated as high as or higher than the tarpet.u$ed scoring method
resembles that used by Kamadhi al [55] with two improvements: each observed
confusion decreases the recognition score by a constarg &nd non-target emotions
rated higher than target doesn’t drop the recognitioregooits minimum.

Existing basic expression collections

Available facial expression collectionsere searched via existing Internet resources
[61, 62], Google Internet search engine [63] and a review T8W¥.following constraints
were set for the collections: i) at least fronta&ws of the faces should be shown directly;
i) pure facial expression material should be includetiaut simultaneous visual speech
or other facial actions; and iii) at least all the Isasic expressions should be included.
Consequently, some otherwise potential facial collestiorere omitted. For example,
Belfast Naturalistic Database [65] collection corgdinspeech in addition to facial
expressions, CMU PIE Database [66] and PICS [67] callesticontained only one
emotional expression (smiling); and Yale Face Datab@&®3qtwo separate collections)
and AR Face Database [69] collection contained onlyethiddferent emotional
expressions (sad, sleepy and surprised; and smile, andesceeaming). Furthermore,
some of the expressions in the latter two were notiderexd emotional (such as sleepy
and screaming faces). Seven collections fulfilling #tecsiteria are presented in Table 1.
Most of the collections are available free of charge tfee research community by
request; however, the TKK collection isn’'t publicly avhla at the moment and the
availability of CMU (Carnegie-Mellon University FacigBkpression Database) collection
is usually restricted only to computer vision studies. Irigdly, before recent years no
collections with dynamic stimuli appear to have been alkl At the moment, DaFEX

! Facial expression collections have sometimes been ciltethases. This may in some cases be misleading because
the term database hints at the existence of search aiegtakimechanisms for the material (however, see [604 for
counter-example). Here the term collection is used, ywhsgible, instead of database.
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(Database of Human Expressions), MMI (*M & M Initia¢ivFace Database) and UTD
(University of Texas Database) are the only available mhmabasic expression
collections. EF collection (Pictures of Facial Affedty Ekman and Friesen), the only
commercial collection, has been the most widely usedlfaxpression collection in
facial emotion studies. It is also the only collestiwhere the published material has been
screened from a larger original sample. Most of thkeciions have been created by
asking actors to pose certain FACS action unit configumaton their faces, either after
short guidance or after more extensive training. In JAKF&panese Female Facial
Expression Database) collection, actors posed emotieal/.f Arrangements were such
that the actors were able to monitor their faces andttek@hotographs themselves. In
DaFEX collection, professional actors were given shtmries depicting certain emotions
and asked to pose them by empathizing. The only collecbotaming spontaneous
emotional expressions was the UTD collection, whergests were videotaped while
watching emotion-evoking films. As discussed earliér Ghapter 1.1), some emotions
are extremely difficult to evoke, possibly becauselisplay rules, and it is even more
difficult to obtain instances of pure basic emotionscdxdingly, the UTD collection
contains several instances of happiness, some instahsadness, disgust and surprise
and only a few instances of fear and anger [70]. Idealyiaf expression collections
should be evaluated both with FACS coding and by evaluatiodies with subjects,
although the latter could be claimed to be more importacause they confirm that the
collected material is actually perceived as intended. Ci\id MMI collections have
been only FACS coded. It appears that no evaluations yeveeen conducted with the
UTD collection. TKK collection is the only one withoth FACS and subjective
evaluations. Surprisingly, it appears that FACS codes ateawailable for the EF
collection published by two of the FACS developers.
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Collection Year Actors Type Elicitation Screening Evaluation Availability
EF [5] 1972 14 Static FACS FACS Forced-choice Commercial
(trained amat.) (31-147 subjects)

JAFFE [57] 1998 10 Static Posing None Rating By request
(amat.) (60 subjects)

CMU [39] 1999 182 Dynamic FACS None FACS By request
(amat.) (limited)

DaFEX [72] 2004 8 Dynamic Empath. None Forced-choice By request
(actors) (80 subjects)

MMI [60] 2005 19 Dynamic FACS None FACS By request
(amat.)

UTD [71] - <10 Dynamic Spont. None None By request
(amat.)

TKK - 6 Dynamic FACS None FACS and rating | Not available

(Chapter 2.3) (trained actors) (21 subjects)

Table 1 Currently existing basic expression collectioviear depicts the year of publication of the collection’s first Ede descriptionActors refers
to the number of actors with a full set of six basic expressibypse refers to whether the material contains static (pictureg)ynamic (vide
sequences) stimulElicitation denotes how the emotional expressions were created: sponfgnegysosing FACSaction unit configurations or

empathizing given emotional states freely; and (in parenthedesther the actors were amateurs or professionalsaatdrwhether they receiv
training before recording&creeningrefers to criteria used in selecting the published matedal &in original larger samplEvaluation denotes ho
the published set has been evaluated: by FACS-coding or in forced-ahaiating studiesivailability refers to whether the collection is avail
freely by request, liable to charge (commercial) or notlavizi.

! Evaluated by several groups; number of evaluators differselatatimuli.

2The number of emotional facial expressions ranges from ldhivess or less for anger and fear to 200 for happineps [70
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1.3 Role of spatial frequencies in perceiving faces

Spatial frequenciesefer to how frequently a smoothly (more accuratetyisoidally)
alternating pattern of lightness is repeated within atacerspatial distance (cf.
[73: pp. 79-84]). For example, in a sine-wave grating witls Biiernating smoothly from
dark to light and back, spatial frequency refers to timalrer of repetitions of this pattern
within a certain distance. Also more natural objects, |glfaces, can be broken into
different spatial frequency components where higher 3patiquencies refer to more
specific details and lower to more coarse shapesldtion to faces, spatial frequencies
are most often quantified as cycles per face width Jc/fsing spatial frequency
filtering methods it is possible to filter certain spatial freqyeranges from images (cf.
[74: pp. 201-17]). Inlow-pass filtering only spatial frequencies up to certat-off
frequencyare passed through the filter. Respectively, the lahecut-off frequency, the
more blurred image is obtained. Similarly, only spatiadjdiencies higher than cut-off
frequency are passed mmgh-pass filtering In band-pass filteringa band of spatial

frequencies between lower and upper limits are passed.

Recognition of identity

A study by Fiorentini, Maffei and Sandini [75] indicated s@irecognition of identity
from spatial frequencies below 5 c/fw than above it, inglar difference at 8 c/fw and
better recognition from spatial frequencies below 12 c/fanthbove it; however, in
practice spatial frequencies higher than 15 c/fw werenibleisThe possible conclusions
of this study are limited by the facts that recognitwasn’t studied from non-filtered
stimuli, specific frequency bands weren't comparechvaaich other and there was an
upper threshold for the high spatial frequencies. Howelrerresults suggest that identity
recognition was degraded from spatial frequencies below 5 affd that spatial
frequencies between 5-12 c/fw may be most importantherrécognition of identity.
These suggestions are at least partially supported by banflijeass) studies. Based on
three experiments where spatial frequency bands wetacegpby noise, distorted or

band-pass filtered, Nasanen [76] concluded that identity mgaognized best from a
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spatial frequency band slightly less than 2 octaweise and centered somewhere
between 8-13 c/fw. Gold, Bennett and Sekuler [77] showedwiiat2 octaves wide
filters, identity was recognized best at central frequethc/fw (whole frequency band
3-10 c/fw). Identity wasn’'t recognized at all at 2 c/fw (1/8vf but was apparently
recognized rather well at 25 c/fw (10-40 c/fw). With 1-octditers, faces were
recognized only at central frequency 9 c/fw (6-12 c/fw) by suigject and at 18 c/fw
(12-23 c/fw) by another (only two subjects were studied).tligewasn’t recognizable at
central frequencies 1, 2 and 4 c/fw (frequency bands 1-2a@d33-6 c/fw). Using
1.5-octave filters, Hayes, Morrone and Burr [78] found somprovement over chance
at central frequency 6 c/fw (3-9 c/fw) and best identggognition performance at
13 c/iw and 25 c/fw (7-19 c/fw and 13-37 c/iw). By using low-gdé&sing consisting of
several superimposed 1 octave wide band-pass filtersaRe@licoworkers [79] found
better recognition when band-pass filter centered atv8 (€4spective band 5-11 c/fw)
was included in the superimposed filter than when it wasn'te Nt because lower
spatial frequencies were always included, their result iigigisl the importance of middle
in comparison to low spatial frequencies. The authotsdoalso degraded identity
recognition when images were distorted by manipulation -ottave wide spatial
frequency bands centered at 8 c/fw (5-11 c/fw) and 16 c/fw2{lt/fw), the former
causing higher degradation. Comparison between these swdiesle difficult by their
methodological differences. Even so, the studies appeagree on that middle spatial
frequencies, possibly centered around 10 c/fw, are morertampothan low spatial
frequencies for the recognition of identity from faces

A further question is whether low spatial frequencies af any significance for
identity recognition. The results of Go&t al [77] showing no recognition of identity
from 1l-octave spatial frequency bands covering spatejuincies 1-6 c/fw would
suggest that low spatial frequencies are irrelevant. @ncontrary, low-pass filtering
results by Costen, Parker and Craw [80] show slight latsignificantly increasing

recognition accuracies and significantly decreasing respdimes between cutoff

! Hereoctaverefers to an upper limit twice the lower limit's frequgntwo octaves four times the lower limétc, or
in generalU = 2*L wherec denotes octaves, the lower limit andJ the upper limit. With simple arithmetic, the
lower limit can be calculated respectively from the @@rfrequencyC by formulaL = 2C/ (2°+1). For example, a
2 octaves wide filter centered at C=10 c/fw has loweit im4 c/fw and upper limit U=16 c/fw.
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frequencies 5, 6, 12 and 23 c/fw. This result suggests\vbatielow spatial frequencies
were less important than middle frequencies, at leastspatial frequencies beginning
from 5 c/fw do provide some additional information for teeognition of identity.

Munhall and coworkers [81] studied the recognition of audiovispaéch from band-
pass and low-pass filtered faces. Unlike in other digclistudies, dynamic stimuli were
used. With 1 octave wide band-pass filters, audiovispe¢sh was recognized best at
central frequency 11 c/fw (7-15 c/fw), although the recognfi@s almost as good at 6
c/tw (4-7 c/fw). Audiovisual speech was recognized no béfn auditory-only speech
at central frequency 3 c/iw (2-4 c/fw). With low-passefiing, on the other hand, some
improvement over auditory speech was observed alreacytait frequency 4 c/fw and
recognition accuracy equal to unfiltered faces at 7 c/ieréstingly, these central
frequencies are lower than those estimated by theitigeatognition studies. This could
reflect either difference in the spatial frequencies irigu for the recognition of visual
speeclvs.identity or the use of dynamic instead of static stimuli

Recognition of emotions

There is relatively little information available onhieh spatial frequencies are
important for the recognition of emotions from fa@apressions. It isn’'t certain whether
the results from identity and visual speech studies cayeberalized directly on emotion
recognition tasks, because these tasks could obviouslynalifferent spatial frequency
bands.

In a study by Nagayama, Yoshida and Toshima [82, 83], suljeats distinctions on
whether faces filtered with 1 octave wide band-pasgdilteere familiar and whether
they were smiling or not. Both recognition rates and r@ad¢tmes were measured. Best
performance was observed at central frequency 12 c/fw (84Wwj tor the facial
expression and at 25 c/fw (17-33 c/fw) for the familiadistinction task. However, both
expression and identity were recognized rather well tht dbthese two frequency bands.
Interestingly, reaction times for neutral faces wlergest and they were mistaken most
often as happy at central frequency 6 c/fw (4-8 c/fw) relie the evaluation of happy
faces was not compromised. Although the results wetarea only from neutral and

happy faces, this result could suggest that differeniadgegquencies are important for
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different types of expressions. Schwartz, Bayer anlil [B4] used a matching task with
21 different emotional facial expressions taken from same person. Standard basic
emotions were included in the posed emotions, along wiibusother emotional states,
but the results weren’t analyzed separately [85]. lir 8tady, low- and high-pass noise
masks with varying cutoff frequencies were imposed on éiffefocations on the face.
As a result, they concluded that performance was magsaded when 8 c/fw noise was
added on lower face region near mouth. In a recent fMRiin imaging study,
Vuilleumier and co-workers [86] studied the implicit presig of unfiltered and low-
and high-pass filtered fearful faces with respectiveftirequencies 6 c/fw and 24 c/fw.
Their behavioral results from a rating task showed fedoe evaluated as less intense
from low-pass filtered than from high-pass filtered andiliered faces, indicating
degraded recognition of (fearful) emotional facial expoess from low spatial
frequencies below 6 c/fw.

Based on these studies, it can be suggested that middi feafuencies, possibly
around 10 c/fw, are more important than low spatial fraqes for the recognition of
emotions from faces, as was the case also with fgergcognition. Importantly, the
results by Nagayamet al [82, 83] with happy and neutral faces give tentative evidence
for the fact that different emotional facial expressi would rely on different spatial

frequencies.
1.4 Role of motion in perceiving faces

Recognition of identity

Subjects recognize identity better from moving rather tham fstatic displays when
presented with dots extracted from original faces ofradi®7]. Similarly, identity and
sex can be recognized from whole-head and facial movengeditacted from human
actors and replicated on an animated head showing nmalrigfatic features from the
actors [88]. These results indicate that identity (aax) san be recognized even from
pure motion information.

Other studies have shown that identity is recognizedrbietten moving rather than
static faces when the stimuli are shown as nega{wés colors reversed) [89, 90],
inverted (turned upside down) or thresholded (presented ascolonomages where
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luminances below a threshold are shown as black and #mse it as white) [90] or
pixelated or blurred [91] but not when shown as origin@% PO]. It appears that the
recognition of identity from static original imagesdlbse to ceiling value and isn’t
facilitated by motion. On the other hand when the fatienuli have been degraded, as in
all of the operations described above, motion compenstate the lack of static
information. Respectively, it appears that that stafiermation is the primary modality
in the recognition of identity from faces and dynamioimation is beneficial only when

the static information is insufficient.

Recognition of emotions

In comparison to identity recognition, few studies hbgen conducted on the role of
motion in recognizing emotions from faces. Furthermore dibtained results have been
rather incongruent.

The fact that some neurological patients impairedegognizing emotions from still
images of facial expressions do nevertheless recogrere flom video sequences [92]
and moving dots [93] suggests that motion information neghpensate for the lack of
static features also with emotional facial expressiofls with identity recognition,
emotions can be recognized from moving dots extractedtieroriginal faces of actors
posing different emotions.e. from pure motion information [87, 94].

Kamachiet al [55] compared the effect of stimulus display time om técognition of
emotions from static and dynamic facial expressiorigre the latter were created by
interpolating artificial movement sequences from neutramotional faces. The general
difference between static and dynamic stimuli, pooleer different display times, was
not significant. However, there was a significaneiattion between the type of stimuli
(static or dynamic) and display time, evident in thapldis time had a significant effect
with dynamic but not with static faces. Note that beeahe study concentrated on the
effect of display time instead of dynamics, no explictnparisons were made between
dynamic and static stimuli at different display tené appears, however, that significant
effects of dynamics were found. Dynamic stimuli wer@gmizedworsethan static ones,
most notably sad expressions at short displays and argrgssions at long displays. As

noted by authors, the results could be affected bydbethat dynamic facial stimuli
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starting from neutral face showed the recognizable ematiexpression for a shorter
time than their static versions. Furthermore, alsoaittificialness of morphed movement
could have affected the results. Morphed movement mdgrdifom biological one
because the movement occurs linearly from one facimcte configuration to another
without considering temporal realism or biological coaists on the motion.

Harwood and co-workers [95] studied the recognition of staté moving emotional
facial expressions in subjects with and without mentardation. Both types of subjects
recognized sad and angry faces significantly better fromamyc rather than static
displays. Wehrleet al [6] studied the role of movement in recognizing emotioomfa
two-dimensional computer animated face and showed thatnmdsaicial expressions
were recognized better than static ones. It is uncemtdiether their result can be
generalized to natural faces, because real faces werssd as control stimuli. In fact,
the static displays of animations were recognized posulggesting that the used facial
expression model wasn't realistic. Recently, Ambadar @yworkers [96] showed that
emotions were recognized better from dynamic rathen wtatic displays of brief
movement sequences presented as 3-6 video frames (100-200m#)drbeginning of
full movement sequences. Because the used stimuli tweneated from full video
sequences showing transition from neutral face to enaltfacial expressions, they were
of very slight intensity.

Comparison between the different studies isn’t straigiviiod because of the various
types of stimuli used. However, at least the resuttsfWehrleet al [6] and Ambadar
et al [96] are compatible with the hypothesis based on identtggmtion, i.e. that
dynamics facilitates the recognition of emotions fralegraded but not from non-
degraded stimuli (cf. above). In the study by Wehrle ard@ders, stimuli were poorly
recognized facial animations and in the study by Ambadar armwodcers, emotional
facial expressions of extremely slight intensity. Hwer, the results from Kamaacdi al
[55] and Harwoodkt al[95] aren’t consistent with the presented hypothesithdrformer
study, dynamics apparently decreased the recognition oficameah some cases. In the
latter, emotions were recognized better from dynamtirerathan static emotional facial
expressions even if the static stimuli were recognizedl wnd not degraded. It is
suggested here that the results from Kamachi and co-worsierdy are related to its
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methodological problems (relatively shorter presentataf emotional displays in
dynamicvs. static faces and the use of biologically unrealist@vement). On the other

hand, no confounding factors are apparent in the study twdda and co-workers.

1.5 Asperger syndrome and perception of faces

Although some inconsistencies exist in diagnosing Aspergeirame (AS), official
criteria in ICD-10 [97] and DSM-4 [98] taxonomies (as @ite [7: pp. 13-23]) agree that
AS typically involves severe impairments in sociakmatction, such as impaired use of
eye gaze, facial expressions and other nonverbal infanmaf social behavior, and
narrow and obsessive interests. General unwillingbessrds social communication,
preoccupation with parts of objects and rigid routinesats@ common symptoms of AS.
Generally with autistic spectrum disorders, abnormabaleand nonverbal development
is apparent already during the first year of developmmcluding lack of attention
towards others and failure to orient to name. The abalodevelopment becomes more
evident during the second and third years of life, includingainments in the use of eye
gaze, joint attention and delayed language development [@8gnitrast to other autistic
spectrum disorders, AS is thought to involve unimpaired atealnd cognitive skills,
including no general delay in childhood language developmentoNsensus exists on
distinguishing AS from high-functioning autism (HFA), magstmmonly defined as
typical autism with moderate or high level of intellge [7: pp. 23-5]. However, AS has
sometimes been characterized as a less severe neuraeodisiirder than HFA with a
later onset and more favorable outcome. It has alsn Imiggested that AS is
characterized by a general motor clumsiness instead epétitive movements
characteristic to autism, a pedantic speaking style agicehiverbal in comparison to
non-verbal intelligence [7: pp. 23-5]. AS is comorhie, often occurs, or is confused
diagnostically, with at least schizoid and schizotypafsqeality, attention-deficit
hyperactivity and obsessive-compulsive disorders and alexighyjti pp. 23-33].
Furthermore, AS has in some studies (cf. [100, 101]) beassiied undersocial
developmental disorde{$DD) together with other autistic spectrum disordetssatio-

emotional processing disorder because of diagnostitapvieetween these disorders.
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Face processing and recognition of identity

Several studies have suggested general face processing'mema in ASD
(see [102, 103] for reviews). Retrospective analyses of homoaes have shown that
infants later diagnosed with ASD pay little attenttowards the faces of others and that
the lack of interest for faces is one of the bestipters of a later diagnosis. In
comparison to normally developing children, children vA&BD typically perform worse
in discriminating and recognizing faces, fail to show letbemory performance for
facesvs. other stimuli, concentrate on atypical facial featuaed utilize featural instead
of configural processing of faces (see below).

Theory of weak central coherence, an influential neagnitive theory of autism,
claims that a general tendency for concentratingoecallinstead of global features of
objects is characteristic for ASD [8]. Rigid routinesl gmeoccupation with object parts,
as well as outstanding skills on restricted areas asctalendar calculation or musical
competence sometimes observed with autistic individualsci@jld reflect such bias.
Enhanced processing of local and impaired processing of Igfebtaures has been
suggested by several studies (see [104] for a review). Fonpdxaindividuals with ASD
have been found to perform better than neurotypical ichai@ls in detecting local targets
and embedded figures from visual stimuli. On the other hidney, have been found to
fail in perceiving impossible visual figures, which requiresceptual integration of
parts, and in using grouping heuristics to understand intereaterlationships.

Weak central coherence theory is relevant in a dignusd face processing because
faces have been suggested as a category of complex natumalli requiring
sophisticated configural processing. It has been suggestdd thtee configural
processing types are related to the perception of faces: [46B$itivity to first-order
relations characterizing the general configuration of f{tses eyes located above nose
etQ); sensitivity to second-order relations. specific distances among facial features,
considered important for identity recognition; and holigitocessing interconnecting
facial features into a unified percept, evident for exampléhat differences between
facial features are recognized worse from full facas thhen shown in isolation. On the
other hand, featural processing is related to perceivinghape, color or luminance of
individual facial features, such as eyes or mouth. liwversef faces,i.e. turning faces
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upside-down, has been shown to disrupt all configural proxesgpes but have little
effect on featural processing of faces (see [105] foviawg.

As with non-face objects, individuals with ASD haveebesuggested to have
enhanced featural and inferior configural processing of facesomparison to
neurotypical individuals (see [102, 104, 106] for reviews), aljiathe latter finding has
recently been debated [106]. Some studies have shown thatdirals with ASD pay
more attention on lower face features than neurotypmaividuals while watching
interacting people, hinting at general peculiarities bsesving faces. Enhanced featural
processing is supported by the finding that unlike neurotypichViduals, individuals
with ASD show priming effect for individual facial featsrevhen recognizing faces.
Inferior configural processing of faces has been supportédebfinding that individuals
with ASD show less impaired recognition of identity fromverted faces than
neurotypical individuals (as reviewed in [102, 104]). Howevemes recent studies have
shown typical inversion effect in ASD and found othedewce for a typical configural
processing of faces (as reviewed in [106]). For exampigdren with ASD have been
found to be prone to “Thatcher illusion”, where the isi@n of mouth and eye areas is
less apparent in inverted than upright faces. Individudls A&D have also been found
to be better in recognizing isolated facial features weviously encoded in a face
context. In conclusion, the earlier studies on faceqmon give good support for the
hypothesis that individuals with ASD tend to use loc&rimation in processing faces;
however, whether this also implies degraded configural psirag is less certain.

In a recent study by Deruelle and co-workers [107], 11 childrgim autism or AS
between ages 4-13 years were compared with typically demglochildren in an
identity-matching task with low- (below 12 c/fw) and higlspdabove 36 c/fw) filtered
faces. Children with ASD were found to perform signifidprftetter with high-pass in
comparison to low-pass filtered faces whereas an oppossult was observed with
typically developing children. Although the authors didmpleitly test whether the
performance with high- and low-pass filtered faces dhiffebetween the groups, the
groups’ opposite results suggests that this effect wasfis@ri Because featural
information is obviously evident in the high spatial frequescand configural
information in the low spatial frequencies, the regitongruent with the hypothesis of
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degraded configural processing in individuals with ASD. Interglst, it was found that
the children with ASD performed the better in matching-fass filtered faces the older
they were. This suggests that during childhood and adolescenividuals with ASD
learn to compensate an initial deficit in configural pesoeg to some extent.

Only a few studies have studied whether adult individualk WS disorders have
prosopagnosia, i.ewhether they are impaired in recognizing identity froroefa (see
[101, 108] for reviews). Bartoat al[108] compared identity recognition in subjects with
SDD disorders (including AS), patients with prosopagnas@neurotypical controls. As
a result, they found that 8 out of 24 subjects with SDBopmed equally to controls
whereas 16 were impaired in recognizing identity, although mbshem performing
better than typical prosopagnosic patients. The redidtst differ between subjects with
AS and other SDD diagnoses. This study indicates thabugh face recognition
impairments are common in individuals with AS (and ot&#®D disorders), such
impairment isn’t always present. In a continuation stioglyHefter and co-workers [101],
the relation between identity and emotional facigression recognition was compared
between subjects with SDD. Their results suggested relaton between identity and
expression recognition skills. Furthermore, no diffeeewas observed in the recognition
of emotional expressions between subjects with andhowit identity recognition
impairment. This result is compatible with patient andirbimaging studies that have

indicated a dissociation between identity and emotioageition from faces [109].

Recognition of emotions

Skill of the individuals with ASD in recognizing emotiofiem facial expressions is
of specific importance for this thesis. The resultairearlier studies are conflicting.
Several studies on basic emotions have suggested thsticaghildren and young
adolescents are impaired in processing emotional facpessions in comparison to
typically developing children and/or children with othevelepmental disorders [107,
110-113]. In these studies, autists have shown worse agdaraomparison to controls
in finding the odd facial expression out of a set of faegpressions and naming
emotional facial expressions [110], matching faces orbdsés of emotional expression

[107, 111], matching emotional labels with human and (curipusingutan and canine
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faces justifiably depicting emotional states [112], and kegoeuracy but longer response
times in naming emotional facial expressions [113]. Thesalts appear to be due to a
general face processing deficit, as some of these stuslieg several face processing
tasks found the autistic subjects to be less accurate nthn-autistic subjects also in
recognizing identity [110], gaze direction and visual phonefnoas faces [107] (a non-
significant difference in the recognition of identity wasind at two studies [107, 111];
however, this could have been due to the small subjeglsarof 10 and 11 autistic
children).

Several other studies have failed to replicate theinigndhat autistic children (and
young adolescents) [114-116] were impaired at recognizing basitions from faces.
Such studies have shown non-significant differences dsrivsubjects with ASD and
neurotypical controls in sorting pictures of emotiofaalial expressions [114], matching
emotional facial expression video sequences with pictlir&S] or matching verbal
labels with emotional facial expressions [116]. The &stly [116] found that children
and adolescents with AS recognized emotional facial egmes paired with
mismatching emotional words worse than controls, suggesither a higher-level
emotion processing deficit or a general deficit in suppressisigonses to verbal stimuli
(for the latter interpretation, see [106]). Baron-Colsew co-workers [117] found a
significant difference between autistic and non-aagtistiildren in the recognition of
surprised, but not happy or sad expressions. Becaustng sask between the emotional
stimuli was used, their results could be taken as evidémca deficit in recognizing
basic emotions from faces. However, the authors elitinat autistic children were
impaired specifically in the recognition of surprise beeauslike happiness and sadness,
it required attaching a belief to the observed personr{tpsurprisecboutsomething”).
This appears a far-flung conclusion because a plausidisiampler explanation for their
result would be that the surprised facial expressions uséokir study were the most
difficult expressions to discriminate among the used dtirAusimilar study using facial
expressions of all six basic emotions selected fronEtheollection [5] found no specific
impairment with autistic children in the recognition of sisgr[114]. However, the
deficit in processing the beliefs of others in ASD suggesly Baron-Cohest al [117]
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has been supported by later studies from the same firsbrautth more refined
distinction between basic and complex mental s{atss below).

The bulk of research on emotional facial expressiotogeition in ASD has
concentrated on infancy, childhood and adolescence withafew studies with adult
participants. Studies with adult individuals with AS and Higve consistently suggested
typical recognition of basic emotions but a deficit irakimg more complex social
judgments in comparison to neurotypical controls [118-122]. ddwesistency of these
results suggests that even if impaired in recognizing lasations in childhood, high-
functioning autistic individuals learn compensatory siy@s during their later
development. Adult individuals with HFA have been showngive abnormally high
ratings on the approachability and trustworthiness of facesomparison to controls
[118]. Similarly, studies on adult individuals with HFAGRAS have suggested impaired
recognition of “complex mental state€quiring the attachment of beliefs or intentions to
the observed person (such as threat, regret, astonishmmng and distrust [123]) from
faces, especially from eyes [119-121]. A recent study has sigghsimilar impairment
in recognizing complex emotions both from faces and v{ie2]. The failure of adult
individuals with ASD to recognize the alleged complex rakstiates from faces and eyes
suggests a deficit in interpreting the mental statestedfrst According to an established
neuro-cognitive theory of autism, such “theory of minakg mentalizing) deficit is most
fundamental for ASD [8].
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1.6 Overview of studies

The purpose of two first studies is to evaluate reseastlrial used in later studies,
i.e. TKK collection containing video sequences of basic exprass{@€hapter 2.3.1,
cf. Table 1) and facial animations created with “TKK tatkihead” (Chapter 2.3.2), a
three-dimensional animation model of a talking and emaltipeapressive person. The
recognition of basic expressions is compared between TiKiKle more standard EF [5]
collections ¢tudy I*), and the TKK talking head is compared to two other tglkieads
and one human actost(idy I1). Third and fourth studies address the main hypothesis,
that dynamics improves the recognition of basic exprassimly from degraded stimuli,
directly. The recognition of basic expressions is coegbdretween static and dynamic
stimuli created with TKK talking head, with a furtherngoarison with posed facial
expressions selected from CK collection [38fu@ly 111); and the recognition of basic
emotions is studied with static and moving facial exgoss blurred at different levels
with low-pass filtering ¢tudy 1V). In the last studysfudy V), the foregoing study is
replicated in a revised form with persons with AS taleate whether autistic spectrum
disorders involve untypical recognition of basic ematidrom moving and degraded
facial expressions. Research hypotheses specific toamgucted studies are stated in

their descriptions.

! Numbering of studies reflects conceptual rather than tempmiet. The studies were conducted in the following
order: study Ill, study I, study I, study IV and study V.
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2 RESEARCH METHODS

This chapter describes research methods common to akstu8pecific details are

described separately for each study.

2.1 Procedure

In all studies, stimuli were either pictures or videsmences of facial expressions
depicting the six basic emotions. Stimuli were presentgh Presentation software
(versions 0.53 to 9.51 [124] in a randomized order. The subjects were sitting
approximately 80 cm from the monitor. Stimuli were sh@mra 19” (18” viewable area)
monitor with a resolution of 1024x768 pixels. The size ohwli varied in different
experiments. The subjects’ task was to evaluate howeael of the six basic emotions
(anger, disgust, fear, happiness, sadness, and surpridiedappthe presented facial
expression; in studies I-lll, subjects were also asked/atuate how natural the facial
expressions appeared (either six or seven evaluationsatth stimulus). The subjects
were told that each facial expression might contaimen one or several of the presented
emotional labels to avoid biasing them on categoricaluawions. When the naturalness
evaluation was used, subjects were explained that nagsealreferred to whether a
human actor actually experienced any emotions or whetheomputer animation
resembled a genuine expression of emotion. The diffeyaastions were shown in
random order for each evaluated stimulus and answersgiverg, using a keyboard, on a
7-step Likert scale ranging from total disagreement (1yirtcertainty (4) and to total
agreement (7). Similar emotion judgment studies havecdilpi used 4- [42], 5-
[6, 56, 92, 125], 7- [5, 49, 55, 126] or 10-step [19] Likert sclese that in these studies
the task has been evaluating the intensity of expless®tions, typically ranging from
none to severe, whereas in the present thesis thentedves evaluating the suitability of
different emotion labels on facial expressions. Thjexts were instructed to answer
quickly on the basis of their first impression; howeve limits were set on the response

time.

1 with each study, the latest available version was ugeguSed version didn’t affect the experimental procedure.
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Figure 1 Presentation of one evaluated stimulus, picture or video sequence depicting a basic
expression, in different studies. a) In studies Il andgllestions were presented below evaluated stimulus
that remained visible until response was received fdn peesented question. Pictures remained stationary
and video sequences were played in a loop with prolongednpmtea (500 ms) of the last frame.
b) In studies I, IV and V, stimulus was repeated ondk wifixed duration before each question. Pictures
remained stationary and video sequences were played ortéasgtitframe kept visible until the whole
video sequence had been presented for the intended duration.
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The stimulus presentation is illustrated in Figure 1.tudiss Il and Ill, stimuli and
guestions were presented together and each stimulus renaaitdel until responses had
been received for all questions. This allowed for difierdewing times of stimuli by
different subjects. In study Il based on repeated-measi@sgn, this was unlikely to
affect the main results because exactly the samelsiare evaluated by all subjects. In
mixed-design study lll, the effects of viewing times wepecifically tested for in the
analysis. In studies I, IV and V, each stimulus wasatgzeonce for a fixed duration (2 s)
before each presented question. A procedure where eaulustiwas presented only
once before the presented questions was tested in gidies; however, this task
appeared too difficult. In studies I, IV and V a separ&tatibn mark (white cross in
studies | and 1V, and gray square in study V) was used ioaiedthe change of evaluated
stimulus after all questions for a stimulus had been aesiMef. Figure 1). With each
study, the actual experiment was preceded by a training seStiadies 1l-1V involved
one rest break and longer studies | and V two rest breaks.

In studies I, Il and V the subjects were asked to fillA&S-20F (the 20-item Toronto
Alexithymia Scale; translated in Finnish) self-report quesigre [127] measuring
alexithymic personality trait [128]. The TAS-20 overall s£as a sum of three distinct
alexithymia factors: difficulties in recognizing emotiontacfor 1), difficulties in
describing emotions (factor 2) and a tendency for extehnaking (factor 3). Results
from a conclusive alexithymia evaluation study in Finnispydation [129] were used as
reference values. Alexithymia level was tested in stuidydvaluate whether it had any
effects on the evaluation of basic expressions andused in studies Ill and V to ensure
no differences between subject groups. In study Il alexidyevel wasn’t evaluated
because only a single subject group was used. Alexithymia Veagh't evaluated in
study IV. Although this was somewhat inconsistent witldigs Il and V, no significant
alexithymia differences should be expected because thecsgipgrips resembled those
used in study 1.
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2.2 Statistical analyses

Statistical analyses are conducted with t-tests and se®lgf variance (ANOVAS)
with a significance leveb=0.05, Bonferroni-corrected with formula’=0.05h for n
multiple comparisons when appropriate. In some casesorexpty analyses are
conducted where the significance level isn't correctedrfoltiple comparisons because
inflating the number of missed effects (type Il ernmgs considered worse than inflating
the number of mistakenly accepted effects (type | erMost statistical analyses are

conducted with Statistica software (version 5.5) [130].

Error correction

During the experiments, several subjects reported makinigagt one erroneous
response. The errors were often such where a subjectayaepposite answer than
intended (for example, a key response 1 instead of 7).n&ecwative error correction
procedure was used, in which only such obvious outliers earected. A given rating
was considered an outlier if it was at least five ilower/higher than the lowest
10%/90% of all subject’s ratingsi.e. 10"90" percentiles [52]). Such outliers were
replaced with subjects’ median ratings. For examplal] ratings except the lowest 10%
were 6 or 7, ratings 1 would have been replaced witmtbéian. It wasn’t possible to
simply remove the outliers because in the analyimissing data would have required
the existence of full data sets from at least two stdbjdS0], which was very unlikely
since all subjects evaluated several actors and sewaeial €xpressions in each study.
The error correction results are reported individutayeach study.

Scoring methods

The six emotional ratings for each evaluated stimulasanverted into eecognition
score Swith formula

n_—-n.
S=_us = zl_%muzi
n

! This would have required thatl were a multiplier of 10 (wheredenotes the number of subjects). In practice the
lower percent threshold was defined as the multiple of 10Q) closestto 10, or lower of the multiples if two of
them were equally close to 10. The higher percent threstaddiefined as the lower threshold subtracted from 100.
For example, if the number of subjects was 26, the pegeeriteesholds would have been 8%I1@0/25 %) and
92% (100 - 21.00/25 %).
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wheren refers to the number of unintended emotional ratigise( than the target
emotion; always equal to 5), to the number of unintended emotional ratings equal to
or higher than the intended target emotion ampd to the number of unintended
emotional ratings lower than the target (equahie = n- nis = 5 nysj). The resulting
score is a value in range J...1] reflecting how distinguishable the target emotion is
from the other emotions. For example, if the tamyeibtion were rated higher than all
other emotions, a recognition score of 1 would be gi#ach confusion,e. a non-target
emotion receiving at least as high rating as the tadgeteases the recognition score by
0.4 €/5). If all other emotions were rated equal to or highantthe target emotion, the
score would be 1. Chance recognition leveWhere ratings would be given at random to
all emotions, would produce an expected number of 2.5 confusamd a mean
recognition score of 0. Note that the chance level magxoeeded even if the target
emotion is confused systematically with some othertiems. It is suggested here that for
an emotional facial expression to be recognized distely, its recognition score should
exceed arambiguous recognition levelf 0.6 (confusion with one unintended emotion)
significantly. In a large subject sample, this criteris fulfiled when few subjects make
no confusions and the remaining at most one confusiare Mtringent criteria were
tested in practice, but they were found to be too strict.

Instead of analyzing the non-interval scale naturalnassgs for a certain stimulus
directly, the ratings are converted inteauralness rateeflecting how large proportion
of subjects considers the stimulus natural to any éx{eaturalness rating>4, the

"uncertain” rating).

Confusion analysis

The transformation from several emotion ratings twe aecognition score (cf.
Chapter 1.2) represents a compromise between informatibness and the ease of
interpretation. The recognition scores are more in&iva than simple hit rates and
easier to interpret than the original ratings. Howetle ease of interpretation comes at
the cost of losing some of the original informatiomlike original ratings, recognition
scores obviously fail to indicate what kinds of spectmnfusions occurred in the

evaluation.
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For being able to evaluate the recognition of individual teons, each of the six
ratings for an evaluated stimulus is converted erwtion recognition ratedefined as
the proportion of subjects that have given the emaioating that is both their highest
rating among the six emotional ratings for a stimulug€rhat the highest rating can be
shared by several emotiore)d higher than the uncertain rating (4). The latter caistr
is used to avoid misattributing high recognitimtesin a case where low ratings, such as
the uncertain rating, have been given to several off #ie emotions.

When analyzing emotion recognitioates the null hypothesis is that no emotions
have received ratings above the uncertain rating (4)dusing zerorates for all
emotions. Individual emotions are considered to be rezednirom an evaluated
stimulus when their recognitioatesexceed zero significantly.

It should be noted that whereas recognition scoresdemanly the rating differences
between each non-target and the target emotion, emaamgnitionrates consider each
emotion’s rating in the context of all other ratingfile used approach was considered
appropriate because it makes it possible to evaluateoftew both the target and non-

target emotions were perceived distinctively.

Response time analysis

For the analysis of response times, means were atddubver all ratings of each

evaluated stimulus.

2.3 Research stimuli

Studies |-V used static and dynamic emotional facial esgpwas both from real
human faces and computer animations. No video sequencetiookewere available
when the first of these studies were conducted (cfptéhd.2). A new facial expression
collection containing video sequences of six basic expnressind some of their blends
was recorded in the Laboratory of Computational EngingefikK (“TKK collection”).

The expressions were posed by professional actors. Senm¢ional facial expression

! Naturalness and emotion recognitiatesare always denoted in italics, when appropriate, tondjsish them clearly
from ratings and recognitiorscores
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animations were created with a facial animation modeéldped at the Laboratory of
Computational Engineering (“TKK talking head”) [131].

Emotional facial expression prototypes (Appendix B) weraddfwith FACS [31] by
a certified FACS coder (JK) both to be posed by theradtw the TKK collection and to
be modeled on the TKK talking head. The prototypes were l@ase¢de basic emotion
theory containing six basic emotions, two of their bleadd a non-emotional facial
expression; note however that all of the studies |-\d wsdy facial expressions of basic
emotions. The prototypes were intended rather as typiahples of basic expressions
than definite models of them, because no unequivocaliadisputable FACS prototypes
exist for them (cf. Chapter 1.1). The devised prototypes wesgned on the basis of
tentative prototype suggestions given by the authors of FAC®eidix B), a
publication from two FACS authors containing verbal ardstitated descriptions of
emotional facial expressions [24], and a comprehensoial faxpression guide for artists
containing anatomical, verbal and illustrated descriptiob32]f Blends of basic
expressions were based on the basic expression protadypesadditional sources
[24, 133]. All basic expression prototypes also resembled=&@S authors’ original
prototype suggestions (Appendix B), except the addition of Ald#ifhtener) into the
prototypes of fear and sadness on the basis of [24].

The suitability of the devised prototypes was confirmed k®ckimg their emotional
interpretations from the FACSAID dictionary [35] (cfppendix B). For each prototype,
a practically identical action unit combination with theended interpretation was found.
The differences were negligible and apparently rdlate the following coding
conventions adopted in FACSAID: inclusion of head- and pgsition coding (AUs
higher than 50); laterality coding (codimglated to uni- vs. bilateral facial actions);
ignoring mouth opening caused by action unit activations, sscAU25 (lips part)
caused by AU20 (horizontal lip stretch) or AU26 (jaw drop)¢@ding action units with
overlapping effects together, such as AU4 (brow lowenatf)y AU9 (nose wrinkling)
where the latter causes some brow lowering resemblatgpftihe former. The latter two
conventions are contrary to the guidelines given in FAG8uctions [31].
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Action units were classified further into primary aret@ndary action units on the
basis of [3, 24, 31, 33: pp. 173-4] (Appendix Byimary action unitsefer to the most
important emotional facial actions without whom theehded emotional messages would
either change or become less inter&econdary action unitefer to actions that could
either be caused by the primary action units or co-ocalr them without altering the

intended emotional messages significantly. Note thatstlygested full prototypes were
in most cases combinations of primary and secondaignacits.
2.3.1 TKK basic expression collection

Figure 2 A sample set of pictures (in gray-scale, originals lerddrom the TKK collection. The initials of
actors from left to right are SP, KH, TV, NR, MRANIE. Intended emotions from left to right are anger,
disgust, fear, happiness, sadness and surprise.

Six actor students and graduated actors (3 men and 3 womemngge2B-32 years)
were recruited from the Theatre Academy of Finland tsep@motional facial
expressions. One basic expression from each actoovuasih Figure 2.

The TKK collection was intended both for psychophysiaatl computer vision
studies (for a computer vision study based on the TKK aaie not reported in this
thesis, see [134]). Such facial expression stimuli wegeired that would by themselves
depict single basic emotions as clearly as possibteerabsence of contextual or other
information. The computer vision studies also requiredil@inexpressions from all
actors. The method of posing FACS-based facial configuraitivas selected to produce
distinctive and similar emotional facial expressidnsgeneral, successfully posed facial
expressions resemble those of genuine emotions, althoasgibly in an exaggerated
form [4] (cf. Chapter 1). The use of FACS prototypes embuhat all actors posed
relatively similar facial actions. A disadvantageF#CS-based posing is that the facial

expressions may appear unnatural; especially the dysashifacial muscle activations
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may be artificial and the intensity of facial actianay differ between different sides of
the face [14, 135]. It was acknowledged that it might nopdesible to fully solve this
problem. However, to improve the naturalness of posed ssipres, the actors were
encouraged to empathize the required emotions. The actorsmentiea long training
period to familiarize themselves with the required fla@ifigurations.

The actors read written instructions designed by a esltFHACS coder and practiced
the required facial configurations (Appendix B) individuallgr f5—10 hours. The
instructions included earlier facial expression poses fmonFACS coders (JK and VK)
as illustrations. A practice recording session was haidthe middle of the practice
period, where the actors were able to inspect theialfaoipressions carefully from
replays and to give and receive feedback prior to theaboecording session. Feedback
from the actors was used to adjust some of the emgtiototypes. Most notably, an
open-mouthed happiness variant was added which appeared ntaral nhan the
original closed-mouthed prototype.

To improve the applicability of the collection for cputer vision studies, recordings
were made both with and without additional markers at¢ihabn the face. With the
former, nine markers were placed on emotionally salecations which were found
difficult to track by computer vision algorithms. To redu®sad movements, the actors
were asked to keep as still as possible while posing theicemadn their faces. The
actors were asked to pose each emotion 5-10 times, eazlbgmaning from a neutral
face and ending to the emotional facial expression. £&Aoder (JK) selected those
recordings which were estimated most similar to thended emotion prototypes to be
included in the collection. Because of the small humbesicbdrs posing emotions, all
selected basic expressions were included in the colleetibmout screening. The
duration of the final video sequences was 1.2+0.3 s (meantsnge 0.7-1.8 s). Please
note that facial expressions depicting other thancbasiotions or showing additional
markers weren't evaluated in any of the studies in H@sis.

The used recording setup included a digital camcorder (S8R+BD100AP) and two
professional photographing lamps (Elinchrom Scanlite 10049.video sequences were
recorded 25 frames per second (fps) with horizontal atteny and a resolution of
576x720 pixels. Some interlacing artifacts were clearlyentiéh recordings with quick
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facial actions, especially with facial expressiomsuarprise. To remove these artifacts,
the original video sequences were deinterlaced by seleetiagy odd horizontal line
from the original frames and resizing the obtained fnialfhes vertically to one half of the
original height. The final results were deinterlaceceuidequences with a resolution of
288x360 pixels.

2.3.2 TKK talking head

Background

Talking heads [136] are three-dimensional facial anonatnodels of a talking person
including a visual phoneme articulation model synchronizeth \auditory speech
synthesis, sometimes including also an animation modda&ml expressions. Talking
heads are typically used to synthesize audiovisualcpéem text with additional
command tags for controlling facial expressions. Alsoensmphisticated automatic non-
verbal behaviors have been included for emphasizing spiknand for enlivening
emotional states (see [137] for an example). Talkieads have been utilized in various
applications such as multi-modal computer interfaces [13BW-bandwidth
teleconferencing [139], speech therapy [140] and entertainiiéhl Talking heads can
be utilized also in audiovisual (cf. [142]) and emotionatidh expression related
neurocognitive research. Ideally, facial animations geedrwith talking heads have
some advantages for research use: the animations earrehted easily, are fully
controllable and contain no unwanted movements. Ttreensionality makes changing
viewpoints and head positions easy.

The traditional facial animation techniques can be ifiedsat least into four
fundamental methods [143: pp. 105-148].interpolation or key-framing method, full
facial expressions are devised by animators and thefrés¢ animation is interpolated
between these key frames. garformance-driveranimation, the animation is driven by
real human actions, measured for example by laser-d@ovibased motion tracking.
Interpolated and performance-driven animations are ifteaproducing good-quality
animations, such as those required in movies and othertanment, but creating new
animations or modifying existing ones is laborious. niscle-basedcanimation, the

characteristics of facial muscles and/or other fagalies are simulated to produce facial
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expressions, as in [144-146]. A potential drawback is that sualhiations tend to be
computationally heavy. Iparameterizatioror parametrianethod a small set of control
parameters is used to transform the facial surfacaniric model was first devised by
Parke [143], and has been used since in several faciahsmmsystems, e.g. [147, 148].
A parametric animation model is computationally light, butcan be used for
approximating realistic facial expressions. A drawbackh& method is that subtle but
important facial tissue changes, such as skin wrinkbngoulging, are not modeled.
Furthermore, the final result depends on what kinds otfoamations are used and on
the skill of the animator setting up the parameters.

Because FACS system [31] is intended for describing all Mysulsstinguishable
changes on the face caused by underlying facial mustilgygat can be used as a basis
for facial animation. Respectively, FACS has beenzatliin several parametric [136]
and muscle-based animation models [144, 145]. More recenfystematic definition
for synthetic facial animations resembling FACS hasnbgi®en in an international
MPEG-4 [139] multimedia standard. In MPEG-4, facial moveisiane represented with

several facial animation parameters (FAPs) resemblif@S-Action units closely.

TKK talking head implementation

Only the emotional facial expression modeling a
overall implementation of TKK talking headre described
here, for a more detailed technical description pledse e
[131]. As usually is the case in three-dimensional compt
animation, the TKK talking head is based on polygoi
modeling where the head shape is defined as a mes
polygons defined by interconnected vertides, points in a
three-dimensional space [150]. The TKK talking head ust

facial mesh from the University of Washington [151] wi

additional eyes and teeth, modified eye openings _ _
Figure 3 TKK talking head

improved mouth region (Figure 3). The talking head with rendered facial mesh.

! Note that the present talking head is an independent and celypignade version of an earlier Finnish-speaking
talking head also developed at the Laboratory of Computatiorgiheering, TKK [149].
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capable of producing articulatory lip movements synchronizat auditory speech
synthesis, and facial expression animation. The datimy movements for vowels and
consonants, measured from real three-dimensional citabe combined for producing

visual speech from text.

Figure 4 The effects of jaw opening parameter on the TKK tajkiead. Upper: Wire-frame model of the
talking head, showing the facial mesh and all paraméteright green) from one side. Jaw opening
parameter (in violet) has been selected, and its dreafloence on the mesh (in turquoise) and its
rotational plane (circle in turquoise) are shown. Lowdre talking head with rendered surface. The neutral
state is shown on the left and the changes caused pgtameter on the right.
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TKK talking head implements Parke’s parametric model @iitadditional parameter
hierarchy controlling the effects of overlapping parametassdescribed in [131]. The
facial mesh is manipulated with geometric transfornmsti@d\lthough any transformations
could be added, the current implementation uses only ragétivansformations.
Respectively, the parameters can be thought of asamaatieformators with a center
point, radius and an influence region on the faciadh@efined as a set of vertices. The
influence weight of a parameter is defined separatelyeéch of its vertices. When the
value of a parameter is changed, the positions of infegenertices are transformed
along a circular plane defined by the parameter, adrdhesl in Figure 4 (above). An
additional feature of the TKK talking head is texturgpiag front and side photographs
of a real person’s face on the facial mesh (Figuret5$. &lso possible to reshape the
talking head’s head shape to match that of the photograggiedn [149]; however, the
deformation parameters aren’t automatically adjustesiitache new facial mesh.
fﬂ

-
-

)

aa

II‘:J

\

Figure 5 Texture mapping face photographs on the TKK talking head.
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Figure 6 Basic expressions of non-textured (upper pictures) and eéex{lower pictures) versions of the
TKK talking head. Intended facial expressions are freftntd right: neutral, anger, disgust, fear, happiness,
sadness and surprise.

A FACS coder (JK) set up the parameters for 20 diffeaetion units (Appendix D)
manually. These action units were used to implemenEAE@S based emotional facial
expression prototypes (Appendix B.2). The resulting syntieki€ talking head facial
expressions, both with and without additional fadetture, are shown in Figure 6
(above). The use of FACS based modeling of facial egpas, the use of parametric
animation model and especially the constraint on rotdtibmasformations set some
severe constraints on the implementation of bagitession animations. Because FACS
is mainly concerned with static facial changes, itsideprovide information on the
temporal dynamics of emotional facial expressions.s€quently, the facial expression
movements were reduced to purely linear transitions fieuatral to emotional faces. As
usually is the case with parametric models, subtleifabthanges such as skin wrinkling
and bulging were not modeled. Because a single rotaticaradformation can produce
movement only along a circular plane, the manual defmof movements along more
complex surfaces was practically impossible. As a egusnce, only the beginning of
activations could be modeled with some action units tilugithe facial expressions to
slight intensities. Orbital activations (constrictingtigations around eyes or mouth)
could not be modeled directly with rotational transfaiiores and had to be approximated
by several parameters. For example, a slight logeoinouter brows was added to the
main action of raising cheeks in AU6 (cheek raiser). Bex#us implemented emotional
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facial expressions were of low intensity and lacked magm featural changes, some of
the emotions weren't evident on static pictures ofialaexpressions. However, the
emotions seemed more apparent when the simple linesgmamnt was added. The effect
of movement is studied explicitly in study Il (Chaptet).
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3 EVALUATION OF RESEARCH STIMULI

Before conducting facial expression studies, carefuuatian of stimuli is necessary
for ensuring that they are perceived as intended. ObjeEINES coding and subjective
emotion judgment studies are commonly used in evaluatibapi€r 1.2). This chapter
describes FACS evaluation for the TKK collection andleation studies for the TKK
collection and TKK talking head.

3.1 TKK collection FACS analysis

FACS coding procedure

All basic expressions in TKK collection were FACS cdd®y one certified FACS
coder (JK), and part of them (24 of the 36 stimuli) panson coded by another certified
coder (VK). The results are presented in Appendix C. {olbserver agreement for an
evaluated stimulus was defined as two times the numb&maghits agreed by both
coders divided by the number of all coded action units, a uneascommended by
FACS authors [33: p. 17]. The resulting agreement rateanalue between [0...1]. Note
that miscellaneous action units [31], such as jaw clencaimdy nostril dilation, were
considered unimportant and ignored. The mean inter-obssagreement (0.85%0.03;
meanzs.e.m.) was significantly above the mean agreef@ef6) between independent
coders obtained in an evaluation study by FACS authgr3(#4, p<0.03p=0.05} [33:

p. 19]. Inter-observer agreement on intensity was ewvaduadth the further constraint
that the intensity evaluations had to be within orep dtom each other in the 5-step
intensity scale used in FACS. This criterion was usstead of exact agreement because
guidelines for the 5-step intensity coding have beeruated to be subjective [152]. The
mean inter-observer agreement (0.72+0.04) didn’t diffaniBogntly from the foregoing
agreement found by FACS authors. The first coder used éngparison coder’s
evaluations to revise his original FACS coding, resultm@ slight increment in mean
agreement on facial actions (0.86+0.03) and intensity (0.76+(F0&her analyses were

based only on the first FACS coder’s evaluations.

! This analysis is only suggestive, however, becauseatistisal deviation parameters were given in the study.

52



Analysis of FACS codes

The coded FACS action units were classified furthes thiose that were primary,
secondary and extra (neither primary nor secondaryheoirttended basic expression
prototypes (Appendix B). An overview of the results (AppendixsCshown in Table 2.
Primary action units were lacking in 10 out of 42 (24%) emafidacial expression
poses; however, of these only one (fearful emotiongbyeactor SP) lacked more than
one primary action unit (cf. Appendix C). Various extcdian unit combinations were
observed in 23 (55%) of all poses.

Posed emotion Ok Missing  Extra Both
Anger 2 4

Disgust 6

Fear 4 2
Happin. (opened) 6

Happin. (closed) 5 1
Sadness 1 3 2
Surprise 6

All 14 5 18 5

Table 2TKK collection stimuli classified on the basis of lgagxpression prototypes. The columns refer to
number of stimuli containing all primary and no extréicsc units ("Ok"), all primary and some extra

action units ("Extra"), lacking some primary and no &xction units ("Missing") and both lacking primary

and containing extra action units ("Both"). See text diothfer details.

The obtained results obviously vary between posed emotitayspy (opened-mouth
variant) and surprised facial expressions were exactlgtasded, as they contained all
primary and no extra action units. All angry and disgiisted virtually all of the closed-
mouth happiness expressions contained all primary actlomsgver, most of them
contained also some extra actions. One closed-mopfirtess expression (by actor MR)
contained AU13 (sharp lip corner puller) resembling thighe intended primary action
unit AU12 (lip corner puller). With this one exception, orisarful and sad facial
expressions lacked primary action units. Three out ofat facial expressions lacked
one of the facial actions considered primary for sasln®/ith one exception, all sad
facial expressions contained also extra actions. Adlrfée facial expressions lacked
primary action units and two of them contained extraomst With four actors the
lacking primary action was AU7 (lid tightener) and witreactor AUS5 (upper lid raiser).

53



Discussion

The analysis of FACS codes shows that with one exagpail of the posed emotional
facial expressions contained most of the facial astioonsidered primary for basic
expressions. Because none of these facial expresisioksd more than one primary
action, they can be expected to depict the intendedi@mabfacial expression prototypes
rather well. On the other hand, several other factoay influence the recognition of
emotions from these facial expressions. Most impdgta majority of the facial
expressions were found to contain extra actions pg@ssiBtorting the intended
emotional messages. Furthermore, this analysis didmsider the intensity of facial
actions and the timing or dynamics of facial actionsurdher evaluation with subjects is
obviously necessary to confirm that the collected dtiave perceived as intended.

In general, the results suggest that posing action umbic@tions exactly and without
additional facial actions is an extremely diffictdsk even after considerable training. Of
the used basic expression prototypes, happiness and surpriseedppest easy and fear
and surprise the most difficult to pose. Furthermorapjfiears that it was easier to pose
the opened-mouth than the closed-mouth variant of happiness

3.2 TKK collection evaluation study (study I)

The recognition and naturalness of basic facial exjpressn the TKK collection were
evaluated in a study, where a representative samplectfrgs selected from the EF
collection [5] served as comparison stimuli. The main ged to compare how well the
emotional expressions were recognized from TKK coltectand how natural they
appeared in comparison to the EF stimuli. The EF didleds a good reference in this
kind of evaluation because of its very wide use.

Recognition results were expected to be best for hapdywarst for fearful and
disgusted facial expressions because of known confus@ngén basic expressions (cf.
Chapter 1.1). The used recognition scoring (Chapter 2.2) nguessible to compare
results both to chance level and to ambiguous recognitiehJgvwere the target emotion
was confused with at least one emotion. The resulisdividual actors’ expressions
were compared to chance level to exclude any obviouslyyfautiluations from further

analysis. The results of different basic expressi@wgraged over all actors, were
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compared to the ambiguous recognition level for evaluatimgther all basic expressions
were in general recognized unambiguously. The hypothesisthesboth of these
comparisons would exceed the used comparison level sigttifica

The effects of subject-related factors on recognitiesults were also evaluated.
Results were compared between male and female subjesisating male and female
actors. This comparison was motivated by a study indicamialg subjects to be worse
than female subjects in recognizing disgust from thesfadefemale actors [153]. No
prior hypotheses were made for this evaluation. Thectetdé an alexithymic [128]
personality trait, defined as having difficulties in exgieg and experiencing emotion,
was evaluated. Earlier studies have indicated alexithtoriee associated with a reduced
ability in recognizing facial emotional stimuli [56, 154]. i&equently, the hypothesis
was that higher alexithymia level would be inversely dateel with the recognition of

emotions.

Methods

Research methods follow those described in Chapter 2iétbhhanges and additions

defined here.

Stimuli

Stimuli were 72 pictures of facial emotions selectednfl® actors each posing a set
of six basic expressions.

Six actors (3 male and 3 female; initials JJ, PE, WFNR and PF) were selected
from the EF collection, based on an original forcediad evaluation study [5]. Only
actors posing all six basic expressions were used. éfakpictures of the same emotion
existed for an actor, the best recognized picture wasteel However, opened-mouth
happiness variants were always selected if both opendd:l@sed-mouth variants were
available from an actor. This was done because whespased-mouth happiness
expressions were available from all actors in the Hled®n, closed-mouth variants
were not. As similar as possible male-female pairseveelected in terms of the mean
recognition percentages. The mean recognition rate atdclibver the three same-sex
actors was 91% for both male and female actors. Meewgnition rates were between
89-94% for different actors and between 74-97% for differesegp@motions.
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All six actors (KH, ME, MR, NR, SP and TV) of the TKeollection (Chapter 2.3.1)
were used in evaluation (see Figure 2). To match theilswmlected from EF collection,
all of the selected facial expressions stimuli depidbadic emotions, didn’'t contain
additional markers and were presented as pictures instegdko sequences. Similarly,
only opened-mouth happiness variants were selected. Rietere obtained by selecting
last frames from the original video sequences. The recogmt emotions from dynamic
and static facial expressions is compared explicitstuny 1V (Chapter 4.1).

All original EF pictures contained number labels idemidythe actor and posed
emotion. These labels were erased with an imagéengdirogram. The TKK pictures
were edited to match the appearance of the EF stbyiudropping the pictures to include
only the face area and ears. All pictures were redizaelresolution of 200x300 pixels

(7 cm x 10 cm on the screen) and converted into grdg.sca

Subjects

Twenty-one subjects (11 male and 10 female) with an agge rd&47 years (mean
agets.e.m. = 262 years) participated in the experimeewerfieen subjects were
students from the Helsinki University of Technology (TK&)d four from the Open
University of the University of Helsinki (OUH). No ressilivere analyzed separately
between these groups because of the small number acsuln the latter group. All
subjects were native speakers of Finnish and had eitherah@r corrected-to-normal
vision.

The subjects were asked to fill TAS-20F self-report questioe [127] measuring
alexithymic personality trait [128], defined as having diffiestiin expressing and
experiencing emotions. The TAS-20F overall or fact@talres did not differ statistically
from the reference values of Finnish population [129]. Hoeres didn’'t differ
significantly between male and female subjects.

Error correction

With emotion ratings, the average number of errorembions per subject was 0.5. No
more than 3 corrections were made for any subject. Qmymaturalness rating of one
subject was corrected.
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Results

Recognition accuracy

Mean recognition scores for the TKK and EF collectiopspled over actors, are
shown in Figure 7. The scores were analyzed with a Be¢tion) x 6 (expression)
repeated-measures ANOVA. Only the main effect for exmreswas significant (£
100=16.95, p<0.0001). Post-hoc comparison with Newman-Keulskested that fearful
facial expressions (0.57+0.06; mean score + s.e.m.) wesgneed worse than all other
emotional facial expressions. Happiness (0.97+0.01) was reeagsignificantly better
than all other emotional expressions except surprise (0.93x Differences in the
recognition of disgust, anger and sadness (mean 0.80+0.03)neeggnificant. The
main effect of collection or the interaction betwe@tiection and expression were not
significant. Planned comparisons for different emotiagressions suggested slightly
better recognition of disgust from TKK rather than E&llection (0.86+0.03vs.
0.7920.03; Fk25=5.15, p<0.04); however, this difference didn't reach exgd
significance leveld*=0.05/6=0.008).

To evaluate differences between individual TKK actar§ (actor) x 6 (expression)
repeated-measures ANOVA analysis was conducted. The fifaah @f actor was found
to be significant (F1052.38, p<0.045). Post-hoc analysis with Newman-Keuls test
showed the only significant difference to be that leemvactors MR (0.85+£0.03) and SP
(0.77+0.04). However, when results for fearful expressiaese ignored, contrast
analysis between these actors failed to reach signid&grecalculated mean scores
0.93+0.02vs.0.86+0.03). Fearful expression of actor SP was found to hecassful in

a later analysis (see below).
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Figure 7 Mean (z sem) recognition scores for different faegpressions from EF and TKK collections.
No differences between the collections were significgp>0.008). Ambiguous recognition level
(recognition score 0.6; confusion with one emotionjddated with a dashed line.

Naturalness

Thenaturalness ratefor different emotions were averaged over actois ¢ollection
(Figure 8) and analyzed with a 2 (collection) x 6 (expoggsirepeated-measures
ANOVA. In general, the EF stimuli were considered moagural than the TKK stimuli
(0.70+£0.06vs 0.58%0.06; [£2=28.51, p<0.0001). A significant main effect of expression
(Fs.10676.57, p<0.0001) indicated also differences between the mwsetions. Post-hoc
comparison with a Newman-Keuls test showed higher rlagss evaluations for
happiness (naturalness rate 0.83+0.04) than for other embtamml expressions (mean
0.60+0.06) and no significant differences between the laftee interaction between
collection and expression was not significant, suggestoughly equal difference

between the collections for all emotional expression

58



| mer I
08" I
1 | T
= I I [ l 1
; 06 T | I | I I I
% | | [ } | |

anger disgust fear happin. sadness surprise

Figure 8 Mean (+ semhaturalness ratesor different facial expressions from EF and TKK cdilecs.
Please refer to text for the description of significafféiences.

Differences between individual TKK actors were evaldateith a 6 (actor) x
6 (expression) repeated-measures ANOVA. The results shawgenificant main effect
of actor (F5,10~7.36, p<0.0001). Post-hoc comparison with a Newman-Kestsshowed
that actors KH (0.67+0.07) and MR (0.71+0.07) were evaluated hatigraficantly

more often than the remaining actors (mesia 0.52+0.05).

Confusions

Recognition scores for individual actors’ emotional daeixpressions were compared
to chance level threshold (score 0) with multiple tailed t-tests. The fearful facial
expression of TKK actor SP failed to exceed chancd $grificantly (recognition score
—0.03+0.15), indicating clearly that this expression wag€tceived as intended.
Consequently, recognition score results for fearful @sgions were removed from all
analyses unless stated otherwise. All other emotiac! expressions exceeded chance
with extremely strict significance level correctiqn=0.05/72=0.0007). Analysis of
emotion recognition ratesndicated that the only significantlya%0.05/6=0.008)
recognized emotion from SP fear was surprise (recognitita 0.57+0.11; 4,=5.16,
p<0.0001), while the recognition of fear (0.19+0.09) failed to hreaorrected
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significance level. Further comparison with one-tailedst confirmed that surprise was
recognized significantly more often than fear from SRBrftd expression §t=2.36,
p<0.015).

The mean recognition scores for basic expressions w@nmgared to ambiguous
recognition level (recognition score 0.6) with multipleeetailed t-tests (cf. Figure 7).
Because the interaction between collections and exprsssvasn’'t significant, the
results were averaged over all actors regardless odéctiolh. All other expressions
except fear (score 0.55+0.07) exceeded the ambiguous recognit&nsignificantly
(a°=0.05/6).

For evaluating the most common confusions characterigii different basic
expressionsegmotion recognition rate®f different emotions were averaged over all
actors. Most common confusions for different basic esgo@s,.e. non-target emotions
with the highest mean recognitioiates are presented in Table 3. All non-target
emotions not included in the table received mean recogmtes smaller than 0.10.
Recognitionratesfor the target emotions were compared to those of th& oommonly
confused emotions with one-tailed t-tests. Because #enmecognition scores of all
basic expressions except fear exceeded the ambiguous itiecotgvel, correction for
multiple comparisons wasn’'t considered necessary. Thaltseshowed that target
emotion was recognized significantly=0.05) more often than the most common
confusion with all basic expressions except fear, whlbm the most common confusion
was surprise. With fearful facial expressions, 95% cemnié interval for the difference
between emotion recognitiorates of fear and surprise ranged from —0.11 to 0.86
should be noted that even the upper confidence lirait,100-36%=64% of evaluators
not recognizing fear more often than surprise, reflects aiderable confusion. An
exploratory analysis on all actors without multipamparison correction showed that the
recognitionrate of fear exceeded that of surprise only with EF caltectactors CC
(mean difference 0.52+0.16;0t3.20, p<0.003) and JJ (0.43+0.165~R.63, p<0.008)
and TKK collection actor TV (0.52+0.1Lt4.69, p<0.0001).

! Calculated as * t5020) 0s = 0.13 + 2.09]0.11
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Basic expressio Target Confusion Difference

Fear 0.66+0.05 Surprise: 0.53+0.07  0.13#0.11
Disgust 0.88+0.02 Anger: 0.33x0.04  0.55+0.65
Sadness 0.85+0.03 Disgust: 0.11+0.03  0.74+0:06
Anger 0.88+0.03 Disgust: 0.10£0.02  0.78+0.064
Surprise 0.96+0.01 Fear: 0.13+0.03  0.83+0704
Happiness 1.00 Surprise: 0.03+0.01  0.96+0*01

Table 3 Mean emotion recognition rategt s.e.m.) for target emotions, the most commordgfased
emotions and their mean differences for different do&sipressions. Significant (p<0.008) differences
between target and the most commonly confused ematomarked with an asterisk (**").

Other factors

For analyzing whether the sex of subjects had any irdkien the recognition results,
a new analysis was conducted with a 2 (sex of subje2tjsex of actor) x 6 (expression)
mixed-design ANOVA. As a result, the main effect ofX's# subject” and all of its
interactions were non-significant. However, a sigaifit main effect of “sex of actor”
was observed (F+~16.00, p<0.0008), evident in that female actors received higéan
recognition scores than male actors (0.84+9902.76+0.03).

Correlations were tested between recognition scoesponse times, and TAS-20F
overall and factorial scores with Spearman’s cor@tatests (Table 4). The first TAS-
20F factor was considered to be of specific importancausecit is directly related to
difficulties in recognizing emotions [127]. A significanti40.05/5=0.01) negative
correlation was observed between response times amdgjnigon scores (r=-0.73,
t10=-6.25, p<0.0001). A significant positive correlation wasevibed between TAS-20F
factor-1 scores and response times (r=0.4572194, p<0.006). A slight but not
significant correlation between TAS-20F overall scoaesl response times was also
observed (r=0.31, p=1.91, p=0.06). The correlations betweensézond or third
alexithymia factor and recognition scores or response tiaikesl to reach significance
with significance levet=0.05.

Recognition scorg Response time
Recognition score - -0.7 *
TAS-20F -0.13 +0.31
TAS-20F F1 -0.25 +0.4 *
TAS-20F F2 -0.22 +0.26
TAS-20F F3 +0.16 -0.01

Table 4 Correlations between recognition scores, responsestiared TAS-20F overall and factorial
scores. Significant (p<0.01) correlations are marked avitasterisk (‘*").
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Discussion

The TKK and EF collections were compared by evaluatimgy overall recognition
and naturalness measurements. No significant differenae found between the
recognition of emotions from TKK and EF collections, swgjipg good overall
recognition of emotions from the TKK stimuli. As ampated, EF facial expressions
were considered more natural than TKK facial expressioms. result possibly reflected
a more tedious selection process for the EF collectior which “hundreds of
photographs were studied over a period of several ygafsintended basic emotions
were recognized above chance level from all TKK stinsutiept the fearful expression
of actor SP. When this unsuccessful expression wasolgft no significant overall
differences were observed between different actotkenTKK collection. On the other
hand, two actors (KH and MR) received higher overall r@édness rates than the
remaining TKK actors.

As expected, fearful expressions received the worst grpirfess the best scores. On
the other hand, the results for disgust didn’t diffgngicantly from the remaining facial
expressions. Analysis of recognition scores indicabad &ll basic expressions except
fear exceeded ambiguous recognition level (confusion witheomation) significantly.
The most common confusions, recognizing surprise fromfuleand anger from
disgusted facial expressions, and the virtual absencayot@nfusions with happiness
replicated the results from earlier studies [3, 4, 16,2P9,p. 266, 38]. Notably, the
results suggested that most of the fearful facial espres were actually perceived as
blends of fear and surprise. The confusion between dedr surprise is probably
explained by physical similarities between them. Theduprototypes for fear and
surprise (Appendix B) resembled each other on three famals: brows (AU1+2+4 for
fear vs. AU1+2 for surprise), eyes (AU5+Vs. AU5) and mouth (AU20+25+27s.
AU25+26/27). The brow and eye area activations for thefuledacial expression
prototype are especially difficult to pose and failures rpayduce facial activations
prototypical to surprise. This was evident with the feaekpression of TKK actor SP,
which was perceived more surprised than fearful. The FAG&ing for this facial
expression (Appendix C) confirms that its brow (AU1D+2Dy eye (AU5B) activations
were closer to the surprised rather than the fearaibpype.
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The perception of fearful facial expression as a blehéear and surprise differs
clearly from the results of two earlier rating stsdveith EF stimuli [5, 19]. In the study
of Ekman and co-workers [5], over 95% of subjects rategetaemotions at least one
point higher than all other emotions on a 7-step scalanbther study [19], surprise
received consistently the second highest rating fofukacial expressions, but it was
almost always rated lower than fear and equal ratiefwden fear and surprisever
occurred [37: p. 274]. The differences between the presehnthe earlier studies can't be
due to a non-representative selection of EF stimulgabge the used stimuli were
recognized well in an original forced-choice evaluatiotudg. Two plausible
explanations for the observed result are suggested.ofiest because all subjects were
Finnish, the results could reflect cultural differenaeshe evaluation of emotions. For
example in a rating study by Matsumoto and Ekman [155],néseasubjects made a
similar confusion between fear and surprise as was aab@mnthe present study whereas
American subjects recognized fear unambiguously. Alterglgtithe results could reflect
differences between the rating scales used in therrasd earlier rating studies (cf.
Chapter 2.1). Unlike earlier studies using intensity evalnatanging from none to
strong emotion, the present study used agreement evalwétiom fixed middle-point
(the "uncertain" rating). For example, the preseniesaacluded only three positive
response choices (ratings higher than uncertainty) eslsel 7-step intensity scale
beginning from nil intensity in a study by Ekmanal [19] contained 6 positive choices.
Respectively, the used scale might have failed toidigtate subtle intensity differences
between fear and surprise. However, even if this werectse, differences in the
recognition of fear and surprise from fearful faces vadr@ously small.

No significant effects related to the sex of subjeatse found in this study. However,
the recognition of emotions was found to be more distia from female than from male
actors. This result could reflect either that femad®ors are in general more proficient in
posing emotions or that the perception of sex interatth the perception of emotional
facial expressions. Which one of these alternativesuis is out of the scope of this
thesis.
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A negative correlation between response times and reangsitores was observed.
This result could indicate that the level of subjeasiotion recognition skills was
inversely related to their required evaluation times. rAively, it could be that the
more evaluation time was used, the more unintended embte&atares were perceived.
The fact that response times were correlated alsb thig first TAS-20 alexithymia
factor, related specifically to difficulties in recogmgi emotions, gives support to the
former explanation. On the other hand, it is true ttatrelation between the first
alexithymia factor and the actual recognition scoresdaidereach significance. The fact
that emotion recognition difficulties were relatedésponse times but not to recognition
scores could be due to the rather easy task of evajuataggerated posed emotions.

3.3 Talking heads comparison study (study II)

Figure 9 Emotional facial expression animations by Miralab (up) &mage Coding Group (down). The
intended facial expressions from left to right are:trauanger, disgust, fear, happiness, sadness and
surprise.

Recognition and naturalness evaluations of basic expnssimm TKK talking head
(Chapter 2.3) were compared to those of two other anihtatieing heads with a full set
of six basic emotions (Figure 9) provided by MIRALab, Uniugrsof Geneva,
Switzerland [156] (“ML”) and by Image Coding Group, Linkdpinguiersity [157]
whose animations utilized facial animation engine fromdement of Communications,
Computer and Systems Science, University of Genovg, [t&B] (“ICG/DIST”). Video
sequences obtained from a real person were used asl stintrdi.
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All of the evaluated talking heads were based on parametmimation (cf.
Chapter 2.3.2). On the other hand, high-level facial egmes of each head were based
on a different model: the expression prototypes for TEKing head were derived from
literature (Chapter 2.3, Appendix B), ML facial animatiovere designed by an artist on
the basis of pictures and video clips taken from rearad156], and the ICG/DIST
facial animations were created by motion-tracking MPE39] compliant markers on
the faces of actors [157, 159]. The talking heads differ afsgsome other details. The
ML and ICG/DIST models were based on MPEG-4 standardesbethe TKK facial
animation model was based on FACS. This should, howkage a negligible effect on
the quality of facial animations as MPEG-4 standard pgbke of animating most of the
FACS action units [31, 139]. ML and ICG/DIST facial animas contained rigid whole-
head movements, those of TKK did not. ICG/DIST faomvements were driven by
motion-tracked real facial movements and the ML faaaimations contained
customized linear transitions from neutral to emotidaaial displays [156]. In contrast
to ICG/DIST talking head, both TKK and ML heads corgdira realistic facial texture
superimposed on the general face model. In ICG/DIST heddw-resolution facial
model was used without additional texture for creatirfgcial expression model with
low computational demands.

The emotional facial expressions of ML talking head h&veeen evaluated earlier.
With ICG/DIST facial animations, the recognition of @ions from the human actors
and their motion-tracking based facial animations has le@luated in a study with
more than 100 subjects [157, 159]. The results showed thatCQBéDIST facial
animations were recognized clearly worse from the ammsatthan from the original
faces from which they were motion-tracked from.

The hypothesis was that emotional facial expressianddibe recognized worse from
all the evaluated talking heads than from the human athis.is a justified expectation
because all of the talking heads aimed for realisticaogerated facial expressions on
one hand but on the other hand lacked important finelsletaithe face such as skin
wrinkling. The overall recognition level of all animatedking heads was compared to
chance and ambiguous recognition levels. The hypothesis atahéhrecognition would
exceed chance level with all of the evaluated talkiegdss. It was expected that TKK
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emotional facial animations would be recognized betteresatlated more natural than
ICG/DIST animations because of the lower resolutiontardack of facial texture in the
latter. Because of their low intensity, TKK animagowere expected to be recognized
worse than those of ML head. In addition, the lattas expected to be evaluated as more
natural because of the rigid head movement model, romplex facial expression

dynamics and the overall emphasis on visual appearance.

Methods

Research methods follow those described in Chapter 2iétbhhanges and additions

defined here.

Stimuli

Stimuli were 24 short (1-2 s) video sequences of six bagiressions. Four sets of
stimuli were prepared, each containing the six expres$ions one source. One set of
expressions contained items from a real human actiief$ KH) selected from the TKK
collection (Chapter 2.3); other three sets containednaeid talking head facial
expression provided by TKK (Chapter 2.3), ML [156] and ICG/DI[&%7, 158]. All
stimuli were resized to a resolution of 2880 pixels (10 cnmx12 cm on the screen) and
scaled so that the face was approximately of the semménseach stimuli set. Each video

sequence showed the expression from neutral face to aiopat@pex.

Subjects

Subjects were 12 employees at the Laboratory of Compughtingineering, Helsinki
University of Technology, who participated in the expentr&s volunteers. All subjects
had either normal or corrected-to-normal vision.
Error correction

As a result of error correction, no modifications &venade on any emotional or

naturalness ratings.
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Results

Recognition accuracy

Mean recognition scores for the evaluated stimulus sptled over facial
expressions, are shown in Figure 10. A repeated-measure¥ AN@licated that the
differences between stimulus sets were significapts(E 43.82, p<0.0001). Post-hoc
analysis with Newman-Keuls test showed that ICG/DIgmotional animations
(0.11+0.12; mean = s.e.m.) were recognized significantly wtraa those of TKK
(0.65+0.08) and ML (0.59+0.05) talking heads. The difference letwWwekKK and ML
talking heads failed to reach significance. The ML feafdalal animation was found to
be unsuccessful in later analysis (see below), whicitddoave produced unrealistically
low mean results for the ML head. Contrast analysisved that the difference between
TKK and ML heads remained non-significant when the fédgcial expressions were
ignored (0.66£0.10vs. 0.77+0.06; k1;=1.69, p=0.22). However, the upper 95%
confidence limit for the mean recognition score diffeeebetween ML and TKK heads
(0.11+0.09) was rather high (0’31Emotions were recognized significantly better from
the real actor KH (0.94+0.03) than from any of the talkiagds.
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Figure 10 Mean recognition scores (+ sem) for different stimusess. Chance level corresponds to
horizontal axis. Ambiguous recognition level (score Os@narked with dotted line. Please refer to text for
the description of significant differences.

! Calculated as * too11) Os = 0.11 + 2.2@0.09 = 0.31.
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Naturalness

Mean naturalness ratesfor facial stimulus sets are shown in Figure 11. A
repeated-measures ANOVA revealed significant differermste/een the stimulus sets
(Fs,33= 26.95, p<0.0001). Post-hoc comparison with Newman-Keulshested that the
ICG/DIST stimuli (0.13+0.05) were evaluated natural lessrothan those of the other
sets, and that the TKK stimuli (0.33+£0.09) were evaluatgdral less often than those of
the ML talking head (0.78+0.04) and the actor KH (0.82+0.07).uidatess rates
between the last two didn’t differ significantly.
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Figure 11 Meannaturalness rategt sem) for different stimulus sets. Please reféexofor the description
of significant differences.

Confusions

Mean recognition scores (over individual facial animag)oof stimulus sets (Figure
10) were compared to chance level (recognition scoret@)multiple one-tailed t-tests.
As a result, all stimulus sets except ICG/DIST excdedmnce significantlya{=0.05/4).
The upper 95% confidence limit for ICG/DIST was 0.33timulus sets other than
ICG/DIST were compared to ambiguous recognition level é0d8). The only stimulus
set exceeding this level significantly€£0.05/3) was that of the human actor KH.

For exploring the recognition of emotions from indivitldacial expressions and
animations, their recognition scores were comparedaocae level (recognition score 0)

with multiple one-tailed t-tests without correctiorr foultiple comparisons. The results

! Calculated as * toog11) Os = 0.11 + 2.200.12 = 0.37.
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showed that ICG/DIST angry (-0£0.25), disgusted (-0.3B.19) and fearful
(-0.63t0.17) facial animations and ML fearful (-08821) facial animation failed to
exceed chance level significantly. Upper 95% confidence ias 0.49 for the first of
these animations and below 0.14 with each of the remaimimgaéions, indicating at
best poor recognition falling below the ambiguous recognitemellwith all of them.
Further analysis oemotion recognition ratesuggested that ICG/DIST angry facial
animation produced roughly similaniates both for anger and disgust (meaates
0.42£0.16 vs 0.25:0.14). ICG/DIST disgusted facial animation was recognizedyangr
more often than disgusted (0£8815vs.0.08:0.09; t,=1.91, p<0.04), fearful animation
was confused similarly with sadness (&@26 vs. 0.00; §,=2.80, p<0.01) and ML
fearful facial animation with surprise (08209vs.0.33t0.15; 4,=3.02, p<0.006).

Discussion

The overall recognition and naturalness of TKK emotidaaial animations were
compared to those of two other parametric talking heaubk ta emotional facial
expressions of a skilled human actor. The recogniticenadtions failed to reach that of
the human actor with any of the talking heads. Naturtdig, result can’t be generalized
directly to all parametric talking heads because onlyethatking heads were evaluated.
Tentatively, the results suggest that more detailed nmudelf facial musculature and
facial skin than that provided by parametric animation eessary for producing realistic
emotional facial expressions.

Results showed that the overall recognition of emotexteeded chance level with
ML and TKK talking heads but not with ICG/DIST head.giy disgusted and fearful
ICG/DIST animations were found to be quite unsucceskiuan ideal case, emotions
should be recognized as well from motion-driven animatiaasfrom the natural
expressions on the basis of them. However, worse rpeface of motion-driven
animations was noted already in the original ICG/DISalgation study [159]. This was
suggested partly to be due to the fact that it wasn’'t pessibtrack upper and lower

eyelid movements, which may be important for some aematifacial expressions.

! Calculated &S % tpof11) Os = -0.067 + 2.20[0.253< 0.49 and %+ thof11) Os = -0.33 + 2.2010.21 < 0.14.
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However, also other emotionally salient areas wergted, such as skin area below
lower eyelids, cheeks and skin adjacent to hf&k 31, 33]. In the motion-tracking, 27
markers were placed on mouth and eye brows. Successtiing of emotional facial
expressions would require more markers on additionaltitnes than those used with
ICG/DIST facial animations. Analysis of individual facanimations indicated that ML
fearful animation wasn't recognized successfully. Thet fdnat ML fearful facial
animation was actually perceived surprised instead of fearidérlines the importance
of evaluating facial animations of talking heads in anpeadeent evaluation study.

Comparison of TKK talking head to the other talking heads of main interest in
this study. As expected, TKK facial animations were ga@ed better and evaluated
more natural than ICG/DIST animations. The ML talkirggath was selected to this study
as representing a parametric talking head with reabstit carefully designed emotional
facial animations. Respectively, comparison betweénalld TKK heads was of special
interest. Contrary to expectation, no significanfedénces were observed, suggesting
that TKK emotional facial animations were recognizemsomably well. However, better
performance of ML talking head couldn’t be ruled out ety when results from its
unsuccessful fearful animation were ignored.

Although the overall recognition results didn’t diffeignificantly between TKK and
ML talking heads, the latter was evaluated more natlifas difference may have been
mainly due to the used modeling approach: a bottom-up procedsed bn predefined
FACS prototypes was used with TKK animations whereasMheanimations were
modeled top-down based on existing photographs and with ahasmepon esthetical
appearance. Plausibly, the ML facial animations werduated more natural also
because they contained rigid head movements and Igliglire complex movement
dynamics. This suggests that rigid head movements angr sithple facial expression
dynamics can be used to improve the perceived naturalokessmotional facial
animations.

In conclusion, the results of this study indicate ijethat TKK animations were in
general recognized above chance and better than thos&MIET talking head. The

! Note that the MPEG-4 standard [160] itself doesn't includéffanimation parameters for the movement of skin
adjacent to nose (“nose wrinkling”).
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results also gave tentative evidence on that TKK ammsitwere recognized as well as
those of ML talking head. Closer inspection of results ssiggethat all individual TKK
animations were recognized above chance level. How&esause significance level
correction for multiple comparisons wasn’t used irstheomparisons, some animations
could have exceeded chance level due to inflated type-1 et®r Respectively, to
confirm the results of individual TKK animations, an atbshal evaluation with a larger

subject sample is necessary. This is provided in studZHapter 4.1).
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4 ROLE OF MOTION IN RECOGNIZING BASIC
EXPRESSIONS

Several studies have found that motion facilitates rdcognition ofidentity from
facial images, but only when they have been degraded, .gojurring, inverting,
pixelating or showing them as negatives [87, 89, 91, 161]uggested earlier (Chapter
1.4), it is reasonable, although not trivial, to expeat the same would apply also to the
recognition of emotions. This is the main hypothesis studin the two experiments
presented here. Wehrd al [6], who used synthetic three dimensional facial exprass
as stimuli, suggested that dynamics improves the recogruticemotions from facial
expressions. However, because natural facial stimetewot used as controls in this
experiment, it is not clear whether the effects wapecific only for synthetic stimuli.
Motion effect might be obtained using typical synthesifacks lacking fine spatial
details, but not with non-degraded natural facial stimidi.confirm this, recognition of
static and dynamic natural and synthetic stimuli waslisd in the same experiment
(Chapter 4.1). The main hypothesis was studied in thendeexperiment (Chapter 4.2)

with static and dynamic natural faces, blurred to diffeextent.

4.1 Motion and animated basic expressions (study Il 1)

The effect of motion on the recognition and evaluatddratness of emotions from
synthetic and posed natural stimuli was studied. Syntegtmuli were facial animations
generated with TKK talking head (Chapter 2.3.2) and naturaubtwere posed facial
expressions selected from CK collection [39] and recordedifgadly for this study.
Facial expressions selected from EF [5] collection wesed as controls. The hypothesis
was that the effect of dynamics would occur only wightketic stimuli, because of the
low intensity and the lack of fine spatial details oa thlking head. It was expected that
dynamics would facilitate the recognition of emotidmst not increase their naturalness.

Recognition of emotions from individual TKK facial animat® with and without
additional facial texture, was studied to complemergulte from the preceding

! Note that the TKK collection (Chapter 2.3.1) wasn't usmtause this study was conducted before the TKK
collection was recorded.
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evaluation study (Chapter 3.3). In the preceding evaluabiegrall recognition level was
found to exceed chance level and to equal that of a-guoality talking head [156];
however, individual facial animations weren't studieddetail. The hypothesis of the
present study was that the recognition of emotionseglscehance level with all facial
animations. The worse recognition results of all tagkheads in comparison to human
actor observed in the preceding study suggests pronouncedsioosfibetween basic
expressions in synthetic emotional facial expressitins.expected that such confusions
would be especially evident with the fearful and disgu3t€H animations because of
the typical confusions between disgust and anger onrteéhand and fear and surprise
on the other (Chapter 1.1). In the preceding study, fieetedf facial texture couldn’t be
evaluated because of other differences between theagedltalking heads. In the present
study, it was expected that additional facial texture woulctease the perceived
naturalness of facial animations, but not affect dmgnition of emotions.

Methods

Research methods follow those described in Chapter 2kétbhhanges and additions
defined here.

Subjects

Subjects were 55 university students (37 males, 18 females; 26a290ld) from the
Helsinki University of Technology (TKK) who participatedthe experiment as a part of
their studies. All subjects had either normal or atigé vision. All subjects were native
speakers of Finnish.

The subjects were asked to fill TAS-20F self-report questioe [127] measuring
alexithymic personality trait [128], defined as having diffiestiin expressing and
experiencing emotions. The TAS-20F scores or sub-scoresitgpécts did not differ
statistically from the reference values of Finnisipylation [129].

Stimuli

In total, the stimuli contained 8 static and 6 dynaneits ©f six basic expressions:
two static/dynamic sets of synthetic stimuli, fouatgfdynamic sets of natural stimuli
and two static sets of control stimuli. Dynamic ssastained short (mean 0.8 s, range
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0.4-1.1 s) video sequences (25 frames per second) showingsiidrafrom a neutral to
emotional expression. Static sets contained eithiginal picture material or — if the
originals were video sequences — pictures created by isgletie last frame from
corresponding video sequences. The synthetic facial €sipres were facial animations
selected from TKK talking head (TH) (Chapter 2.3.2). Theunaé facial expressions
were posed by human actors and either selected froningxtllections or recorded
specifically for this study. The TH basic expression grgtes (Appendix B) were used
as references for selecting and posing the naturallstimu

Two static/dynamic sets were selected from the Cohma#a (CK) collection [39]
(tems 11-001, 11-004, 11-005, 14-002, 65-002 and 65-004; 14-004, 65-003, 66-001, 66-
003, 71-002 and 71-004). An original FACS coding of the CK matedalwged to select
such stimuli that resembled the intended prototypedosglyg as possible. Since it was
not possible to find a suitable full set of all basico&ions from any single actor, stimuli
were selected from various actors. Consequently, tbesets contained stimuli from a
total of five different actors. Two static/dynamic ssetere recorded in TKK, both sets
containing stimuli from one actor. The actors (initidks and VK) were certified FACS
coders [162] trained in controlling facial muscles asged with FACS Action Units.
The posed facial expressions were based on the TH égiedssion prototypes. Because
the CK and TKK stimuli hadn’t been evaluated by naiveenless before, stimuli from
Ekman-Friesen (EF) collection [5] served as control wiimlwo static sets were
selected, both sets containing pictures from one aitéong 1-04, 1-05, 1-14, 1-23, 1-30,
2-11 and 2-18 from actor MO; 2-05, 2-12, 2-16, 3-01, 3-11, 3-16 and 5-O6aftton
WEF). These items were selected on the basis of ga@odjmé&ion accuracy (88-100%) in
the original EF evaluation study [5]. Two static/dynarsets were selected from TH:
textured and non-textured (Figure 6). These two versions identical except that in the
textured version a photograph of a real face (the TKkradK) was mapped on the
surface of the talking head (cf. Figure 5). The stimulze svas either 22 cm x
17 cm (CK and TKK sets) or 14 cm x 20 cm (EF and TH sets)
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Procedure

The subjects were distributed randomly into two groups, lwhiere shown either
static or dynamic stimuli sets. As an exception,dtia¢ic EF sets served as control stimuli
for both groups. In addition to other emotional expressitines static group evaluated
also neutral faces showing no emotiongo equalize sample sizes, one subject’s data
were removed from the first group. The subject withrtieest deviant mean recognition
score was selected. Consequently, both groups containedj2¢étsy18 male, 9 female,
mean age 23 years). Group 1 saw 8 static sets of 7 @@aéssions (six emotional
expressions and neutral face) whereas group 2 saw 6 dysatsiand 2 static sets of 6
facial expressions (emotional expressions). The TASe20es or sub-scores did not
differ significantly between the two groups.

Error correction

Error correction was conducted separately for the twaest groups. As a result, a
maximum of one emotional rating was changed in the afaiadividual subjects in the
group 1 (the mean number of changes was 0.2 ratings pectwnjd a maximum of two

ratings in the group 2 (mean 0.2). No naturalness ratings mvedified in either group.

Results

The effect of dynamics

A mixed-design ANOVA was used in evaluating the signifieaatfactors dynamics
(static, dynamic), source (posed, synthetic) and expregsix basic expressions) in the
recognition of emotional facial expressions and theinadness evaluations. The CK and
TKK sets were pooled together as the posed source (ERovascluded as it contained
only static stimuli), and the textured and non-texturgcial animations were pooled
together as the synthetic source. Analysis of natesalrrates showed no significant
results for dynamics main effect or its interactiossggesting that dynamics had no
influence on the perceived naturalness. Figure 12 showseha recognition scores for
static and dynamic posed and synthetic facial expresdiymamics clearly improved
the recognition of synthetic, but not natural facessignificant dynamics x source

! Note that results for neutral faces aren’t descriigrd. Description of these results can be found in [163].
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interaction (k5=32.45, p<0.0001) supported this observation. Analysis of siaffdets
confirmed that the interaction was due to the signifigafu“=0.05/2) better recognition
of dynamic rather than static synthetic faces (meae.m. 0.67+0.0¥s. 0.41+0.04;
F1,57=25.90, p<0.0001), whereas the difference between the recoguiitaynamic and
static posed stimuli was not significant (0.82+0\320.83+£0.02). The synthetic facial
expressions were recognized significantly worse than dpases both from static
(F157=160.61, p<0.0001) and dynamig (=21.328, p<0.0001) stimuli.
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Figure 12 Mean recognition scores (+ sem) for static and dyoaymthetic (TH sets) and posed (CK and
TKK sets) emotional facial expressions. Asterisk (ififlicates a significant (p<0.025) difference between
static and dynamic scores. The dashed line indicataa¢ha recognition score (+ sem; the shaded region)
of the control stimuli (EF sets).

Figure 13 shows recognition scores for static and dynamstowes of the six synthetic
facial expressions. Dynamics apparently improved the rewogrof angry, disgusted
and happy facial expressions. ANOVA revealed a significhmamics x expression
interaction for the synthetic stimuli {ks7=11.58, p<0.0001). Further analysis of simple
effects confirmed the significantlya¥0.05/6=0.008) better recognition of dynamic
rather than static expressions of anger (0.69+0.09 vs. 01M#8,5~=18.60, p<0.0001)
and disgust (0.69+0.08 vs. —-0.19+0.13;5F32.35, p<0.0001). The difference with
happiness failed to reach corrected significance leve8440.05 vs. 0.60+0.09;
F157-5.08, p=0.03). A further analysis of recognition scores witle-tailed t-tests
showed that dynamic angeryst7.29, p<0.0001) and disgustz9.10, p<0.0001)
exceeded chance recognition level (score 0) significgofly0.05/4) whereas the static

versions failed to do so.
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Figure 13 Recognition scores (+ sem) for static and dynawitheticexpressions. Asterisk (*') indicates
significant difference (p<0.008). The dashed line denatelsiguous recognition level (score 0.6).

Because the stimulus presentation and response timer'inantrolled, it is possible
although unlikely that the dynamics effect on recognisoares could have been due to
the fact that group 2 used more time evaluating the stifolevaluate this hypothesis,
the response times were analyzed with a mixed-desigo\WNwith factors dynamics,
source (posed, synthetic) and expression. There wesgniicant interactions between
dynamics and other factors. A significant dynamics nmeffect indicated that the
response times were significantly longer for dynamibeathan static stimuli (4.4+0.3 s
vs. 3.52£0.2 s; [£5=8.39, p<0.006). Plausibly, response times were longer fornagna
stimuli in comparison to constantly presented statraudtibecause subjects preferred to
watch at least one full repetition of a video sequene®rb giving their answer.
Importantly, the response latencies were significaltthger for dynamic stimuli both
with posed (4.20.3 svs. 3.3t0.2 s; k5=9.05, p<0.005) and synthetic (£#0®B3 svs.
3.740.2 s; k57~8.90, p<0.005) facial expressions. This indicates that terb
recognition of dynamic over static synthetic stimuutdn’t have been due only to
longer response times, because then a similar effextld have been evident also with

posed stimuli.
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Stimulus source differences

A mixed-design ANOVA with factors group (subject groups 1 andn2l) source (EF,
CK, TKK and TH sets) for recognition scores was usetbtdirm that the overall results
weren’t influenced by differences between stimulus sowtssbject groups. The results
are shown in Figure 14. The main effect for source wegsifgiant (Fz156=80.76,
p<0.0001). A post-hoc analysis with Newman-Keuls test skothat TH recognition
scores (0.54+0.03) were significantly below those of osberrces (mean 0.83+0.01) and
that differences between the last weren't significémiportantly, no significant overall
differences were observed between EF control stiamdi CK and TKK stimuli selected
for this study.

The group x source interaction was significant;6614.88, p<0.0001), however the
recognition scores between groups differed significantfy(.05/4=0.013) only with
TH. This result is equal to the observed dynamics efféth synthetic (TH) stimuli,
because the first group saw static and the second dyrsimiuli with the exception of
static EF stimuli that were used as controls with botlugs. A slight difference between
groups was observed also with the control stimuli, whichwever failed to reach
corrected significance level (0.79+0.08. 0.86+0.01; k5=5.39, p=0.02). To evaluate
whether this effect could nevertheless have explainedbserved difference between
static and dynamic TH stimuli, the difference betwegnup 1 and group 2 was
compared between EF and TH sets. The result was s@mifi indicating that the
difference between first and second groups was largdr Wi than with EF sets
(F157=27.73, p<0.0001). Consequently, any general group-related recoghitenences
were negligible in relation to the dynamics effecsetved with TH.

Naturalness rates for natural stimuli sources were etemluaith a mixed-design
ANOVA with factors group (group 1 and 2) and source (EF,aDH TKK). The results
showed a significant main effect of source ;J7=59.69, p<0.0001) Post-hoc analysis
with Newman-Keuls test indicated that EF sets (0.83+0aM@2¢ evaluated more natural
than CK sets (0.59£0.04), which were evaluated more nahanalfKK sets (0.50+0.04).
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Figure 14 Recognition scores (+ sem) for the different subjeotips evaluating stimuli from different
stimulus sources. Note that group 1 saw only static emgpbd only dynamic stimuli with the exception of
EF stimuli that were always static. Asterisk (‘*") indtes significant (p<0.008) difference.

TKK talking head evaluation

Recognition scores for individual non-textured TH facmih@tions were compared
to chance (score 0) and ambiguous recognition (score @@)tleresholds with one-
tailed t-tests. Only the non-textured animations werduated because the effect of
facial texture was studied separately (see below). Wlitexpressions except anger and
disgust, results were pooled over static and dynamicubtibecause no significant
differences were observed between them. With anger &@glusd, only the better
recognized dynamic stimuli were considered. The reshtisved that all emotional facial
animations were recognized significantt/<0.05/6=0.008) above chance level. On the
contrary, the ambiguous level was exceeded significantiywith surprised (0.840.05;
t53=5.35, p<0.0001) animation.

For evaluating confusions common to different TKK facalimations,emotion
recognition rateswere compared between target and the most commonlgnieed
unintended emotions with several two-tailed t-tests. Moshmon confusions and all
secondary confusions with recognitioates above 0.10 are shown in Table 5. As in
preceding analysis, only the results of dynamic stimwelie considered with angry and
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disgusted animations whereas results were pooled oviir atad dynamic with the
remaining animations. Because the analysis of recognitores had already confirmed
that surprise exceeded ambiguous recognition level, neulgpimparison correction
considered only the remaining animation§=0.05/5=0.01). The results showed that
target emotions were recognized significantly morenoftean most commonly confused
emotions with all other facial expressions except,feath whom surprise received
higher recognitiomatesthan fear @=2.60, p<0.008).

Animated expressiol Target Confusion Difference 2nd confusion

Fear 0.45+0.07 Surprise: 0.73+0.06 -0.25+0.09

Sadness 0.65+0.06 Fear: 0.27+0.06 0.38+0.11 Surprise: 0.15+0.05
Disgust 0.67+0.09 Anger: 0.26+0.09 0.41+0.14

Happiness 0.75+0.06  Surprise: 0.13+0.05 0.62+0.09 Fear: 0.11+0.04
Anger 0.78+0.08 Surprise: 0.11+0.06 0.67+0.13

Surprise 0.93+0.04 Happin.: 0.20+0.05 0.73+0.08

Table 5 Mean emotion recognition rategt s.e.m.) for target emotions, most commonly caeduson-
target emotions and their mean differences for diffetssic expressions of TH. Last column shows
secondary confusions (“2nd confusion”) exceeding recognitite 0.10. The results are calculated from
the non-textured condition only. All differences aigngicant (p<0.01).

Textured vs. non-textured facial animations

The effect of facial texture on the TH recognition esoand naturalness evaluations
were analyzed with a mixed-design ANOVA with factors awics, texture (non-
textured, textured) and expression (six basic expressignsignificant main effect for
texture indicated that the TH was evaluated more natitialfacial texture than without
it (0.61£0.03vs. 0.53+0.04; ks5=4.57, p<0.04). The texture didn’'t have significant
interactions with other factors.

With recognition scores, a significant interaction kedw texture and expression
(Fs.26672.69, p<0.03) showed that the texture effect differed detwindividual
expressions. The further interaction between dynangure and expression was not
significant. The recognition scores for textured and-textured TH facial animations,
pooled over static and dynamic stimuli, are shown in Fidire Analysis of simple
effects showed that facial texture increased the redogndf fearful (0.53+0.08vs.
0.26+0.09; ks:=7.66, p<0.008) facial expression significantly=0.05/6=0.008). A
slight decrease in texturegs. non-textured sad facial expression was also observed,

which however didn't reach corrected significance le(@50+0.08 vs. 0.73+0.06;
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F1576.98, p=0.01) Emotion recognition ratefor all emotions from texturess. non-
textured THfearful expression were studied for evaluating the effect xtite on the
recognition of individual emotions further. It was expedteat the main changes would
occur due to increased recognition of fear, the targetiem or decreased recognition of
surprise, the most often confused emotion. Comparisotis o one-tailed t-tests
showed significantly o(=0.05/2) decreased recognition of surprise (0.54+0v87
0.72+0.06, 4,=2.33, p<0.012) but failed to show significant increase imebegnition of
fear (0.56+0.0%5s.0.46+0.07). Analysis of the remaining emotions with twoethit-tests
showed no significantf=0.05/4) changes.
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Figure 15 Mean recognition scores (£ sem) for the textured andtexinred TH facial animations.
Asterisk (‘*") indicates significant (p<0.008) differences.

For studying whether texture had any general effects orrdtegnition of basic
emotions, meaemotion recognition ratewere calculated for all basic emotions so that
those facial animations were ignored where a considaretion was either target or a
commonly confused emotion (Table 5). The results, pregent&igure 16, depict the
recognition of each basic emotion from facial animatiamsepresentative of it.
A repeated-measures ANOVA with factors texture (nomdied, textured) and emotion
(six evaluated emotions) was used to analyze these geseoghitionrates The results
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showed a significant interaction between texture amdten (F265=9.93, p<0.0001).
Analysis of simple effects indicated that disgust (0.0d%@s. 0; F 55=7.89, p<0.007)
and fear (0.23+0.08s.0.06+0.02; k55=26.27, p<0.0001) were recognized significantly
(a°=0.05/6=0.008) more often from textured rather than non-tectumnimations.
Plausibly, the less common recognition of surprise fileenfearful animation (see above)
was caused by the generally increased perception of feaittetextured talking head.
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Figure 16 The effect of texture on the general recognition ofed#ht basic emotions. The results are
shown as meaemotion recognition rate§t sem) for different basic emotions, calculated ofaaial
animations unrepresentative of them. Asterisk (") atexs significant (p<0.008) differences.
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Discussion

Recognition of static and dynamic stimuli was comparedh bath synthetic facial
animations and natural posed facial expressions. A gignifidifference was observed in
favor of the dynamic stimuli in the recognition of angmyd disgusted synthetic facial
expressions, supporting Wehrle and coworkers’ [6] eamisult with synthetic stimuli.
The drastic recognition difference between dynamic stadic facial expressions is
noteworthy, because the dynamics was implementedtaightforward linear transition
from a neutral face to the emotional apex, which idastical with the static expression.
No significant difference between static and dynamioudt was found with the posed
facial expressions. The results are congruent withirtii@l hypothesis that dynamics
facilitates only the recognition of otherwise poorly rgaized static stimuli. As already
shown in the previous evaluation study (Chapter 3.3), syathEK talking head stimuli
were in general recognized worse than posed stimulic&tagry and disgusted facial
animations in particular were recognized at chance |8mlilarly, worse recognition of
synthetic in comparison to posed stimuli was observeédeiprevious evaluation with the
two other parametric talking heads and in the study by Wedtrkd [6]. The worse
recognition of synthetic facial expressions in compartsonmatural ones was expected to
be due to the lack of detailed static features, suchadstic skin wrinkling and bulging.
As typical parametric talking heads, the TKK tatkihead used in this study contained
only facial movements and lacked wrinkles, bulges andf texture changes. Similarly,
the synthetic model used by Wehekal utilized two-dimensional line drawings with a
simple facial expression model but without static fesgur

It is likely that TKK facial animations were recogniaedrse than posed ones because
of their lower intensity in addition to their lack qfagial detail. Because the intensity and
spatial accuracy of real faces weren't controllethis study, it isn’t possible to separate
their effects on the results. It appears justifie@xtpect that a dynamics effect would be
evident also with real faces if their intensities wieng or if their spatial accuracy were
degraded. The effect of dynamics for extremely subdmlf@xpressions was observed in
a recent study by Ambadat al [96]. In their study, video sequences were selected from
the CK collection [39] and clipped to show only 3-6 firstao frames from the transition
between neutral and emotional faces. The latter clairstudied further in the next
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chapter of this thesis and is supportedy, by an earlier study where moving points
extracted from posed facial expressions were recogniziéer ltean similar still point-
light presentations [164].

Further evaluation of TKK talking head confirmed thateafiotional facial animations
were recognized above chance level; however, recogmifianger and disgust exceeded
chance only with dynamic facial animations. Ambiguous ge¢®n level was exceeded
only by surprised facial animation. Although recognition sson general failed to
exceed the ambiguous recognition level depicting confusioh wite unintended
emotion, a more detailed analysisemhotion recognition rateshowed that the intended
target emotion was recognized more often than othetiensowith all facial animations
except fear, which was perceived as surprised. This confusisrsimilar to but stronger
than that observed with well-recognized basic expressjpzsed by human actors
(Chapter 3.2). The apparent conflict between recognitionresandemotion recognition
rate results is explained by the fact that, unlike the latter,former considers how often
the target emotion is in general recognized (cf. Chap2@r @n the contrary, comparison
betweenemotion recognition ratesf target and non-target emotions fails to consider
whether the target emotion itself is recognized ofteough.

Superimposing facial texture on a talking head increasepeitseived naturalness.
Unlike expected, the texture also improved the recognitidaawful facial animation by
reducing the confusion between fear and surprise. A claspection showed that the
effect of facial texture was more general in thahd@reased the recognition of fear also
from such facial animations that were not represesatatf fear. It is suggested here that
the increased recognition of fear was due to changedasbrietween eyes and facial
surface caused by the texture. The same eye model wabatbewith textured and non-
textured talking heads, whereas the facial texture waseappadarker than the original
mesh. It is possible that the white sclera of eyes mare pronounced in the talking head
with than without facial texture, creating an increased agmee of a fearful facial

expression.
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4.2 Motion and low-pass filtered posed basic expres  sions
(study 1V)

The previous study (Chapter 4.1) showed that dynamicstéded the recognition of
emotions from synthetic but not from real facesislbbvious that the strength of this
conclusion depends on how realistic synthetic stirandi — the results for real and
synthetic stimuli would naturally be indistinguishable frazach other if the latter
resembled the former closely enough. It was suggestedhthiais study and the earlier
study by Wehrle and co-workers [6], dynamics improved theogeition of only
synthetic stimuli because they lacked some details presen real faces. A
methodological problem in the previous study was thatiditian to the spatial accuracy,
also other factors, especially the intensity of fa@apressions and the movement
dynamics (lineaws. natural motion), differed between synthetic and posetbt

In the current study, the role of dynamics in recognizingt&ms from degraded
stimuli was studied further. To control the extent ajrdeation accurately, stimuli were
blurred by low-pass filtering spatial frequencies (cf. ChaplerEarlier studies have
evaluated the crucial spatial frequencies for recogniziagtity [75-77, 80], audiovisual
speech [81] and emotions [82, 84, 86] from faces. Dynarmwbthave been utilized
only in one audiovisual speech recognition study [81]. Imptytano studies have
compared static and dynamic stimuli directly with eadhen Furthermore, the
recognition of basic emotions from spatially filtereacifl expressions hasn't been
studied conclusively.

For the current study, low-pass filtering cutoff frequerdil.8, 3.6, 7.2 and 14.4 c/fw)
were selected on the basis of an audiovisual speech recogstudy by Munhalkt al
[81], as this was the only previous spatial filtering studghwvdynamic face stimuli.
Earlier low-pass filtering results from an identigcognition task [79] and especially
from an emotion recognition task [84] suggest that thegmtion of emotions from
static faces would be degraded at the cutoff frequency 7.2 c/tiwerGsimilar identity
[75, 80, 81] and especially emotion [86] recognition studies sigieat degradation
should be evident at cutoff 3.6 c/fw at the latest, wiscsupported also by earlier band-
pass filtering studies highlighting the importance of midspatial frequencies [76-78,
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82]. Making comparisons with the earlier studies is noaightforward, however,
because of the various methodological differences letvilee current and the earlier
studies. Most importantly, spatial frequency requiremgmtemotion, identity and visual
speech recognition tasks can be different. Furthernange variation in the results could
be expected with facial expression research stimuli,ddferent emotional facial
expressions can be expected to rely on different devtldetail. This conclusion was
suggested already by the study of Nagayaehal [82], where happy faces were
recognized better from low spatial frequencies than neisicak. The hypothesis of the
present study was that the general recognition of enadtfanial expressions would be
degraded at cutoff frequency 3.7 c/fw at the latest, buthigtesult would differ further
between the presented basic expressions.

The main hypothesis of the current study is that no diffees between dynamic and
static stimuli are evident when the static stimuli aeeognized well, but dynamics
facilitates the recognition of basic expressions iasirggly as the recognition of static
stimuli becomes more degraded.

Methods

Research methods follow those described in Chapter 2iétbhhanges and additions
defined here.

Subjects

Subjects were 84 university students (50 males, 34 females; 28aA80ld) from the
Helsinki University of Technology (TKK) who participatedthe experiment as a part of
their studies. All subjects had either normal or atigé vision. All subjects were native

speakers of Finnish.

Stimuli

Stimuli contained static and dynamic sets of sevenalfagkpressions (six basic
expressions with open- and closed-mouth happiness tgriiom four actors (three
male and one female; initials KH, NR, SP and TV) gelkcfrom TKK collection
(Chapter 2.3.1). The actors were selected on the basighest overall mean recognition
scores in an earlier evaluation (Chapter 3.2). Fedduoial expression of SP was
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recognized incorrectly as surprised. However, the SP vess included to avoid
presenting an unequal number of stimuli from differectois, and the results for this
stimulus were not included in the main analyses. Dynamis contained the original
video sequences (mean duration 1.2 s; range 0.7-1.8 s) andsstatcontained pictures
created by selecting last frames from the sequences.

Blur Cutoff frequency  Cutoff frequency Luminance  RMS

level (c/face width) (c/deg) contrast
BO - - 77 0.74
Bl 14.7 34 95 0.52
B2 7.3 1.7 94 0.52
B3 3.7 0.8 90 0.52
B4 1.8 0.4 102 0.48

Table 6 Blur levels used in the experiment, their correspondinggdass filtering cutoff frequencies both
on object- (c/face width) and retinal-centered (c/dedesand their mean luminance and contrast values.

Original stimuli were converted to a 256 gray-level scal® resized and cropped to
show a constant face width (176 pixe&L mm on the screen; 4.4 deg of visual angle at
the 80 cm viewing distance) and roughly equally sized light-tpaglers around the
head. Hair and ears were not masked from the picturegsube their impact was
considered negligible on the evaluation of emotionalafaexpressions. Because the
borders were kept constant while head shapes, hair stytesther similar factors varied
between actors, the resulting picture sizes varieddstv265x332 (92 mm x 115 mm)
and 288x360 pixels (100 mm x 125 mm). The resized pictures weredlwith a
circularly symmetric ideal low-pass filter by convoarni method [74], with used
luminance values rescaled to 256 grayscale levels. Algemmanipulations were
implemented in Matlab [165]. Four different cut-off frequess were used (Table 6).
Examples of filtering results are presented in FigureThé cut-off frequencies were
defined primarily on an object scale (cycles per face Widither than retinal-centered
(cycles per degree of visual angle) scale as earlierestindive indicated the former to be

more salient for the perception of faces [76, 78, 81].

! Measurements were made from the last frame of edeln Gequence. Face width was measured between the left and
right ears’ upper attachment points on the head.
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Figure 17 Examples of the stimuli (open-mouthed happiness from &®)r The images are shown from
most to least blurred and the original non-blurred ¢ur levels B4-B0).

Average luminance (mean values on the 256 gray-level saal)RMS contrast
measures (both corrected for the non-linear luminaesgonse of a CRT monitpwere
calculated for each blur condition over all of thegindmic sequences (Table 6). By using
ANOVA analyses, significant differences between bluwelse were found both with
luminance (k13513.88, p<0.0001) and contrasts (E=80.04, p<0.0001). Newman-
Keuls post-hoc tests indicated that luminance was sgnifly lower at blur level BO
than at other levels and higher at B4 than at levelsn80B38. Contrast was significantly
higher at level BO than at other levels.

Error correction

Original data from 2 subjects were removed because ofnancaptable number
(6 and 17) of required error corrections. As a resutirezorrection over the remaining

subjects, a maximum of 4 ratings were modified per sulyatit a mean of 0.4).

! Root mean squares contra®MS measures the deviation of luminance values from the foe@inance, calculated
with formula (1) wheren denotes the number of pixelghe luminance of a pixel adglthe mean luminance over all
pixels (useck.g.in [166]).

1) RMS=
n-1

2 ppproximated witH =255 * ( 2!55)" wherel’ denotes original pixel luminance apd 2.2 on the basis of [167].
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Procedure

The subjects were distributed randomly into five groupschvisiere shown stimuli
with different blur levels (Table 7). Stimuli within eagroup were presented in a
randomized order with the constraint that static anthdyc versions of the same facial
expression were never presented consecutively. To egsainple sizes, subjects with
the most deviant mean recognition scores within a group ieereved so that the size of

each group equaled 16 subjects.

Blur- Number of subjects Age

level Males Females Total Mean s.e.m.
BO 9 7 16 23.4 0.5
B1 10 6 16 23.3 0.4
B2 9 7 16 24.9 1.3
B3 11 5 16 23.8 0.9
B4 9 7 16 23.8 0.5

48 32 80

Table 7 Subject groups and their statistics.

Results

Degradation effect for static stimuli

For the main analysis, original recognition scoresewgvoled over different actors
and expressions (excluding SP fear). The mean recognitoesstor static and dynamic
stimuli with different blur levels are shown in Figure The recognition of emotions
from static stimuli blurred at different levels was studied with awmen-subjects
ANOVA. Post-hoc analysis with Newman-Keuls testllofwing a significant effect
(F4,75=86.55, p<0.0001), showed that recognition decreased signifidagtilyeen each
subsequent blur level. A significant quadratic trend for all béwels (k 75=23.00,
p<0.0001) and a further significant linear trend for levelsBBO(F ;5=21.40, p<0.0001)
suggest that the recognition decreased linearly betweens [8@&@B3 and dropped
sharply between levels B3 and B4.
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Figure 18 Mean recognition scores (+ sem) &atic stimuli at different blur levels.

A mixed-design ANOVA with factors blur, expression (aMpeessions) and actor
(KH, NR, SP and TV) was used for evaluating whetheretffects of blurring differed
between different expressions and actors. Resultsatetl that the interactions blur x
expression (f2.4559.47, p<0.0001) and “blur x expression X actor?;fks&3.75,
p<0.0001) were significant. Contrast tests with one-tailgaifecance tests were used for
comparing the recognition score at each blur level toahtte unblurred level with each
basic expression. Similar contrast analyses wereategpeseparately for each actor.
Because the latter analysis was considered exploramoyrection for multiple
comparisons was not applied. The results are presentefabie 8. The overall
recognition of sadness showed significant=0.05/(47)=0.002) degradation already at
blur level B2, the recognition of anger and disgust at B3 hapginess, fear and surprise
at B4. Degraded recognition of closed-mouth happiness atevieis B2 and B4 but not
at their intermediate level B3 is explained by the devidegradation pattern of two
actors (see below).
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Expression Blur Static Dynamic - Static
level Mean + s.e.m. # actory Mean + s.e.m. # actors
Anger BO 0.92 + 0.04 - 0.03 = 0.05 -
B1 0.63+0.16 + 1/4 0.01 £ 0.09 0/4
B2 0.74 £0.05 + 1/4 0.01 £ 0.05 0/4
B3 0.10 £0.09 *  3/4 0.55 £ 0.08 * 3/4
B4 -0.24 £ 0.09 * 4/4 0.38 £ 0.09 * 2/4
Disgust BO 0.93 +0.02 - -0.08 + 0.05 -
B2 0.74 £0.06 + 1/4 0.06 £ 0.05 1/4
B3 0.09 £0.10 * 3/4 0.46 £ 0.12 * 3/4
B4 -0.35+0.10 * 4/4 0.01 £ 0.08 1/4
Fear BO 0.63 + 0.06 - -0.01 + 0.03 -
B4 0.08 £0.11 * 3/3 0.43 +£0.14* 2/3
Happin. (closed) BO 0.99 +0.01 - -0.02 + 0.02 -
B2 0.35 £0.09 * 2/4 0.15+0.10 1/4
B4 0.30 £0.12 * 3/4 0.19 £ 0.13 + 2/4
Happin. (opened) BO 0.99 +0.01 - -0.01 + 0.01 -
B3 0.89 £+0.06 + 1/4 0.04 £ 0.04 0/4
B4 0.55 +0.07 * 4/4 0.31 £ 0.07 * 4/4
Sadness BO 0.89 + 0.03 - -0.06 + 0.05 -
B2 0.36 £0.09 * 2/4 0.10 £ 0.07 1/4
B3 0.24 £0.10 * 4/4 -0.11 £ 0.15 0/4
B4 -0.12 +0.12 *  4/4 0.09 £+ 0.13 0/4
Surprise BO 0.91 £ 0.03 - 0.08 + 0.03 -
B3 0.79 £0.04 + 1/4 0.11 £ 0.05 0/4
B4 0.57 £0.07 * 3/4 0.29 + 0.08 * 3/4

Table 8 Recognition of static stimuli and difference betweenaigic and static stimuli at different blur
levels of each basic expression. With static reswdtmngnition scores were compared between other blur
levels and level BO and with difference results, diffeeescores were compared to zero. Asterisk (**)
denotes overall significance with multiple comparisonrection (p<0.002). Differences that would have
been significant without correction (p<0.05) are shdamillustration and are denoted with a plus sign
(*+"). Only such blur levels are shown for which a quamison reached significance at either one of these
levels. Number of actors (“# actors”) refers to indiral actors with whom a comparison was significant.

Visual inspection suggested that most facial expressibmsr dollowed the general
degradation pattern (Figure 18), showed degradation only atighest blur level or
remained roughly constant over all blur levels. For findibgi@usly deviant degradation
patterns, recognition scores were compared betwesualakequent blur level increases of
individual facial expressions. Null hypothesis was tha tecognition would either
decrease or remain equal at all comparisons. The dligrnaypothesis was that an
increase in blur level would, unexpectedly, increase #mognition of emotions.
Exploratory data analysis was conducted with one-taitedrast tests, corrected for the

four comparisons conducted for each facial expressién0(05/4=0.013). The results
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showed significant increase between blur levels B2 andiB8closed-mouth happiness
of actors NR (-0.660.17vs. 0.60Qt0.19; k 75=94.77; p<0.0001) and SP (0023 vs.
0.95:0.03; kK 75=16.27; p<0.0005). Apparently, with these facial expressions the
recognition was degraded at blur level B2 in comparisorotb of its neighboring blur
levels (Figure 19). Changes in the recognition of individuabtions between blur levels
B1 and B2 were studied further by analyzergotion recognition rate®r target and the
most commonly confused emotions (at level B2) with taitetl protected t-tests. With
actor NR, the results indicated significantly deceeasappiness (0.13+0.0@s. 1;
t75=13.39, p<0.0001) and increased sadness (0.69:¢s1D; t;5=11.39, p<0.0001)
recognition and with actor SP, decreased happiness (0.63201;3;5=4.41, p<0.0001)
and increased disgust (0.31+0M=20; t;5=5.18, p<0.0001) recognition.

"Happy 100 %"  "Happy 100 %"  "Happy 63 %"  "Happy 94 %"  "Happy 50 %"
“Disgust. 31 %" “Disgust. 6 %"

RECOGNITION SCORE

05- %
—— SP happin. (closed)
1.0- ~=--NR happin. (closed)

20@e9

"Happy 100 %" "Happy 100 %"  "Happy 13 %" "Happy 81 %" "Happy 94 %"
"Sad 69 %" "Sad 6 %"
Figure 19 Mean recognition scores (£ sem), at different bluelevfor two facial expressions with a
deviant degradation pattern. The evaluated stimuli arerstag thumbnail images above (actor SP) and
below (actor NR) the figure. Images with unexpected resue shown in frames. Percentages refer to
meanemotion recognition ratefer target and the most commonly confused emotidiuatevel B2.
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The effect of dynamics

For studying the effect of dynamics, difference scoresewcalculated where the
recognition scores for static stimuli were subtradtedh those for dynamic stimaliThe
difference scores were analyzed with a between-subfgdd@BVA with different blur
levels. Figure 20 suggests that although dynamics had nd efidn unblurred stimuli,
difference between the recognition of dynamic and ssabmouli increased constantly as
the blur level was increased. This observation was supportacigyificant linear trend
over blur levels (E7=52.65, p<0.0001). The main effect of blur level was significant
(F4,75=13.77, p<0.0001). Planned comparisons showed that the effeghaiits was
significant (°=0.05/5=0.01) at blur levels B3 (0A4®@03, k 75=31.97, p<0.0001) and B4
(0.24t0.04, F 75=60.15, p<0.0001). Post-hoc comparison with Dunnett’s testyiatip
direct comparison between each blur level and the levesB&yed that the dynamics

effect observed at unblurred level BO (-@&021) was exceeded significantly only at

these levels.
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Figure 20 Mean recognition score differencasgem) between dynamic and static stimuli at differeat bl
levels.

For evaluating whether the dynamics effect differedvben expressions and actors, a
mixed-design ANOVA was conducted with factors blur, expogssaand actor. The
interactions blurx expression (f 456=3.18, p<0.0001) and “blux expressiorx actor”

(F7213561.54, p<0.004) reached significance, suggesting that the reauit rvaried

! Note that because dynamics was a repeated-measurers famalysis with factor dynamics (static, dynamic) and
comparisons between the dynamic and static levels would aogigses with the used difference score.
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between posed basic expressions and further betwees aoging them. Contrast tests
with one-tailed significance tests were utilized fomparing the difference score at each
blur level to that of the unblurred level with each basjaression, and similar procedure
was repeated with individual actors. Because the analysesdividual actors were
considered exploratory, comparison for multiple congmars wasn't applied on them.
The results are shown in Table 8. Significamt=0.05/(47)=0.002) overall dynamics
effect was observed at blur level B3 with anger and disgusat blur level B4 with fear,
opened-mouth happiness and surprise. With closed-mouth happamel sadness no
overall dynamics effect was observed at any blur levetably, all significant overall
dynamics effects were observed only at blur levels whesognition was also degraded
at the static condition (cf. Table 8).

Visual inspection suggested that with most facial exmpesshe effect of dynamics
either resembled roughly that of the general pattern (Fi@®), peaked before the
highest blur level B4 (most angry and disgusted expressiwngmained close to zero at
all levels. For finding obviously deviant dynamics effecegognition score differences
were compared to zero at all blur levels of each Fasipression with the null hypothesis
that the dynamics effect would be zero or positivealit levels. The alternative
hypothesis,.e. a negative dynamics effect, would be contrary to ther mipectation.
Exploratory data analysis was conducted with one-taitedrast tests, corrected for the
five comparisons conducted for each facial expressidn0(05/5=0.01). The results
showed that dynamics decreased recognition significaritly elosed-mouth happiness
of actor TV at blur level B4 (score difference —@684; F=18.06, p<0.0001)
(Figure 21). The effects of dynamics on the recognitiomdividual emotions at blur
level B4 was explored by comparingmotion recognition ratedetween static and
dynamic stimuli with two-tailed protected t-tests. Rymcs was found to decrease the
recognition of happinessgcognition rate9).38:0.13vs. 0.69:0.12; #5=3.36, p<0.002)
and to increase the recognition of anger (8251 vs. 0.06t0.06; ¥s=3.17, p<0.003)
significantly @.°=0.05/6=0.008).
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Figure 21 Mean emotion recognition rategt sem) for static and dynamic TV closed-mouth happiness
expressions at blur level B3. Significant (p<0.008) déferes are denoted with an asterisk ().

Relation between dynamics and degradation

For evaluating the relationship between dynamics and ddggraddfects, measures of
these effects were recalculated for blur levels B1-B4 alif facial expressions.
Degradation effectvas calculated by subtracting the mean recognitionestoy a blur
level from that of level BO, andynamics effediy subtracting the mean recognition score
difference between dynamic and static stimuli at unbiutesel BO from that of a blur
level. Pearson’s correlation test for the results stbe significant correlation between
these measures (r=0.55;0¢£6.98, p<0.0001), indicating that dynamics facilitated the
recognition of emotional facial expressions the moeedtiatic stimuli were degraded by
blurring. A further comparison between dynamics and degmadatifect measures at
each specific blur level indicated significant correlagiqef=0.05/4) only at blur levels
B2 (r=0.61; $=3.95, p<0.0006) and B3 (r=0.6%t4.83, p<0.0001). The lack of
significant correlation between dynamics and degradaffents at blur levels B1 and B4
can be explained by the weak degradation effect at theesdigactual blur level B1 and

by a poor recognition of both static and dynamic stimuiihea most severe blur level B4.

! Note that this test was calculated over 4 blur levkkl 28 facial expressions, producing a total of 112 d&t#to
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Discussion

Recognition of emotions was studied from static and movawegd blurred by low-
pass filtering to different degrees. The main hypothesis thais emotions would be
recognized better from dynamic facial expressions in @oigpn to static ones but only
when the static stimuli were degraded enough. This hypsthes confirmed. The better
recognition of dynamic over static stimuli was foundrorease linearly when the blur
level was increased, reaching statistical significandéeatwo lowest low-pass filtering
cutoff frequencies 1.8 and 3.6 c/fw. Furthermore, the e¥fmoess of dynamics was
found to be correlated with the extent of degraded redogratused by blurring.

No comprehensive studies on the recognition of basiciensfromstatic low-pass
filtered faces have been conducted earlier. In the presedy, significant degradation
was observed already at the slightest blur level useith, spiatial frequency cutoff at
14.7 c/tw. Higher blur level was required for degraded reciognih the study by Costen
et al [80] where significantly degraded recognition of identityswabserved at cutoff
frequency 4.5 c/fw (in comparison to cutoff frequency 22f) and in the study by
Munhall et al[81] where the recognition of dynamic audiovisual speechdegsaded (in
comparison to unfiltered stimuli) at cutoff frequency 3.Wc/These differences suggest
that recognition of emotions depends on higher spatiglidnecies than the recognition of
identity or audiovisual speech. However, the observddrdifices are at least partly due
to the recognition measure used in this study. The ratshgaa six emotional scales and
the used recognition scoring can be expected to be moséige than simple hit rates
used in the matching or naming tasks of the previous studies. stjigestion is
supported also by the fact that when response times watgzad in the previous study
by Costeret al, significant increases were observed already at cuexjiéncy 11 c/fw.
The present study utilized only low-pass filtering for rpafating the spatial frequency
contents of emotional facial expressions. Other pughsuch as band-pass filtering (cf.
existing facial identity [77-79] and facial emotion [82] stwjliand adding narrow-band
noise (cf. [76] and [84]) could be used in future studiesrfore accurate evaluations of
the specific spatial frequency bands important for pemgivemotional facial

expressions.
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As expected, both the degradation and dynamics effeaedvamong the individual
facial expression stimuli. Differences were observeetwben the posed basic
expressions, but additional differences existed alswemst actors. The latter finding
reflects the unavoidable heterogeneity of facial expwesstimuli that was evident
already in the FACS coding of TKK stimuli (Appendix. ©f the static versions of posed
basic expressions, fear, happiness and surprise wereatlteaffected by blurring, most
of them showing no degradation at all until the highust level (cutoff frequency 1.8
c/tw). In comparison to these basic expressions, ¢eegnition of anger, disgust and
sadness was degraded at a lower blur level. It appear®figaned-mouth) happiness and
surprise were recognizable from low spatial frequencieausecall of their prototypes
(cf. Appendix B) contained large characteristic changeshe mouth and eye regions.
For example, surprise could have been recognized easity Wamle vertical mouth
opening, (opened-mouth) happiness from opened mouth with upwaetitlip corners
and fear from horizontally stretched mouth. In congmzarj anger, disgust and sadness
contained rather local changes on the face, suclp sighitening, nose wrinkling and lip
corner lowering that were more apparent at high thansjoatial frequencies. A peculiar
degradation pattern observed with the closed-mouth hapmrpssssions of actors NR
and SP, where the recognition peaked down at middle cuegffiéncy (cutoff frequency
7.3 c/iw) in comparison to both its higher and lower blur IeYEigure 19), complicates
this picture further. Marked confusion with sadness wasreedeavith actor NR and with
disgust with actor SP. These confusions are apparetahgdeto non-prototypical facial
actions (see Appendix B and Appendix C). Chin wrinkling anthgiAU17) was
evident with the closed-mouth happiness of actor NR. Tkiisa eactivity pushed the
middle of lower lip upwards, possibly causing a slight appearaf sadness. On the
other hand, the closed-mouth happiness of actor SP wedtaery slight upper lip rising
(AU10), which may have caused an appearance of disgust. Aplparthe relative
effects of these factors were strongly pronouncetthetmiddle blur level (7.3 c/fw) in
comparison to its adjacent levels (cf. Figure 19). Tislt® suggest that the features
related to action units AU10 and AU17 were most evidenpatied frequencies between
3.7-7.3 cliw but that they were overridden by other faa@lons when the frequency
band 7.3-14.6 c/fw was included in the filtered spatial fregiesn
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An alternative explanation for the discussed unexpectedsesulld be related to a
technical issue of using nearly ideal instead of Gaudsiarpass filter (cf. [74]). The
advantage of ideal over Gaussian filter is that it masse exact range of spatial
frequencies and suppresses all others. On the other thendisadvantage of ideal low-
pass filter is that it causes “ringing’e. the replication of some high spatial frequency
contours at the spatial domain (cf. Figure 17; especib#tysecond rightmost image)
[74]. Such artifacts could have altered the emotional int&apons of actors’ NR and SP
happiness expressions at the middle blur level.

Consistently with the main hypothesis, the recognitioargfer and disgust were both
degraded in static displays and enhanced by dynamics awea ldur level (cutoff
frequency 3.6 c/fw) than fear, (opened-mouth) happinedssarprise (1.8 c/fw). The
recognition of sadness and closed-mouth happiness showed improvements by
dynamics, but they didn't reach statistical significaateany blur level. A significant
negative effect by dynamics on the recognition of emotions wasenied only with
closed-mouth happiness of actor TV at the highest blur IEv8l c/fw) (Figure 21).
Visual inspection suggests that a strong vertical lanyiaxement (not describable by
FACS) was characteristic for this expression. Thisenoent was apparently emphasized
at the highest blur level due to the lack of other cfeatures and created a negative
appearance.

The main result of this study was that dynamics imprdtesrecognition of basic
emotions from low-pass filtered (blurred) but not from liexfed facial expressions. The
overall effect of dynamics was found to increaseadliteas the range of low spatial
frequencies was narrowed.g, the blur level was increased). The specific spatial
frequency cutoffs necessary for the recognition to beadiegr and the dynamics to
improve the recognition were found to depend on the posed lmgression.
Degradation and dynamics effects were observed atl&esliglur level with anger and
disgust in comparison to fear, opened-mouth happinessuapdse.
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5 ASPERGER SYNDROME (AS) AND RECOGNITION OF
BASIC EXPRESSIONS

5.1 AS and moving and low-pass filtered posed
basic expressions (study V)

Study IV (Chapter 4) confirmed that the recognition of dasnotions from facial
expressions is degraded when the stimuli are blurred lawthpass filtering. Facial
expression dynamics compensated for this degradatioct.elfethe current study, the
recognition of basic emotions from dynami static degraded (low-pass filtered) facial
expression stimuli was compared between adult persghsAsperger syndrome (AS)
and matched neurotypical controls. The persons with A® wiided further into two
groups on the basis of whether they were diagnosedovadopagnosia.

The following hypotheses were made for this study. In colsato control subjects,
subjects with AS would have equal recognition accuraciesesgbnse times for non-
blurred stimuli and lower recognition accuracies for blisgmuli. No differences were
expected between prosopagnosic and non-prosopagnosic sujecAsS in recognition
accuracies or response times.

Equal accuracy and response latencies for recognizing basigoesndrom non-
degraded stimuli were expected between the individuals w#hand neurotypical
individuals because earlier studies with ASD adults hawggested deficits only in
recognizing mental states more complex than basic enso{ef. Chapter 1.5). Worse
performance in recognizing emotions from low-pass fittdeees is supported by similar
result for identity recognition in an earlier spati@duency study with autistic children
by Deruelle et al [107]. On the other hand, because this study also suggested
improvement during childhood, the performance of adults cegldal that of control
subjects. Prosopagnosia wasn't expected to have an effedhe recognition of
emotional facial expressions, as several patient and ionaging studies have indicated
dissociation between identity and emotion recognitiemnffaces [109]. Furthermore, a
study by Hefter and co-workers explicitly comparing emotiofacial expression

recognition between prosopagnosic and non-prosopagnosic ctsubyeith social
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developmental disorders found no relation between faiehtity and emotion
recognition [101].

No prior hypotheses were made on whether dynamics waildsbbeneficial for
subjects with AS as for controls. In an emotion maiglstudy by Gepnest al[115], no
difference in the performance accuracy with dynamic wdtivwas observed between
autistic and non-autistic children. On the other handseoecognition in persons with
ASD could be expected on the basis of studies indicahag autistic children are in
general less sensitive to motion coherence [168] and maplea motion [169] than

typically developing children.

Methods

Research methods follow those described in Chapter 2étbhhanges and additions

defined here.

Subjects

Subjects were 20 adult individuals diagnosed with Asperger egredrof whom 9
(5 males and 4 females) were prosopagnosic and 11 (8 male8 &males) non-
prosopagnosic, and 20 neurotypical controls matched onatie df age (8 years) and
sex. Control subjects were recruited from various ssuticeluding Open University of
the University of Helsinki and the Finnish Labour Foreceelau. All subjects with AS
were diagnosed with the same diagnostic procedurer aithidelsinki Asperger Center
located in medical center Dextra or in Helsinki UnivgrdCentral Hospital (HUS).
Diagnoses were made by skilled clinicians. The diagnastieria for AS were based on
standard ICD-10 [97] and DSM-IV [98] taxonomies. Prosopagndsignosis depended
on criteria adapted from NEPSY test battefdi71] and on subject's own personal
evaluation. The criteria for AS and prosopagnosia diagmbave been detailed further in
[7]. All subjects were prescreened to exclude schizophrestiaessive-compulsory
disorders, severe depression and learning disabilitieme of the subjects had
psychopharmaceutical medication. Subjects with AS werepred¢creened for ADHD

1 NEPSY is originally designed for children. The used prosupsig standards were adapted from those intended for
12-year old children. This procedure was selected becausmttyrno reliable prosopagnosia tests exist for adults
(e.g.subjects with developmental prosopagnosia often pass aardsnused Benton Facial Recognition Test [170]).
Similar procedure has been used both in clinical and resgtadibs (cf. [7]).
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because this disorder appears to be extremely commbmiA®i{7: p. 30]. Earlier records
indicated that at least two of the subjects with ASemiagnosed also with ADHD.
Control subjects were screened further for autistictspen disorders and prosopagnosia.
Screening was based on existing medical records with $silyaithh AS and self-report
guestionnaire with control subjects. Autistic symptomsaritio| subjects were evaluated
further in an interview with a psychologist, whereSX@[172] questionnaire intended for
screening especially AS and HFA symptoms was used. As # odsscreening, one
control subject was excluded from a larger initial sample

All subjects were tested with Wechsler Adult Intelligerfscale-Revised (WAIS-R)
[173] producing verbal, performance and full scale irgelice quotient scores and the
20-item Toronto Alexithymia Scale translated in Finnish (TA%) test [127] evaluating
alexithymic personality trait. All evaluated subjects hadilastale 1Q higher than 85.
Neuropsychological test result were compared betweeantiSontrol groups (Table 9),
and between prosopagnosic and non-prosopagnosic AS groupde (T@) with
two-tailed t-tests. Results indicated significantly=0.05/8) higher alexithymia overall
scores, as well as factorial scores related to diffes in identifying and describing
feelings, for subjects with AS. Also the third alexithynfgetor related to externally
oriented thinking was close to significangsftl.96; p=0.06). These findings aren'’t
unexpected, because alexithymia is a well-known comorbiokaks for AS (Chapter
1.5). No significant differences were found between pvagoosic and non-
prosopagnosic AS groups. The number of males and fenmalée iprosopagnosic and
non-prosopagnosic AS groups didn't differ significany§=0.64,n.s).

All subjects had either normal or corrected vision. $tbjects were native speakers
of Finnish. All subjects were paid for their participatid\ written consent was required
from all participants. This study was approved by Ethicsn@dtee for Pediatrics,

Adolescent Medicine and Psychiatry, and conducted in ccabgemwith HUS.
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Full AS group (n=20) Controls (n=20)

Mear SD Range Mear SD Range
Age 31.9 10.0 18-49 31.2 8.5 19-48
VIQ 110 11 90-127 116 8 104-131
PIQ 113 16 82-144 113 14 85-135
FSIQ 112 13 86-137 116 11 96-134
TAS-20 D 55 12 31-73 36 6 26-46
TAS-20F1 D 21 5 10-29 11 3 7-16
TAS-20F2 D 16 6 6-25 9 2 5-14
TAS-20 F3 18 5 9-26 15 5 8-24

Table 9 Means, standard deviations (SD) and ranges of age, IQlexithgmia measures for AS and
neurotypical control groups. The IQ scores include alef31Q), performance (PI1Q) and full-score (FSIQ)
intelligence quotients, and the alexithymia scores incfuleTAS-20 scores and its three componential
factors F1 (difficulty identifying feelings), F2 (difficyltdescribing feelings) and F3 (externally oriented

thinking). Significant differences (with all p<0.0001)tween the two groups are marked with an
asterisk (**").

Prosop. AS group (n=9) Non-prosop. AS group (n=11)

Mear SD Range Mear SD Range
Age 35.4 10.6 18-49 29.0 8.9 18-47
VIQ 112 7 102-127 108 13 90-125
PIQ 121 17 95-144 107 13 82-123
FSIQ 117 11 99-137 108 13 86-124
TAS-20 57 12 33-73 54 12 31-68
TAS-20 F1 22 6 10-29 21 4 13-27
TAS-20 F2 17 6 7-25 15 6 6-22
TAS-20 F3 18 5 9-24 18 5 10-26

Table 10 Means, standard deviations (SD) and ranges of age, 1Q amihwi@a measures for
prosopagnosic and non-prosopagnosic AS groups. The useticstatie same as ihable 9. Note that
two-tailed t-tests indicated no significant differenbesveen the groupsp.07).

Stimuli

Stimuli contained four static and dynamic sets of andrggusted, happy (opened-
mouth variant) and fearful facial expressions seleateat two male (KH, TV) and two
female (NR and MR) TKK collection (Chapter 2.3.1) actd¥ste that the actor MR
wasn't evaluated in the previous study (Chapter 3.2). Twe aad two female actors
were selected instead of the three actors with theekigimean recognition scores to
avoid any sex-related evaluation differences betweerstiddied groups. Dynamic sets

contained the original video sequences (mean duration ta®ge 0.8-1.7 s) and static
sets contained pictures created from the last frafi® wideo sequences.
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The original stimuli were processed and low-pass é@tewith exactly the same
procedure as in the previous experiment (Chapter 4). Focuhrent study, two blur
levels were selected on the basis of the previoustsesulthat the first blur level would
produce slight or no degradation and the second moderasveredegradation for the
recognition of emotions (Table 11). Respectively, loweoftdtequencies (more severe
blur) were used with fear and happiness than with anger iggdstlt The used cutoff
frequencies weren't selected at the level of individicabrs because the stimuli from MR
hadn’t been evaluated at different blur levels.

Cutoff freq. (c/face width)

Blur Anger, Fear,
level disgust happin.
Zero -

Slight 7.3 37
Severe 3.7 1.8

Table 11Blur levels used in the experiment and their correspondinghbss filtering
cutoff frequencies.

Error correction

Error correction was carried out separately for the A$S@ntrol groups. The average
number of error corrections per subject was 0.2 for godlups. No more than 2 error

corrections per subject were made in either group.

Procedure

All stimuli were evaluated by all subjects. The stinwdire presented in three separate
blocks with rest breaks in between, with each blockainimg stimuli degraded at certain
blur level. The blocks were always presented in orderBB2and BO,i.e. so that all
subjects evaluated the severely blurred stimuli in firstthedunblurred original stimuli
in last block. This fixed order was used because learningteffexuld have been most
detrimental when more blurred stimuli were evaluadégr their more recognizable
versions had already been observed. Some learning &féecto be expected for the
slightly blurred and original stimuli, however the blervéls were selected so that their
recognition results would already be close to optirailies. The stimuli within each
block were presented in random order with the constifaétstatic and dynamic versions
of the same facial expression were never presenteeéaansely.
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Earlier studies (as reviewed in [102, 104, 106]) suggest that suljgbtASD tend to
pay attention to abnormal facial features, especiallyhe lower face. To avoid biasing
the subjects’ attention on any specific location ace$a the locations of question texts
were varied randomly on the screen within a window of 100x10geli
(35 mmx 35 mm on the screen), centered on the middle of pex$stitulus pictures.

The training session contained stimuli not evaluated hm #&ctual experiment
(disgusted, fearful and happy facial expressions froor &®), presented in three similar
blocks as in the real experiment. Because of the leyfgie experiment, it included two
rest breaks of at least three minutes. Subjects wereieysa to have longer breaks if

necessary and promised refreshments after completirexpieziment.

Results

Differences in recognition scores and response timeseketwubjects with AS and
controls were studied with a mixed-design ANOVA withtéas group (AS, control),
blur (none, slight, severe), dynamics (static, dynaramm) expression (anger, disgust,
happiness and fear). The results were pooled over indivéaitiails. With response times,
the main effect of group and all of its interactions wawa-significant. With recognition
scores, the interaction group X bluk {E£3.45, p<0.04) reached significance. All other
interactions with group were non-significant.

Mean recognition scores for AS and control groups atrdifiteblur levels are depicted
in Figure 22. The results suggest that there were no etiifes between AS and control
groups at zero and slight blur levels but that the AS groap more degraded at the
severe blur level. This observation was confirmed bygaifstant contrast between the
groups at severe blur level(#=3.99, p<0.03). Because the prior hypothesis was that
blurring would influence the subjects with AS more thantml subjects specifically at
the severe blur level, the contrast analysis used aleeltsignificance test and no

correction for multiple comparisons.
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Figure 22 Mean recognition scores (+ sem) for AS and controligsaat different blur levels, pooled over
other factors. Asterisk (**') denotes significantly<0.05; one-tailed) lower result for AS group.

Contrast tests confirmed that the difference betw&®rand control groups at severe
blur level didn't vary significantly between evaluatedib&xpressions or between static
and dynamic stimuli. However, because the effectyofchics was of specific interest,
further analysis for static and dynamic stimuli wasdicted at severe blur level
(cf. Figure 23). Contrast tests confirmed that dynammudiiwere recognized better than
static ones at severe blur level both with AS (0.33+0650.06+0.07; F35=20.47,
p<0.0001) and control groups (0.48+0x810.17+0.06; F35=27.27, p<0.0001). On the
other hand, significantly lower performance with AS imp@rison to control group was
observed with dynamic (R=5.38, p<0.013) stimuli. This effect failed to reach
significance with static stimuli; however, becausatis and dynamic stimuli showed
similar trend and their difference wasn't significaibis plausible that the effect existed
also with static stimuli.

For studying the significance of differences in recognisoares and response times
between prosopagnosic and non-prosopagnosic AS groups, miredrdesign ANOVA
with factors group (non-/prosopagnosic AS, control), lidynamics and expression was
conducted, where the results were pooled over individuarsacNote that the control
group was included in this analysis for increasing statispicaler {.e. degrees of
freedom for the error term [52]). However, main efée@hd interactions were tested with
contrast analyses where the control group was igné®d. result, no significant results
were observed with the main effect of group or anysihiteractions.
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Figure 23 Mean recognition scores (+ sem) for AS and control gremgsfor static and dynamic stimuli at
severe blur level, pooled over other factors. Asteffékdenotes significant differences (p<0.05; 1-tailed).

Discussion

Results of the current study suggest that subjects withre&8gnize at least the
studied four basic emotions (anger, disgust, fear and megg)i as well as neurotypical
controls from high-fidelity posed basic expressions. Th&ult is congruent with the
suggestion that high-functioning adults with ASD are immainemaking complex social
and emotional evaluations from the faces of others,réedgnize the more simplistic
basic expressions typically [118-122]. Concerning the redogniif dynamicvs. static
basic expressions, the current study suggested no gendéea¢mtibs between subjects
with and without AS. Subjects with AS recognized dynartimdi worse than controls
at severe blur level; however, this effect was apparel to an initial deficit caused by
blurring (see below). When the recognition of dynamic static severely blurred stimuli
were compared with each other, subjects with AS wenaddo benefit as much from
observing dynamics as did control subjects. As expectesigndicant differences were
observed between prosopagnosic and non-prosopagnosic swjacAS in recognizing
emotions from static or moving, degraded or non-degradeal &2qressions.

As expected, the results confirmed that adult subjects WE recognize basic
expressions worse from severely blurred stimudi, from low spatial frequencies, than
age- and sex-matched neurotypical controls without AS.ré&belt is similar to that of
Daruelleet al[107] who found that autistic children recognize emotionsebdétdm high

(above 36 c/fw) than from middle and low spatial frequenfielow 12 c/fw) whereas
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an opposite pattern was observed with typically devetpgiildren. The results from
both of these studies are congruent with the theowyeak central coherence [8] stating
that a bias in processing details instead of wholes isactaistic for autistic disorders.
Respectively, it is plausible that the worse resmiteecognizing emotions from blurred
facial stimuli were related to a general deficiency sual information processing rather
than a specific deficit in processing faces, facial exgiweas or emotions.

Why would subjects with AS have difficulties in prodagslow spatial frequencies?
A recent review by Johnson [174] gives a tentative negicdb explanation related to
subcortical processing of visual (facial) information. Alilgh this review concentrated
on face processing, the suggested explanation could appdrergktended also to other
types of visual stimuli. As indicated by converging evidefnoen various neuroimaging
studies, subcortical pathway v&aperior colliculi and pulvinar to amygdalaprocesses
low spatial frequencies rapidly and is able to modudativity in a relatively slower
cortical pathway processing high spatial frequencies. Swtulation has been reported
for example between amygdala and cortieediform face areasluring processing of
faces with direcvs. averted gaze direction. Interestingly, several studgé®& suggested
that amygdala functioning is disrupted in ASD already duriagyechildhood. As
suggested by Johnson, early disruption in amygdala functionirld ad to weakened
processing of low spatial frequencies during development gidie the bias on higis.
low spatial frequencies observed both with adolesasshtaglult persons with ASD. The
fact that, in the current study, subjects with AS tgflyc performed worse than
neurotypical controls in recognizing emotional facial esgions from low spatial
frequencies is compatible with this suggestion. Furtheluatian is not possible on the
basis of current study that was solely behavioral.

In conclusion, the main result of this study was theiomation that persons with AS
typically recognize emotions worse from blurred facigpressions than neurotypical
controls. It was suggested that this effect was due toeraiedeficit in processing global
information (in this study, low spatial frequencies)cmmparison to local information
(high spatial frequencies). Apparently, the recognitionbasic emotions from non-
blurred static and from dynamis. static facial expressions is intact in AS.
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6 GENERAL DISCUSSION

The unifying theme of this thesis has been the recognitidmasic emotions from
dynamic vs. static faces. The main hypothesis was that dynamicgitdées the
recognition of emotions from facial expressions if, amdly af, the recognition of the
static versions of the expressions was degraded. This sioggests motivated by a
similar result related to the recognition of identitpm faces [87-89, 91, 161, 175].
Earlier studies had shown that emotions are recognizedr beim dynamicvs. static
presentations of dots extracted from original faces [87, ®4ithetic facial animations
[6], very brief video sequences [96], and from posed unprotdasil expressions [95].
These studies utilized a wide variety of facial expogsstimuli. However, in all but the
last of them the static stimuli were in some senseadiegl. Therefore, a majority of
previous studies is congruent with the presented hypothsssilts from the one study
with deviant resultsi.e. better recognition of dynamigs. static basic expressions from
non-degradedstimuli, could reflect peculiarities in the used &a@xpression stimuli that
were recorded specifically for the study and haven't lssatuated in other studies. Most
notably, the used dynamic stimuli were long (10 s) in manson to typical dynamic
facial expression stimulie(g. the length of most dynamic stimuli in [39] being betwee
1-2 s). It is possible that some confusions could have bega apparent in the static
stimuli showing only apexes of facial expressions thahe full movement sequences.

An initial step for studying the main hypothesis was tagtthe role of motion in
recognizing emotions from synthetic stimuiie. facial animations produced with a
talking head, and from facial expressions posed by humarsdstudy Ill). The study by
Wehrle et al [6] using synthetic stimuli had shown that dynamicsilifates the
recognition of emotions, but whether their result cobd generalized to naturalistic
stimuli was uncertain because posed facial expressiensn’t used as control stimuli.
Evaluation of the synthetic stimuli indicated that soemotional animations, especially
those of anger and disgust, were recognized considerabdy frem dynamic rather than
static presentations. This result confirmed results1ftbe earlier study by Wehrét al
Similar effect wasn't evident with basic expressionsgabby human actors. Both in the
present and in Wehrle and coworkers’ study, facial anamatilacked static cues
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important for realistic emotional expressions, suckkas wrinkling. Respectively, static
versions of emotional animations were difficult to rgieize. Consistently with the main
hypothesis, observing dynamics compensated for the lacknté potentially important
static features in facial animations but didn’t affecsqmb facial expressions that were
already easily recognizable.

Evaluation of blurred emotional facial expressions (stMjiyconfirmed that dynamics
is of importance when the recognition of static stinsidegraded. In the current study,
the extent of blurring was quantified by using low-pass iilgewith different cutoff
frequencies. Higher spatial frequencies are imporantperceiving details of visual
objects, whereas low frequencies carry informationcoarse visual features. To the
author’s knowledge the present study was the first extemsialuation of the role of low
spatial frequencies in the recognition of basic emotioom facial expressions. Most
earlier studies have concentrated on the recognitiaaeotity [75-77, 80] or audiovisual
speech [81]. Emotion recognition studies have used only ongoenj82, 86] or have
not evaluated the results of different emotions seéplrg85]. The results showed a
linear increase in the facilitating effect of dynamissthe blur level was increased.
Further differences were observed between posed bagsiessions. Most notably, the
facial expressions of fear, happiness and surprise redughbdr blur level than those of
anger, disgust and sadness before any degradation wasteBdeh differences were
obviously related to the extent of changes on the flacegexample fearful, happy and
surprised facial expressions containing large charactecisinges on the mouth and eye
regions. The differences between basic expressions stuggkindamental difference
between spatial frequencies important for the recogndfoidentity and emotions from
faces. Apparently, identity is always recognized besinfla middle spatial frequency
band centered approximately at 10 c/fw (cf. Chapter 0). Intrast, the spatial
frequencies important for recognizing emotions from fagese found to vary between
different basic expressions.

Studies 11l and IV confirmed the main hypothesis, that dynamics facilitates the
recognition of emotions from facial expressions if, amdyoif, the recognition is
degraded with the static versions of the expressions. Afisdersion of study IV was
repeated for studying a new research question related tevieation of emotional
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facial expression in cognitively high-functioning adultsthwiAsperger syndrome
(study V). AS is a developmental neurological disordémriggng to autism spectrum of
disorders, characterized by deficits specifically ini@ocommunication but without
verbal impairments typical for other autistic disosderVarious neurocognitive
explanations have been suggested for ASD [8]. Theoryeakwentral coherence states
that an information processing style concentrating atufal instead of configural
processing is fundamental for ASD. Respectively, bechluseing via low-pass filtering
removes featural details producing stimuli with higher deteam configural processing,
subjects with AS should be affected more by blurring treuratypical control subjects.
The results of study V confirmed that subjects withp&®form worse than controls with
(severely) blurred stimuli. Subjects with AS recognizegida@&xpressions as well as
controls from original non-blurred stimuli, indicatingaththey recognize simple posed
expressions typically under normal conditions. No déffces between subjects with AS
and controls were found in the advantage of evaluatiywgamic vs. static basic
expressions, suggesting that AS involves intact utilizabibmovement information in
recognizing emotions from faces. Prosopagnosia, commoAS® disorders, wasn't
found to interact with the recognition of basic expiess

Synthetic stimuli used in study Il were produced by &ingl head developed at the
Laboratory of Computational Engineering, TKK (“TKK tailkj head”). Due to shortage
of existing dynamic facial expression collections covng posed basic expressions, a
new video sequence collection (“TKK collection”) wasaeted for studies IV and V
from six Finnish actors posing FACS action unit combinatidfor evaluating these
stimuli, the TKK collection was compared to stimudlected from an existing widely-
used picture collection by Ekman and Friesen (EF) [%id¢st) and the TKK talking
head was compared to two other parametric talking headsy/(8}.

Although the actors in TKK collection underwent a longcpice period for expressing
these combinations, FACS evaluation suggested large difiesein the actual facial
configurations. This is not unexpected because of the inhéiféaulty in posing certain
facial expression configurations exactly. Because ofhiterogeneity of the stimuli,
some differences between individual actors were gbdefor example in the effect of
blurring (study IV). Unfortunately, the heterogeneity ernotional facial expression
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stimuli appears inevitable. The use of spontaneous instepdsed emotional facial
expressions obviously wouldn’t solve this problem as themdo are by definition less
controlled than the latter.

The evaluation of TKK collection (study 1) showed thst basic expressions were
recognized as well as those selected from EF collettid were evaluated less natural.
Presumably, this difference was due to the carefulcete of EF stimuli that was
conducted over several years from a large initial samplpictures. Due to practical
limitations, emotional facial expressions from allaeted actors were included into the
TKK collection. Extensive selection of stimuli hash&en utilized in any existing freely
available basic expression collection [39, 57, 60, 71, 72]efGlaselection procedure
based for example on FACS action units and/or evaluatiody with subjects would
presumably improve both the distinctiveness of emolicsentent and evaluated
naturalness of available research material.

The facial animations produced with TKK talking head wenentl to be recognized
reasonably well in comparison to those provided by Linkopimyversity [157] and
University of Geneva (“MIRALab talking head”) [156]. In gmal, facial animations
would appear as an ideal solution for obtaining homogenenosanal facial expression
stimuli. In existing facial expression studies, computemation has been used for
manipulating existing facial expressions of basic emetierg, for creating emotional
facial expressions with exaggerated intensity [176, 177],dbnemotional facial
expressions [45] and artificial movement [55, 178]. Widophisticated facial animation
model, emotional facial expressions could be generatég dutomatically with total
control over facial configurations, the intensity atial expressions, head position and
various other variablesEvaluation results from the three talking heads weoé n
encouraging, however, as none of them reached the dé\eelhuman actor with well-
recognized posed basic expressions. Results from only plar@enetric talking heads
must be interpreted with caution; however, it is plausibé realistic facial animation
would require more sophisticated modeling of facial skin emdnderlying musculature
than that available in parametric animation. In genengluation by naive human
subjects appears to be important for confirming that famahations are recognized as
intended by the animators. For example, the fearfullfaxpression of the otherwise
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well recognized animations of the MIRALab talking headswwadged surprised rather
than fearful by most subjects.

All of the presented studies used a rating task where s$sib@@luated their
agreement on how well each of the basic emotions ibeslca presented expression. The
rating task together with the used scoring methods providedeteinformation both on
how distinctively the intended basic emotions were recedgnand on their confusions
with other emotions. On the other hand, the used 7-steemgnt scale with “uncertain”
answer fixed in the middle of the scale had some potgmbdlems. First of all, the used
scale offered fewer positive answers (those above utieertain answer) than an
equivalent intensity scale ranging from not felt toosgly felt emotion used in most
earlier studies [6, 19, 20, 49, 55, 56]. Consequently, the wsdel could have been less
sensitive to subtle differences between basic emotiaok as the existence of fess.
surprise in fearful faces. This could have lead to theegption of fearful pictures
selected from Ekman-Friesen collection [5] as blendéeaf and surprise in study II;
however, it is unlikely that this would have affected significant results observed in
other studies. Secondly, the possibility for giving an uageanswer could have affected
the results of studies IV and V with blurred stimuli.ist plausible that variation in
subjects’ performance would have decreased in these stiidiee scale would have
contained an even number of response options with noenojetr uncertainty, forcing the
subjects to select whether an emotion was or was asépt.

In a sense, the recognition scoring used in this thesligypical recognition accuracy
measures used in earlier studies are based on an invaldpi®su of straightforward
relation between basic expressions and basic emotibims existence of common
confusions between basic expressions is well known, aadpiarently related to similar
facial expression components between different bagicessions. However, as long as
the ambiguity between basic expressions is acknowledgedg recognition scoring
based on distinctiveness evaluation can be justifed.example, it makes perfect sense
to compare how distinctively basic expressions are rezednirom facial expression
stimuli selected from different collections.

The present thesis has confirmed that dynamics imprtheesecognition of basic
emotions from (degraded) facial expressions, but hasmsidered the underlying
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mechanisms for why this is so. The facilitating effetmotion certainly isn’t restricted
only to the recognition of faces or facial expressi¢ios.example, classic demonstrations
have shown that a walking person can be recognized fromnm dots but not from
stationary displays and that inanimate objects candmgnized from a few moving but
not from stationary dots (see [179] for a review). Retspaly, it is rather trivial that the
better recognition of dynamics. static basic expressions is at least to some edtento
general motion perception that isn’t specific to facefaoial expressions. On the other
hand, it is possible that moving faces would contaso aupplemental information
related specifically to emotions. Similar proposalgehbeen made for the recognition of
identity from faces ([ibid]). Hill and Johnston [88] haskown that gender and identity
can be recognized from whole-head and facial movementsceed from human actors
and replicated on an animated talking head, suggesting théérgand identity may be
characterized by certain head movements and facial &sipns. It is conceivable that
similarly, certain movements could characterize d#ff emotional states.

Recently, different hypotheses for the facilitatingeeff of motion in recognizing
emotions from very brief facial expression movemerguences have been studied by
Ambadar and coworkers [96]. They managed to exclude explasagtated to the larger
amount of information contained in video sequences rdtiar pictures, and to the
facilitation of configural processing,e. enhanced processing of relations between
individual facial features. They also discarded the exigt@f emotion-specific dynamic
information by showing that when the first and lasifea from original video sequences
were shown in succession (“first-last presentationy, large dynamics effect was
observed as with the originals. The authors concluded ttiea facilitating effect of
dynamics was due to enhanced change perception provided byniparcson between
emotional and neutral faces. This is a viable hypothésisiever, it is questionable
whether the results can be generalized from briefuioemotional facial expression
movement sequences. In their study, the stimuli cowsisfe4-7 framesfrom the
beginning of full emotional facial expression sequerssdscted from the Cohn-Kanade
collection [39]. Note especially that the used dynamiowdt contained only 2-5

! Presented by showing the first frame for 500 ms, the consefjames for 100-200 ms (3-6 frames at a frame rate of
30 frames/s) and the last frame until a response was eeldedom a subject.
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additional frames in comparison to the first-last préstions. It is uncertain whether
such brief presentations could replicate possible emati@racteristic movements
contained in a full video sequence. It is suggested heréothsiiudying this issue further,
future studies should replicate the research procedure ns&ddy IV of the present
thesis with a further first-last presentation comsitadopted from the study by Ambadar
and co-workers. In this kind of study, null hypothesis ldobe that successive
presentation of only the first and last frames fromde@isequence would increase the
recognition of degraded stimuli as much as observing theviddo sequence. An
opposite result would support the existence of emotioracheristic facial movements.

In conclusion, the present thesis confirmed that dynampsoves the recognition of
basic emotions from degraded but not from well-recognizedalf expressions of
emotions. The degraded stimuli included facial animatibas lacked accurate spatial
details and posed facial expressions that were blurredwsypdss filtering. Evaluation
studies confirmed that the used basic expression stimule werognized well in
comparison to other existing facial expression stimulie Tow-pass filtering results
indicated that, unlike identity recognition depending on a tembsrange of spatial
frequencies, different spatial frequency bands are arémi different basic expressions.
A further study showed that Asperger syndrome involves a teaficrecognizing
emotions from low spatial frequencies but no deficit incpesing dynamiws. static

facial expressions.
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Appendix A FACS meta-language

Expression| Matching action unit combinations Examples

A any action unit(s) with intensity from C to E; 1~ 1Cto 1E
with/without additional expressio all of the examples belc

A* any action unit with any intens 1* = 1A to 1E

AN any action unit with intensity/intensitiiN 1CD - 1CorlL

[A] empty or # [1]14+2 = 1 or 1+:

AqlAs either A or A, 12 1or2

AJJA, A;, Ayor both 1/2 = 1,2 0r1+2

Adl...JA either A, ..., A, 0r A, 1214= 1,2 0r4

A A, |Ay ..., A or A, or any of their combination 1/2/4 = 1,2, 4, 1+2, 1+4, 2+4 or 1+2

A& or &A A added to all of the following or precedirAU 1& 2,4,5= 142, 1+4, 145
combination 1.2.4&5- 1+5, 2+5, 4+

-A Preceding AU combinations without A 1+2+4-1= 2+4

1+2+4-112= 244 1+

Table A.1FACS meta-language expressions with explanations and example

A simple meta-language was devised for describing sevetalo$eFACS (Facial

Action Coding System) [1] action unit combinations iroanpact form.

The meta-language contains expressions (Table A.1) emtertbde typical FACS

notation [1]. Note that these expressions can be conhliimther with each other. A full

meta-language expression refers to all action unit cormbnsamatching it. Expressions

are always evaluated from left to right with three eptons: Expressions inside

parentheses "()" precede other expressions, additiveessipns "&" precede the

remaining expressions and exclusions "-" are always eweallUgst.

In typical FACS notation, action unit combinations astetl in an ascending order

and separated by plus signs. For example, notation "1+2#di's to the simultaneous

activation of action units 1, 2 and 4. Equivalently, wigsaluating the meta-language

expressions the action units are always kept in asceratibgy. Respectively, if in

combination A+B either A or B is empty, the plus sigromitted.
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Appendix B FACS prototypes for basic expressions

This appendix describes FACS (Facial Action Coding Systglh action unit
prototypes for basic emotions as suggested originally byutiheis of FACS and as used
in this thesis. Note that all prototypes are presentedAA@S meta-language notation
(Appendix A) to allow for a compact presentation.

Table B.1 shows prototypes and their major variants [2: 173-Xf#, “critical
actions” for basic emotions as suggested tentatively byukigors of FACS. Note that
the authors have also suggested that various minor \sgaist in addition to the major
variants. Critical actions refer to facial actiarsed in EMFACS [2: 135-7, 3], a subset of
FACS intended for coding only emotionally salient faciations, as indicators of

emotionally relevant events.

Emotion  |Prototypes Major variants Critical actions

Anger 4+5*+7& Prototypes -4|5*|7|10 4+5/7, 17+24, 23
[10*+[22]]+23+25|26,

Disgus 9|10*+[16+25|26], 9|10+ 9, 1C

Fear 1+2+4+5*+[20*]+25|26|27 1+2+4+5*+[L20|R20+2524| [1+2+4, 20

(1+2+5DE, 5*+20* &[25]26|27

Happines [6+12* 12CL [6]7]+1zZ

Sadness | 6+15* 1+4+(11+15B)|15* [11+17, ( 1+4+11|(15B+[17]), |[1+[4], [6]+15,
&[25|26]+[54+64 11+15B &[54+64]) &[25|26 11+15]1

Surprist 1+2+5B+26|2 1+2+5B, 1+2+26|27, 5B+26| [1+2+5AB/2¢

Table B.1FACS action unit prototypes, their major variants aritical actions for coding emotion-related
events as suggested by the authors of FACS.

Facial expression prototypes for six basic emotions,dimbeir blends and one non-
emotional facial expression, intended as plausible pleswather than definitive models,
are presented in Table B.2. The prototypes were designeddryified FACS coder (JK)
on the basis of existing literature [2: 135-7, 173-4, 4-6].iokcunits were classified
further into those primary and those secondary for gheotypes on the basis of
[1, 2: 173-4, 4]. For all suggested prototypes, resembling actiorcaimbinations with
equal emotional interpretations were sought from FACSARQS Affect Interpretation
Dictionary) dictionary [7].

B-1



Emotion Prototype(s’ Primary AUs  |Secondary AU: FACSAID equivalent
Anget 4+5+7+2¢ 4+5+23|2: 4+5+7, 17+23|2¢ A+5B+7+2¢
Disgus 9+10+17 9]1C 910417, 9]1025 |4+9B+10B+17B+61B+64.
Fea 1+2+4+5+7+20+2 1+2+4+5+7+21 [20+23, 20425 1+2+4+5B+7+20I
Happiness 6+12, 6+12 6+7A12, 12+[16+25|6+12, 6+12+25

6+12+2¢ (Duchenne smil¢
Sadnes 1+4+7+15+1 1+7+1° 1+4, 6+7, 15417, 43 |1+4C+7A+15B+17A+58+61
Surprist 1+2+5+25+26|2 1+2+5+25+26|2|16+25+26+2° 1+2+5B+26(
Happiness & [1+2+5+6+12+25+26|2 1+2+5B+6+12B+50
Surprist 7 (Surprise/Duchenne smi
ngpiness & |6+9+10+12+17 Unspecified R4B+R6+R93+1OB+1ZB+17B
Disgus (Disgust/Possible Duchenne sm
Mouth 25+26 26 (No prediction)
openinc

Table B.2 Hypothetical FACS prototypes, primary and secondatipaanits (AUs) and equivalent action
unit combinations from FACSAID emotional facial expiessdictionary for six basic emotions, two
blended emotions and one non-emotional facial expressidithin each secondary action unit
combination, the underlined item refers to the matioaand the non-underlined items to its necessary
context é.g.with anger, AU7 is considered secondary only in comhwnatiith AU4+5).
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Appendix C FACS evaluation of TKK collection

FACS evaluation
Actor [Emt |JK VK Agreem.
KH [ang [4C+5D+6A+7C+10A+23C+24C+31B+38C 4C+5B+7B+10A€24 83 %
KH |[dis |9D+10D+17B+26 9D+10B+17B 86 %
KH Jfea |1C+2C+4B+5D+10C+11D+20C+25 1B+2D+4B+5D+10D+110D5A+20C+25¢ 94 %
KH |hapC| 6D+12D+24C
KH [hap |6C+12D+25 6C+12D+25C 100 %
KH |sad |1B+2B+4B+7C+10A+15B+17B 1B+2B+4B+7B+15B+39B 83 %o
KH |sur [1D+2D+5C+25+26 1E+2E+5B+25C+26D+38C 100%
ME Jang |4C+5D+7B+17D+24C
ME |[dis [9D+10B+17C+24B
ME |fea |1B+2B+4A+5D+7B+20C+25
ME |hapC| 6E+12D+17C
ME |hap | 6C+12D+R16B+25
ME |[sad | 1B+4A+7B+12B+17C+20C+38C+43C
ME |sur |1C+2C+5D+25+27
MR |ang |4B+5C+7C+24B+38C
MR |[dis |4B+7B+9C+10C+17A
MR [fea |1C+2C+4B+5C+20A+T23B+25+38B
MR [hapC| 6B+13D
MR [hap |6B+12D+25
MR |sad | 1B+4C+7B+15B+17B+20B
MR |sur |1C+2C+5C+25+27+38B
NR ang | 4E+5D+6B+7C+17D+23C+24C 4D+5A+7C+9A+23B+24C 77 %
NR dis [4C+7B+9D+10E+17D 4C+7B+9D+17B 89 %
NR [fea |1C+2C+4A+5D+20D+25 1C+2B+5D+16B+20C+25C 83 o
NR [hapC| 6D+12C+17C
NR hap | 6C+12D+16B+25 6B+12D+25B 86 %
NR sad | 1B+4B+15B+17D+39B 1A+4B+15A+17C+39C 100 Po
NR [sur |1C+2C+5D+16B+25+26 1C+2C+5D+25C+26E 91 o
SP ang | 4E+5D+7B+10A+17B+24C 4D+5B+10A+24C 80 %o
SP dis | 4D+6B+7A+9C+10C+15B+17D 4C+9D+10C+17C 73 Mo
SP fea | 1D+2D+5B+12B+20B+25 1D+2C+5A+12B+20C+25B+38C %0(
SP hapd 6C+10A+12C
SP hap | 6D+12D+16B+25 6B+12C+25D 86 %o
SP sad | 4A+6B+7D+15B+17C+20B 6B+7D+15B+17B 80 %o
SP sur | 1IE+2E+5C+25+27+38C 1D+2D+5B+25A+27D 100{%
TV ang |[4B+5C+6B+7D+15B+23D+24A+38D 4A+5B+7C+23C+38B 963
TV dis |6B+7D+9E+10C+17C 7D+9C+24A 50 U
TV |fea [1C+2B+4B+5C+7C+20E+21D+25+38C| 1B+4C+5C+7A+20B€238D 92 %
TV  |hapC|6E+7B+12E+16A
TV |hap [6D+12D+25 6C+12D+25D 100 %
TV sad |1C+4B+6D+7E+10A+15E+17E 4B+7E+15D+17C+38C 73 [%
TV  [sur |1E+2E+5D+25+27+38B 1B+2D+5C+25C+26E+38C 80 po

Table C.1FACS coding for TKK collection. Columns from left tight are: actor initials, posed emotion
(three first letters; hapC denotes closed-mouth happiressit), FACS evaluation by two coders (JK and
VK) and agreement evaluation between them.
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Prototypical action units
Actor [Emt. Primary Missing Extra
KH ang 4C+5D+24C 6A+10A
KH |dis 9D 26
KH Ifea 1C+2C+4B+5D+20C 7 10C+11D
KH [hapC 6D+12D 24C
KH [hap 6C+12D
KH |sad 1B+4B+7C+15B 2B+10A
KH [sur 1D+2D+5C+25+24
ME [ang 4C+5D+24C
ME |[dis 9D 24B
ME |fea | 1B+2B+4A+5D+20C 7
ME |hapC 6E+12D 17C
ME |hap 6C+12D
ME |sad 1B+4A+7B 15 12B+20C
ME  |sur 1C+2C+5D+25+21
MR |ang 4B+5C+24B
MR |dis 9C AB+7B
MR [fea 1C+2C+4B+5C+20A 7
MR [hapC 6B 12 13D
MR  |hap 6B+12D
MR [sad 1B+4C+7B+15B 20B
MR [sur 1C+2C+5C+25+274
NR |ang 4E+5D+24C 6B
NR dis 10E 4C+7B
NR fea 1C+2C+4A+5D+20D 7
NR [hapC 6D+12C 17C
NR [hap 6C+12D
NR sad 1B+4B+15B 7
NR  [sur 1C+2C+5D+25+2¢
SP ang AE+5D+24C 10B+17B
SP dis 9C 4D+6B+7A+15B
SP fea 1D+2D+5B+20B 4+7 12B
SP hapC 6C+12C 10A
SP hap 6D+12D
SP sad 4A+7D+15B 1 6B+20B
SP sur 1D+2D+5C+25+2F
TV ang 4B+5C+23D 6B+15B
TV dis 9E 6B+7D
TV fea 1C+2B+4B+7C+20E 5
TV  |hapC 6E+12E 7B+16A
TV  |hap 6D+12D
TV sad 1C+4B+7E+15E 6D+10A
TV sur 1E+2D+5D+25+27

Table C.2The FACS evaluation of TKK stimuli classified on theesls of their prototypical facial actions.
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FACS [1] coding for basic emotion stimuli in TKK cadigon by two certified FACS
coders (JK and VK) is presented in Table C.1. Note thHastahuli haven't been
evaluated by the second FACS coder (VK) because his eealuaas used mainly to
confirm the validity of the first coder’s evaluatiolsgreement evaluation between the
two coders for a particular stimulus has been catledlas twice the sum of agreed action
units divided by the sum of all coded action units, resylin a proportion between
0-100 %. In Table C.2, the action units evaluated by the Fif&CS coder have been
classified into existing and missing primary prototypicadidél actions and extra facial
actions in addition to primary and secondary actiohsAgpendix B for the definitions
of primary and secondary facial actions).
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Appendix D TKK talking head parameters

Action unit [Name Param.'s| Areas Dir. | Secondary
actions
AU1 Inner brow raiser 4 |Le/Riinner brow, V
Le/Ri inner eye covt
AU2 Outer brow raiser 4 |Le/Ri outer brow, \%
Le/Ri outer eye cov

AU4 Brow lowere 2 Le/Ri brow \Y
AU5/41 Upper lid raiser/ 2 Le/Ri Up eyelid Y

Eye close
AU6 Cheek raiser 2 Le/Ri cheek V| -AU2, AU]

(L/R only)

AU7 Lid tightene 2 Le/Ri Lo eyelic \
AU9 Nose wrinkle 4 Le/Ri Up and Lo nasal are \
AU10 Upper lip raise 3 Le/Ri/Mi Up lip O/0/V[+AU38
AU11 Nasolabial furrow 2 Le/Ri nasolabial furrow area Ol +AU10

deepene (L/R only)
AU12 Lip corner pulle 2 Le/Ri lip corner: O |+AU11
AU15 Lip corner depress 2 Le/Ri lip corner: O
AU16/17 Lower lip depressor/ 3 Le/Ri Lo lip, Mi Lo lip/chin O/O/M -AU25+26/27

Chin raise
AU20 Lip stretche 2 Le/Ri lip are: H
AU23/24 Lip tightener/press: 6 Le/Ri/Mi Up and Lo lip aree R [-AU20
AU25+26/27 Lips part/Jaw drop/ 1 Jaw \%

Mouth stretcl
AU38/39 Nostril dilator/ 2 Nostrils R

compressc

Table D.1FACS [1] action unit modeling in TKK talking head [2]. Colunfnam left to right are: FACS
action unit identifier(s), name of the action unit(@ymber of parameters used to model the action unit(s),
main areas affected by the parameters (Le left, Ri,rigo lower and Up upper), movement direction (V
vertical, H horizontal, O oblique and R orbital) andosetary actions caused by the activation of the action

unit(s).
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