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ABSTRACT

Author Tommi limonen
Title Tools and Experiments in Multimodal Interaction

The goal of this study is to explore different strategiesrfaitimodal
human-computer interaction. Where traditional human-{oater interac-
tion uses a few common user interface metaphors and dewicdsmodal
interaction seeks new application areas with novel intemaaevices and
metaphors. Exploration of these new areas involves creatiamew ap-
plication concepts and their implementation. In some ctsenteraction
mimics human-human interaction while in other cases trexdution model
is only loosely tied to the physical world.

In the virtual orchestra concept a conductor can conduchd bévir-
tual musicians. Both the motion and sound of the musiciasgrishesized
with a computer. A critical task in this interaction is theadysis of the con-
ductor motion and control of the sound synthesis. A systeahpgbrforms
these tasks is presented. The system is also capable aftexgramotional
content from the conductor’s motion. While the conductdiof@er system
was originally developed using a commercial motion trac&aralternative
low-cost motion tracking system was also made. The new syated ac-
celerometers with application-specific signal procesBingnotion capture.

One of the basic tasks of the conductor follower and othaugesased
interaction systems is to refine raw user input data intorinfdgion that is
easy to use in the application. For this purpose a new appraas de-
veloped: FLexible User Input Design (FLUID). This is a tabtkat simpli-
fies the management of novel interaction devices and ofearsmgl-purpose
data conversion and analysis algorithms.

FLUID was used in a virtual reality drawing applications AwiLand
and Helma. Also new particle system models and a graphitshdison
system were developed for these applications. The traditiparticle sys-
tems were enhanced by adding moving force fields that inteviile each
other. The interacting force fields make the animations nigedy and
credible.

Graphics distribution become an issue if one wants to reBDegraph-
ics with a cost-effective PC-cluster. A graphics distribntmethod based
on network broadcast was created to minimize the amount taf tdaffic,
thus increasing performance.

Many multimodal applications also need a sound synthesipeocess-
ing engine. To meet these needs the Mustajuuri toolkit wasldped. Mus-
tajuuri is a flexible and efficient sound signal processiragrfework with
support for sound processing in virtual environments.

Keywords gestural interaction, conductor following, virtual re-
ality, digital art, graphics clusters, particle systems,
3D sound, digital signal processing
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TIIVISTELMA

Tekija Tommi limonen
Otsikko Multimodaaliset kayttoliittymat — menetelmia ja
kokeiluja

Taman tutkimuksen tarkoitus on selvittaa erilaisianetelmia mul-
timodaaliseen/keholliseen ihmisen ja tietokoneen wealis vuorovaiku-
tukseen. Siina missa perinteiset jarjestelmat pdhjat tavallisimpiin
laitteisiin (hiiri, nappaimistd) ja vuorovaikutusmetelmiin (komentorivi,
ikkunointi), multimodaalisten kayttoliittymien sovasmahdollisuuksia et-
sitaan uusien laitteiden ja menetelmien kautta. Tutkisegsa uusien sovel-
lusalueiden etsiminen on sisaltanyt uusien sovellus&ptien suunnittelun
misten valista vuorovaikutusta, kun toisaalla vuor&uduis ei pohjaudu fy-
ysisiin esikuviin.

Ensimmaisessa sovelluksessa - DIVA virtuaaliorkessart kapellimes-
tari voi johtaa virtuaalisia muusikoita. Seka aaniaettuusikoiden ani-
maatio syntetisoidaan tosiajassa tietokoneella. iahpan tarkeimpia os-
atehtavia on tulkita kapellimestarin liikkeita ja koolloida synteesia sen
pohjalta. Vaitdskirjassa esitellaan tarkoitustat@arkehitetty jarjestelma.
Jarjestelma pystyy myos tunnistamaan kapellimesthiliReista tunne-
informaatiota. Alkuperainen jarjestelma kaytti kailfsta likkeenseuranta-
jarjestelmaa, joka on seka kallis etta helposti hegoa Naiden puuttei-
den korjaamiseksi kehitettiin kiihtyvyysantureihin pstuva liikkeenseu-
rantamenetelma.

Kapellimestariseurannassa ja muissa elekayttoliiggén ohjelman
pitaa muokata mittalaitteesta saatava raakadatadt@fftoisempaan muo-
toon. Tata varten kehitettiin uusi menetelma: Flexiblser Input De-
sign (FLUID). FLUID-komponentin tarkoitus on helpottaartiaaisten
syotelaitteiden hallintaa ja tukea signaalinkasitigly -analyysia.

FLUID-jarjestelma kehitettiin keinotodellisuuspolg@a AnimalLand ja
Helma -piirto-ohjelmia varten. Naita ohjelmia silmglpitaen kehitettiin
my0s uusia graafisia menetelmia. Perinteisia partigksleemeja parannet-
tiin lisaamalla liikkuvia voimakenttia jotka vaikigvat toisiinsa. Toisiinsa
vaikuttavat voimakentat tekevat animaatiosta eloisaarjp uskottavampaa.

3D grafiikan piirron hajautuksesta tuli ongelma, kun héalutt
kayttaa useampaa tavallista tietokonetta 3D grafiikairtamiseen.
Tata varten kehitettiin menetelma joka pohjautuu noppaikallisverkon
broadcast-teknologiaan. Menetelma vahentaa |&Heten data maaraa ja
siten parantaa jarjestelman suorituskykya.

Aani on oleellinen osa monissa multimodaalisissa kiijttymissa.
Tarkoitusta varten kehitettiin yleiskayttdoinen Mustaji-ohjelmisto. Mus-
tajuuri on joustava ja tehokas aanenkasittelyjaejesd, joka tukee erityis-
esti aanenkasittelya keinotodellisuusymparsgai
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Avainsanat elekayttoliittymat, kapellimestariseuranta, keino-
todellisuus, digitaalinen taide, grafiikkaklusterit, par
tikkelisysteemit, 3-ulotteinen aani, digitaalinen-sig
naalinkasittely
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PREFACE

Anna Nerkagi lives in the village Laboravaja in the north8iberia. In the
winter the temperature goes down to -50 degrees centighatiee summer
the snow barely melts. At the end of the summer only the topeB@imeters
of the earth is molten. This is the home of the Nenets peopleyre
nomads, taking care of their reindeers and dogs in thesé barglitions.

Anna is the spiritual leader of Laboravaja and she has fodiadelun-
tary hut-school in the village. In this school the teachisdpased on three
central themes: Joy, How to do good and Nenets tradition. afefis us
why these things are important: Joy makes life worth livifizping good
things makes joy for oneself and others. Children who knosvNienets
tradition know who they are, who their parents were and whieag live.

Today only a fraction of the Nenets people live in villagdslLabo-
ravaja. There is a great risk that once Anna dies the villajjedisappear,
like the whole Nenets culture has been disappearing sira@a’Streign.
Most Nenets live in arctic cities where the most common cad@iskeath are
suicide and alcoholism. The Nenets way of life, traditiom aamd language
will disappear during the next 50—100 years. Anna knowsfdhis, but she
still has the wisdom and the strength to teach Joy, How to dal @md the
Nenets traditions.

What can we learn from her? This lesson is simple because lhean-
derstood with a few words. It is also extreme because thessare present
in all human activity and because her example sets a highdatdon what
a human being it meant to accomplish.

This thesis makes a modest attempt to learn something frama Alerk-
agi and to apply the same principles in a work that is carrigdrothe realm
of modern science. Scientific rhetorics is possibly the vesaknedium for
discussing Joy, How to do good or Who we are. Hopefully theemes can
be seen in some form on the following pages.

Otaniemi, Espoo, 8.9.2006, On the feast of nativity of Tbkos, the
Mother of God

Tommi llmonen
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1 INTRODUCTION

This thesis concerns design, realization and testing afraéwnultimodal
interaction systems. A general goal of this research has tzeénd new
applications for multimodal interaction.

1.1 Scope of this Thesis

This thesis is defined by interaction concepts (or visioma) have driven the
research. These concepts are related to each other by cotaoiomlogy
and background philosophy.

All of the concepts share some user interface componentscadimpo-
nents fall into several categories. As far as user input icemed many
concepts share similar needs for input data managemens hHsi led to
research on how to handle multiple input devices. Once tteigdaollected
it needs to be analyzed. Here an orchestra conductor fallsames as a
case.

On the output side many concepts use audio and graphics. Uihe a
feedback has resulted in the development of a flexible audiogssing en-
gine. The graphics synthesis has involved particle systrmdghe creation
of a 3D drawing application. For the drawing application ieoaneeded
new user interface concepts, which led to the inclusion efirtual pocket
user interface metaphor.

1.2 Research Questions

The primary research guestion has been to find out how muti@rapplica-
tions could be used to create human-computer interactstes)s that could
not be realized with desk-top or mobile computing. This goess further
split into two sub-questions:

1. What kind of technical tools are needed for the developmen
of multimodal applications? This question asks what kind of tools there
should be. To answer this question several software toals w@nstructed
and used to build multimodal applications. The innovatiang experience
gained from these experiments provide the answer to thamasguestion.

2. What kind of multimodal applications are useful? Since the design
space for multimodal applications is extremely large onedseguidelines
in concept and application design. Given the wide range plieations the
goal needs to be realistic. In this case we looked into sjgamiicepts and
experience we gained is useful in areas close to implemegtstdms.

The two questions are directly related, which is the readoptivey are
taken up in the same thesis. This research is not expectaékta gomplete
answer the questions, but shed some light on the problemsodunibns that
can be expected.
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1.3 Ovwerall Research Structure

This thesis represents open-ended, constructive rese@hehoverall idea
has been to explore the possibilities of multimodal inteaacin different
forms using a series of concepts that illuminate varioutsghe target field.

The development of multimodal applications constantly deds con-
siderations about the application concept, user interdiackavailable tech-
nology. This has called for multi-disciplinary researchardnthe whole web
of components has to be taken into account at the same timg rédquires
open mind and flexible targets since one is constantly sgekaompromise
between the different requirements and limitations.

The human-centric concepts have often led to technologés®arch
that is necessary to realize the concepts. Constructidmeafie¢w technolo-
gies then became the scientific contribution of this thesis.

1.4 Organization of the Thesis

This thesis is organized as follows. Chapter 2 describemtitezation and
philosophical background for this work. In Chapter 3 refatesearch is
presented. Chapters 4—6 cover the technologies that weetoged during
this work. Chapter 7 extrapolates some future directiod<Grapter 8 gives
a final overview of the work. The scientific contribution ofcearesearch
paper is summarized in Chapter 9.
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2 MOTIVATION

2.1 Visions

There were several visions that drove this research andedktfive specific
research topics. During this research many of these cond¢epie been
realized while some have been left unimplemented.

The DIVA Band

The Digital Interactive Virtual Acoustics (DIVA) -band was effort to cre-
ate a virtual orchestra performance. A real conductor woatdluct a band
of virtual musicians with a baton (figures 2.1 and 2.2). Ingkistem mul-
tiple technologies were merged — inverse kinematics focudating the
motion of the musicians, physical modeling for the musioatiuments and
room acoustics and conductor following to translate theritibns of the
conductor to MIDI commands.

Figure 2.1: A conductor with a tracked baton and glove.

The DIVA system was showcased in the SIGGRAPH’97 conferémce
the Electric Garden [57]. This was a large installation witagnetic mo-
tion tracking, large video screen and head-related trahsfietions (HRTF)
filtering of the final audio signal.
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Figure 2.2: The DIVA virtual band.

After the SIGGRAPH debut DIVA band became the standard ktiooy
demo. We also made a low-cost version for the Heureka scieeicter.
For this setup we developed a motion tracking system thatbsaed on
accelerometers.

Tapio Takala is the author of the virtual orchestra concépe author’s
role was to implement the conductor following software.

Storm
Storm was an installation concept by the author. In the Stbhree users are
located in front of video screens — one screen for each ubeir foal was
to use gestures and voice to control the weather in a viramldcape. For
example one of the users could be wind while the other was ¥&ith the
installation the users would create different atmosphewsthetic effects
together. This effects and (possibly supporting a stargjlwould be the
content of the installation.

The storm concept was never fully realized. As a first stepatds it
we built a particle animation application — AnimalLand — thats to be a
simple test-bed for many of techniques in Storm [65].

AnimalLand

To prepare for the Storm installation we began work on sowctatigues that
were necessary for the Storm. As a first step we planned ttecagzarticle
animation application — AnimaLand. AnimaLand was to be tudtreality

(VR) application where an artist could create animationsead-time with

gestures (figure 2.3) [65].

AnimaLand was aimed to demonstrate a series of software coemis
that would make their way to the Storm. These were multimodal in-
terface with the Fluid [P1] library as input the interfacada output with
Mustajuuri sound processing engine [P6] and and graphrusalted by the
VRJuggler VR framework [71].
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Figure 2.3: The author is making a particle effect with themaland soft-
ware.

The author is responsible for both the concept and impleatient of
AnimaLand. While AnimaLand was to be test-bench for Stormas also
designed to be an independent application.

Helma

The aim of the Helma project was to create a 3D drawing andaiomen-
vironment in VR [96]. The special interest was to see how firaeric in-
teraction affects the creation of digital 3D art (figure 2Bhe basic assump-
tion behind the project was that enabling physical intéoactvould create
digital art with visible human touch, like in traditional iptings. Artists
would also be able to use their highly trained motoric skilsreate digital
3D art.

Wille Makela is the author of the Helma concept. The dstailthe user
interface and interaction design were done by the Helma:tddra author
was responsible for almost all of the software design andeampntation,
Markku Reunanen took care of the hardware side, Wille Méket over-
all goal settings and user feedback and Tapio Takala fondéuideas and
guidance.

The software written for AnimaLand was taken as the stanioigt for
the Helma software. This enabled us to use a working basersyste
starting point.

Upponurkka
The works created with Helma were presented with an immersiereo-
scopic large-scale installation called Upponurkka (imsier corner). The
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Figure 2.4: An artist is drawing a tube with the Helma system.

Figure 2.5: The Upponurkka installation that was used tpldisthe 3D art
made with the Helma system.
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system consisted of two large screens with polarizatissetatereoscopic
graphics. Number of people can view the graphics at the siameglbut only
one person has a pair of glasses that are tracked based oaccolarkers.
Upponurkka was part of the Helma project and the division ofknis
identical with the overall project work, outlined in the pi®us section.

Kyla

Figure 2.6: A visitor in the Kyla installation.

Kyla (village) is an interactive art installation by thethar. This instal-
lation occupies one room. The visitors are given a smalldeax candle
that is the only source of light in the room. There is only oaadie in the
room at a time (figure 2.6). On the walls there are photogregke during
the 19th century is the northern Carelia (an area currehtlyesl between
Finland and Russia). Each image is accompanied by a spagifezsong
that is played as the candle approaches the picture. Thes sorytheir
melodies come from the same region as the photographs,duate sung
by modern singers. An exception to this rule is a photo of agyard. It is
accompanied by the last song of the Orthodox funerals.

The aim of the Kyla installation is to capture some of thimasphere
and present it to modern people (kyla = village in Finnishi)serves as a
document, presenting fragments of people’s lives, betiatshopes. Com-
ponents that make up the experience are a candle, a darkemad pho-
tographs from the 19th century, folk songs from the same mudiee-based
human-computer interaction. In this installation the caiepis both phys-
ically and mentally hidden.

The installation was built early in 2005 when it was demaatsul for
two weeks in a small media art festival in Helsinki Univeysif Technology.
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For the summer 2006 Kyla was in the Parppeinvaara open4seom in
llomantsi, eastern Finland.

The author created the installation idea which was furtiegetbped and
implemented with Marja Hyvarila. The rune-songs weregdayithe author,
Kati Heinonen, Taito Hoffren, Vilja Makinen, Tuomas Rolaa, Juulia
Salonen and Veera Voima. The first version of the funeral saagysang by
the author, Petri Hakonen, Stiina Hakonen, Kati HeinonehJaakko Olk-
inuora. A more ethnographically accurate version of theyseas arranged
in Finnish by Tuomas Rounakari, based on Old-Believer miogrand
sang by the author, Charlotta Buchert, Anne-Mari Rautaniikna-Mari
Rautamaki and Tuomas Rounakari.

2.2 Philosophy

The visions above share a common philosophical backgrotihd.philo-
sophical considerations fall into two major categories —tmodal inter-
action and physical interaction. All the visions contairtbmgredients in
some form.

Multimodal Interaction

A central theme in this thesis is multimodal interaction.eTtarm “multi-
modal” has multiple meanings depending on the context.ritaan inter-
action with multiple devices (mice, keyboards, camera8®[lthe use of
multiple human skills (writing, drawing, gesturing, taiki) [4] or the use
of different sensory channels [101]. The first definitionestered on tech-
nology while the two others are human-centric. In this thélse term is
used simultaneously in all meanings — a multimodal HCI systesually
needs to use a number of different devices. At the same timenmodal
applications require the use of multiple skills and sensajabilities.

One weakness of the term multimodal is its volatility. Innmiple even
a normal GUI application is multimodal — the communicati@iieen the
human and application uses graphics, text, sounds, theokegtand the
mouse. A “multimodal” application uses more modalitiesntf@anormal
GUI application.

Current human-computer interfaces use only a small sulbgetssible
modalities, usually just text and images. Alternative camination chan-
nels cannot be used (speech, gestures, body-language)sdéen that the
use of these alternative channels can improve the usefaoéegf116]. Mul-
timodal interaction offers several potential benefits aweimodal interac-
tion.

First of all new modalities may offer new application areastéchnol-
ogy. There are situations where the traditional input masteimply do not
work, for example few people draw comfortably with a mouseewen a
drawing pad. There are also people who cannot cope with mirggerfaces
(e.g. children and illiterate people). The question is adlmow well a given
interaction style fits people. It is unreasonable to exgdwat the same user
interface would be ideal for all users.

Secondly performing the same task in different way may havefizct
on how the task is performed. Even though people seldom uspuers
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just for the sake of interacting with them the method of iatéion needs
to be considered carefully. If a multimodal interface is mpleasant it can
contribute directly to better user experience. In somesHse experience
may be one of the most important reasons to use a computee ifirgh
place, in games for example.

Thirdly the optimal modality for interaction may depend be tontext.
For example the user interfaces in desktop computers, sdbitices and
embedded systems are so different that one may be forcea tdiffisrent
modalities due to the different nature of the systems.

Physical Interaction

Physical user interfaces emphasize the role of the useysiqdl activity.

Traditionally the user’s body is seen mostly as a problem g- eountless
studies and text-books analyze the limits of human visi@aring and ac-
curacy [107, 151, 117, 159]. In the realm of physical intéoacthe user’s
body is seen as an important part of the interaction [68, 38le aim of

such thinking is to widen the scope of human-computer conication

from mental models to psycho-physical aspects. In a moreretaform:

Instead of activating just eyes, fingers and wrists (keyit®and mice) a
human-computer interaction system should utilize the'sipérysical skills

as much as possible.

An important topic is also the direct impact of physical exse. Strong
physical activity causes adrenaline flow which makes onkebfeter. This
kind of biological aspects are one part of human-computeraction. In
classical HCI this part has received little consideration.

Physical interaction has also wider sociological linkstHa developed
countries most people do little physical work. Physicaidtgthas become
something special. Hobbies (e.g. sports and trekking) raadtear distinc-
tion between normal life and exercise.

Here itis useful to observe modern schools and office work.mbdern
man spends enormous amounts of time sitting down, lookingca&ngular
papers or computer screens. Pauses for physical exereiséi@aved only
because without them people’s mental productivity suffers/sical activity
is tolerated, only because it cannot be completely removed.

The Idea of Man

Often multimodal and physical interaction are seen as nustiio break
from traditional HCI. It is seen that typical HCI is concedna/most en-
tirely with efficiency. For example in the 1990’s Picard icided modern
HCIl and proposed that affective computing would make theenotechno-
logical world better for humans [119, 118]. At the core ofdt's criticism
is the belief that traditional HCI (and science in genermgiidre a vast area
of human experience. Here Picard’s thinking parallels ife&k§34]. As
an empirical linguist Lakoff criticizes older objectivistinguistic theories
(e.g. Chomsky’s generative grammar -theory) for assumniag language
is a system of meaningless symbols. Backed by consideratp@ieal ev-
idence Lakoff argues that natural languages are basedlgioecphysical
human experience. As a side effect the philosophical idaalémguage,
logic and though are universal should be abandoned.
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Both Picard and Lakoff see science as a system where thelttibagdy
duality is a dominant paradigm. This assumed duality is WwdthDescartes
to declarecogito ergo sunfl think, therefore | am). The aim of Descartes
was to establish the existence of pure reason. This puremeasuld be
able to create pure, universal knowledge that would be iedéent of our
physical existence. Both Lakoff and Picard see this spirithieir respec-
tive fields of science as a problem. In similar way sociolbljisrbert Elias
notes that pure, incorporeal knowledge is only a philosoglteeam [42].
Also the phenomenological tradition of philosophy (Edmithasserl, Mar-
tin Heidegger and others) have concluded that thought ¢dveseparated
from the body.

It seems that the source of conflict between Descartes andbinee
scientists and philosophers is in their different idea ohm@he western,
rationalistic approach has been to split problems intospakthen a human
is perceived as parts the mind and body that are handledstelyafurther-
more the mind is divided into rational and irrational pahtsmultimodal in-
teraction design these assumptions are typically rejetttedems that most
people who make physical/multimodal systems approach $ke holisti-
cally, assuming that the physical and mental activitiesdiexctly coupled.

Of Man and Technology

Since we are dealing with both the idea of man and technologakes
sense to shortly discuss the relationship between humandyechnology.
Human is basically a cultural animal — a person’s behaviahigped by
the culture he/she lives in. Word culture is used here intitw@graphi-
cal meaning: Culture is the part of human inheritance thattdiological.

Technology is one aspect of this human heritage. The modeial®rder is
based on massive technological infrastructure. For examvjithout effec-
tive transportation of goods and people large societieshégtdcivilization

could not be maintained.

Technology has freed humanity more and more from the lifoitatof
environment, body and mind. Given the ease of survival andfod of
our lives it is a surprise that modern people are not as fiteis pinedeces-
sors were. Reading and writing skills have made good mentusglete —
people in illiterate societies tend to have better memoudydifierent brain
structure [97]. The elaborate strategies of the antiquenEmorizing things
have also largely disappeared.

There are powerful commercial and political interests ichtelogy.
Large corporations and nations try to modify life-style éagislation world-
wide to a direction that is beneficial to them. Technologynie wenue where
such push can be made.

Given these facts it seems that technology can affect psdpughts
and behavior to a great extent. While technology is only @utof in so-
ciety, it is the domain of this work. Legislation, culturedafashion etc.
are also important (possibly more so), but they are out$idestope of this
thesis.
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2.3 Technology

Above we have outlined the visions we had and their backgtolm this
section we cover the technologies that were needed to ecthléz visions.
These new technologies form the core of this thesis.

Input Device Management

Input device management is one of the basic problems in /imdtal in-
teraction. In the realm of graphical user interfaces oneusgna common
widgets/callbacks -architecture (e.g. Qt [70] and MotiT]j1 There are
many toolkits that implement this common approach. Thipsealpplica-
tion development since individual projects do not need {oreate the same
tools. In multimodal interaction such standards do nottexs. Neither
in the conceptual (common architectures and metaphorsjaatipal level
(common toolkits).

As a solution to these problems we developed the FLexible Use
put Design (FLUID). This architecture is suitable for anypbgation where
novel input devices are in use. The system is scalable frobedded sys-
tems to ordinary computers. The design takes into accoenhéeds of
higher-level application development — support for inpatadprocessing
(gesture detectors etc.) and ease of programming. Whilesyheem is
generic in nature we have developed and used it primarilyirioal real-
ity (VR) applications.

Gesture Analysis

If we want to create a gesture-aware application these igssheed to be
detected first. Orchestra conducting is one case wherergesite used to
convey meaning between humans. This is a challenging tasle shere

is no standard conducting language, but each conductoritéeehstyle.

Humans understand these individual styles naturally,evnitomputer has
to be instructed to understand every motion.

To mimic this interaction we built a conductor following $gs that
extracted conducting gestures from the conductor's maiahsynthesized
music as required. The software detected tempo, dynamitgmotional
content from the conductor’s motion. In the music synthessdid not
utilize the emotional information, but all other informatiwas used.

User Interfaces for Physical Interaction

One of the problems in VR/AR interaction are the interactemhniques (or
metaphors). Instead of using common techniques each apphcuses a
different approach for application control. While suchapbzation might
lead to very effective user interfaces it seems that mogly techniques
only provide a slightly new way to perform some user integftask (e.g.
tool selection and configuration).

This was also a problem in the Helma project. One of the prohtie
parts was the tool selection. Our first attempts at tool seleand configu-
ration were clumsy and they did not support artists’ workvflgVe adopted
the virtual pocket metaphor for tool selection needs. Im tessts this proved
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to be an effective method.

Graphics Tools

The Storm, AnimaLand and Helma concepts required novehigcaools.

For the Storm and AnimaLand we needed particle systemsititnaal par-

ticle systems were considered too static for the purposecr&ate more
dynamic effects we developed the second order particlesyst

In projection-based VR we have to display the same virtualdvon
multiple display surfaces. The traditional approach to intleis need has
been to purchase a computer that is capable of running $elegen pro-
jectors at once. Unfortunately such computers are expenghe to cost
constraints we wanted to use off-the-shelf componentsaasdf costly spe-
cial hardware. In practice this implies that we use a clusterdinary PCs
to render the multiple screens. For the clustering we neadgdphics dis-
tribution method.

Previously there have been two ways to distribute the graphipplica-
tion distribution and distributed rendering. The first offasually better per-
formance, but it is takes more work. The latter is easier t@enmut places
heavy stress data transfers between the application adéniag comput-
ers. As a method to reduce this data traffic we created thedBasa GL
toolkit (BGL). This is a system that uses networking researas efficiently
as possible.

Audio Tools
A multimodal application often needs an audio engine. Tokweell in a
VR installation the engine must be able to produce soundvatdtency,
multiple sound synthesis methods and 3D panning of soundesu

We created a general-purpose audio toolkit to meet thesgsnekhis
toolkit — Mustajuuri — offers a flexible environment for salirsignal
processing.
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3 RELATED RESEARCH

Given the multidisciplinary nature of this research thiguter covers rele-
vant related work in sections that match the topics of theighgublications.

3.1 Multimodal User Input

Multimodal user input is a field that can be approached fromyrdirec-
tions. Nigay et al. have made such high-level analysis [BBgir emphasis
is on the classification of different interaction modes ardiaiities. Schoe-
maker et al. have also published work on the levels of observ§l36].
Their work classifies four levels of observation — physjglay/siological, in-
formation theoretical, cognitive and intentional.

In addition to high-level considerations there are sevekits to han-
dle user input. For example Salber has published a “The Qbmt®Ikit”
for sensing the presence of the user [131]. This toolkit leeentused by e.g.
Mankoff who combined it with speech recognition [98]. Thestgym was
used to collect and process ambiguous user input data.

Many applications also process the input data to extragetésting non-
obvious information from it. For example Landay has credted SILK-
library for 2D sketch making [86]. Cohen has done researadmosmbitious
distributed input data collection and processing systenicKset [27].

In the VR environments one is typically confronted with netandard
input devices (motion trackers, data gloves etc.). Most MrRikeworks have
some method of handling these devices, for example VR Jugtle7] and
CAVELIb [25]. Goldiez et al. have also developed a softwafeastructure
for multi-modal interaction [51]. These are monolithic Vigsstems that do
not fit the needs of people who wish to make interaction systeatside
VR environments. There are also VR device toolkits that @ononly the
device management, without other VR framework i.e. Opetkena[126]
and VRPN (virtual reality peripheral network) [148]. Bimheas worked
on a multi-layered architecture for sketch-based int@aatvithin virtual
environments [9]. Latoschik has developed a system th&bqmes gesture
detection and combines the results with speech input [38s& user input
systems are either application- (e.g. sketching ) or dorapécific (e.g.
VR). They also tend to have be tied directly to the applicatagic, which
is problematic if the envisaged logic does not fit the reabesa

3.2 Gestures in the User Interface

Gestural user interfaces offer an alternative to the ti@utail human-
computer interaction methods. First systems were madeit970'’s. My-
ron Krueger's VIDEOPLACE experiments are influential instffield [82].
In these experiments Krueger tested different interagiiamadigms in the
form of games or art.

There are many different motivations for gestural intezfac
Hamalainen et al. have reported Kick-Ass Kung-Fu — arificidl

TOOLS AND EXPERIMENTS IN MULTIMODAL INTERACTION 27



28

reality martial arts game [54]. In this case gestural comication was

motivated by the desire to make a user interface that enalbledb practice
martial arts against virtual opponents. Keates and Rohihawe developed
gestural user interfaces for the disabled [76]. In this dhsetraditional

mouse/keyboard interfaces were rejected since they catlthen used by
the handicapped people.

There are also other cases where the the keyboard and mouss ba
used. Waldherr et al. have used gestures for human-roleoastion [157].
Wu and Balakrishnan used hand- and finger gestures for ¢gbieterac-
tion [165], while Grossman used similar interaction withuraetric 3D dis-
plays [52].

In the field of computer graphics gestural, multimodal iat#ion was
pioneered by Bolt [10]. His visionary “Put-That-There” sy combined
speech and gestures to create a more natural user interewtigality. This
work has been continued by e.g. Billinghurst [8]. Nielses baudied how
to develop intuitive gesture interfaces [113].

All in all gestural and multimodal interaction are topicghwplenty of
activity, but no dominant paradigm. Even the “Put-That+Eieapproach
remains a novelty 25 years after its creation.

Conductor Following

Orchestra conductor’s motion is a special-purpose getdngruage and an
interesting test case for natural gestural interaction.ndbeting guides
give detailed information on the language and its use (famgde McEI-
heran [105] and Rudolf [130]). In practice each conductar ia/her own
style that may be far from the text-book style. One of the grgtachallenges
for a conductor follower is to be able to understand condsetgardless of
their personal differences. This is basically a languagietstanding task
that can be demanding for real musicians as well.

The goal of a conductor following system is to extract megrfiom
conductor’s motion and to react musically. Conductor fwiltg has been
studied since the 1970’s. Pioneering work was done by MahiMas, who
developed the Conductor program [103] and the Radio Batstesy[102,
12, 11]. Over the years numerous other systems have beerypilorita
et al. [108, 109], Brecht and Garnett [18], Tobey et al. [1480], Usa and
Mochida [152], Segen et al. [137], Murphy et al. [110] and é&iik and
Wanderlay [81]. In addition to these conductor following®ms Garnett
has made a conductor training environment [50, 49].

While there are many published systems it is difficult to belv much
progress has been made over the years. Although modernaahgouse
more sophisticated algorithms this does not automatitedlgl to better per-
formance. To verify the superiority of new systems one waddd bench-
marks that are unfortunately missing.

Marrin and Picard have developed special devices for candtallow-
ing, the digital baton [99] and the Conductors Jacket [LOOMarrin’s work
the emphasis has been on the development of the devicestrahen con-
ductor following. These systems do not try to mimic orclegstreaction to
a conductor but they have their own way of mapping devicetibpmusi-
cal parameters. In practice this means that one can “cohduntiltitrack
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sound file and alter the volume of the individual tracks withohanging
the tempo. Similar device-centric work has been carriecbgutaflich and
Burns [53].

The most important musical parameter that the conducttmviilg sys-
tems control is the tempo. Some systems also follow dynafwidsme) and
nuances (staccato, legato etc.). A real musician has mpressive control
over the music, for example he/she can control the emotmorgkent of the
music. An advanced conductor follower should perform tasktas well.
Synthesis of emotional expression has been studied inHdnygBresin and
Friberg [47, 19, 20].

Conductor following serves as test-bed for gestural huowmnmputer in-
teraction. Conductors are experts in gestural commumnicatrhich usually
guarantees that they can produce gestures that are easyniani to under-
stand, even with little practice.

3.3 Emotions from Motion

While emotional man-machine interaction is an active fiewmputational
analysis of the emotions conveyed by human motion is an stuliied
topic. Greatest effort has been on detecting emotions fiawialf expres-
sion and/or speech [134, 37, 166, 26]. Physiological sgyas also a data
source for analysis, as in Healey’s and Picard’s work [56].

Most active research on gestural emotion analysis has lmerd out
in the University of Athens, where Drosopoulos, KarpouBelomenos and
others have studied the field [39, 73, 6]. They have studistuge recog-
nition with the aim of connecting specific gestures to emm#ioThe un-
derlying assumption is that emotions are expressed byfgpgestures, for
example putting hands over head represents one emotiorurlresearch
we make a different assumption: emotions are not expressgdat move-
ments are made, but how they are made.

In conductor motion the explicit gestures are dictated bysioal pa-
rameters. How these gestures are made implies the emofidresques-
tion is not about what gestures are made, but how they are.nfddge is
some research on this field as well. So far the research hazwcwated
on understanding how humans perceive emotions from gestumesic and
speech. For example Vines et al. have studied how peopleigemotions
from musical performances [155]. Topic has also been siiugyeDahl and
Friberg [32]. This kind of research methods could be use@t@hmark our
emotion-detection systems against human subjects.

3.4 Work in Virtual Reality
Many of the systems in the thesis work in virtual reality. fdare many
ways to define virtual reality, for example Burdea has givenfollowing
definition [23]:

Virtual Reality is a high-end user-computer interface that
involves real-time simulation and interaction through fiplé
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sensorial channels. These sensorial modalities are yisual
tile, smell and taste.

As can be seen from the above definition multimodality — “riplet
sensorial channels” — plays an important role in VR (altHotige quote
above ignores sound). For this reason VR is also a practs#lbied for
multimodal interaction — the central topic of this thesis.

VR is an area that has been gaining ground since the early’sLl990
Though the early hype has vanished the branch has kept gystgadily,
according to Brooks and Burdea [22, 23]. VR covers a wide eaofgsys-
tems and techniques, from desk-top systems to expensivastRllations
with multiple screens and projectors. As the large VR systane quite
unpopular today it needs to be noted that at least CAVE-Eahnology
is not a growing field. The work in this thesis has been caroedin the
Experimental Virtual Environment (EVE) at the Telecomnuations Soft-
ware and Multimedia Laboratory (TML) at Helsinki Univessitf Technol-
ogy (HUT) [69]. EVE is a CAVE-like [28] installation with foudisplay
surfaces. Overview of the system is in figure 3.1.

Figure 3.1: The Experimental Virtual Environment (EVE).

The systems in this thesis contribute to the understandifgman-
computer interaction (HCI) in multimodal interaction, éiftin a VR envi-
ronment. There has been little research on human factor®irCénsider-
ing that user interface is a critical part of VR applicatid¢is is surprising.
Most thorough research has been by Kaur whose PhD. work ntated
on usability in VR [74]. Her work concentrated on the higkideusabil-
ity of complete VR systems. Kaur gives guidelines for depélg usable
VR applications. In similar spirit Knopfle has describecdmll guidelines
for improving usability in VR [80]. While he presents these\&R guide-
lines they are in fact generic guidelines for any HCI syst&abbard et al.
[48] and Bowman et al. [13] have studied different usab#paluation tech-
nigues in VR. Kalawsky has also written an overview of déigrevaluation
techniques [72].
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Most other research has concentrated on isolated tasks atitbds
without taking the big picture into account. One of the mashmon iso-
lated research topics is navigation. Navigation is a furetaial element of
interaction in VR. During the last decades several navigesystems have
been proposed, but empirical research has been done biyeldew re-
searchers e.g. Bowman et al. [16, 15], Usoh et al. [153] arak$@ [83].
Vinson has analyzed qualitatively how different landmar&s support nav-
igation in VR [156].

Object selection and manipulation is another fundameisthted task
that has been studied by many research groups, e.g. Bowndadadyges
[14], Marcio et al. [120], Mine et al. [106] and de Haan et[3b].

When it comes to HCI, artistic work needs special attentidim-
ple performance metrics do not tell how well an applicatiopmort artis-
tic processes. For example flow is seen as an important faciantistic
processes and it should be included into usability resda&;81, 30].

Immersive Graphics Tools

Art is an application area of immersive VR. One can use vinteality as
a pure art display medium (for example Davies’ work [34, 33nother
promising approach is to use VR as an art authoring envirohnter ex-
ample in 1988 AutoDesk founder John Walker concluded thraiadireality
would be the next logical step in CAD/CAM user interfacesgJps7e446,
In an immersive drawing/CAD/CAM application an artist wddde able to
draw directly into 3D space, thus bypassing the 2D mouse#tkand inter-
face.

The firstimmersive drawing system was reported by Wesch®aoske
in 2000 [162]. Their system ran on the “responsive workb&n8ice then
others have made similar systems both in CAVE-like instiaifes and on the
responsive workbench. This work has been done by Keefe Et4l.Li et
al. [91] Schkolne et al. [135], Foskey et al. [45], Fioreotet al. [44] and
Makela et al. [95, 96]. Makela’s articles refer to thelida software (by the
author), which is the only one to include animation. The Heboftware is
based on the AnimaLand (by the author), that was originathed to be a
pure particle animation environment [64].

In general the systems have been developed based on th#omiii
their makers. Sometimes the users’ needs are differenttiherdevelopers
assumptions. For example Keefe reports that many of thawidg tools
were rejected by artists [77]. To avoid such situations iapfibn develop-
ment should be user-centric. As a support for user-cengssgyth Deisinger
et al. have studied the real needs of designers [36].

3.5 Graphics Systems

Particle and Fluid Effects

Particle systems are a method to simulate fuzzy objects aitdgfhenom-
ena. The technique has been in use already in 1970’s, butshedientific
publications were made be Reeves in early/mid 1980’s [128].1More
recently Sims has published detailed information on howéate particle
effects [138]. Particle systems are currently part of nsileam computer
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graphics, to the point where simple introductory paperstsarted to ap-
pear [87, 154, 104].

Flocks can also be seen as a special extension of partidensysa
flock member is particle with more complex behavior and apgreze [128].
While particle systems can create powerful visual effduty tare difficult
to control. If the forces that create the animation are agtatiy the anima-
tions look monotonic. To counter this problem Wejchert armdifiann have
developed a system where the forces could be moved easily. [I8is is
the only publication that concentrates on making the partgstems easy
to use. Since Reeve’s original publication the basics ofigarsystems
have remained the same. Modern particle systems may useignesnber
of particles with more elaborate behavioral rules, butdhsas been little
progress in the fundamentals.

Particle systems can be used to create fluid effects. Anagfgoach to
fluid effects is the use of physical modeling. Jos Stam ha«egbon this
topic for a long time [144, 141, 142, 143]. His work shows tfhaid sim-
ulations can be carried out in real-time, for example for gapplications.
In addition to Stam Yngwe et al. [168], Fedkiw et al. [43] anuster et
al. [46], Lamorlette et al. [85] and Nguyen et al. [112] hatedsed fluid
simulations. Many of these publications also target thatawa and control
of fire and explosion effects.

Rendering Clusters

There are two methods to display stereoscopic graphics.i$Xoause per-
sonal displays (HMDs etc.) and the other is to use a systeim laige

display surfaces. Often such systems use more than onesuwvfeere the
graphics are projected i.e. CAVE [28]. In this work we havedithe latter
approach. Originally both the Helma and AnimalLand systemevadevel-
oped on an SGI Onyx2 graphics computer. Unfortunately sochputers
are very expensive, making maintenance and upgradingycasthormal

PC would offer better price/performance ratio, but one P@oadrive four
stereo walls at one time. A solution is to use a cluster of PCs.

Such clusters are notorious for the programmer since thghgraneed
to be displayed an all nodes in tight synchrony. There arerham ap-
proaches to this problem. One is to distribute the appbcatihile the other
is to distribute the graphics commands over a local-areaark&t The lat-
ter is more simple from the programmers perspective sine@giplication
does not need to take the clustering into account. For exaihel X11
windowing environment has support for distributing Open&R®I calls be-
tween computers [78]. The problem with this approach isahatpplication
may make an enormous number of API calls, resulting in heatg ttaffic
between the rendering computers. Humphreys et al. havdogedetwo
API call distribution systems, WireGL [62] and Chromium [630 reduce
network and rendering load both systems perform viewpdlingubefore
transmitting the graphics command stream. Chromium iredual stream-
caching module to further reduce the network traffic [40].ofrer method
to minimize data traffic is to use network broadcast. Thishoéthas been
used by Hewlett-Packard as described by Lefebre [90]. Umhately there
is little information about the internals of the system arriéal-world per-
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formance.

Besides distributing the graphics API calls one can alstridige the
application. This approach offers usually better perforogaat the cost of
more complex programming work. There are also several gi®je create
clustering systems that would support the creation of ibistied applica-
tions. For example the VR Juggler has been extended forectbsised ren-
dering [2, 115]. Other platforms have been developed by Whtdz and
Alexander [163], Schaeffer and Goudeseune [132], Yang ¢1L&F], Stoll
et al. [145], Naef et al. [111] and Eldridge [41].

Overview of modern and upcoming VR system has been written by
Streit et al. [146] and performance analysis of some modgstess has
been done by Staadt et al. [140].

In cluster-based VR rendering is often only one part of thebjam.
Another is the frame synchronization between the computEspecially
active stereo system require that all display are updategaatly the same
rate (genlock). Since normal PC graphics cards lack hamlwéh proper
genlock features this needs to be done in software. To Soils@toblem Al-
lard et al. have developed “Softgenlock” that performsiacstereo genlock
on Linux systems [1, 3].

3.6 Audio Processing

In addition to graphics a typical multimodal applicatioreasaudio output.
For this purpose most systems employ a generic audio engitieynthe-
sizes the sound. Most commercial audio applications ar¢igbdy tied to
multitrack audio recording or processing and they cannaides as real-
time audio engines. Game audio engines in turn lack the dgpacrun
vector base amplitude panning (VBAP) on a large number aldpeakers.
Miller Puckette has developed the visual Max/Pd prograngnanguages
[121, 122]. The Max paradigm supports combination of ddfersignal
processing modules with a graphical user interface.

One of the earliest complete 3D audio system with was made in
HUT/TML by the DIVA team [147, 59, 58]. The original systemausHRTF
panning with headphones to create a surround-sound ilukgter the soft-
ware has been extended to use the VBAP-method to distrilowtedsvia
multiple loudspeakers [123].
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4 FLEXIBLE USER INPUT DESIGN

When one wants to create a multimodal application one of tise thsks
is to capture multimodal user input data. Often this meaas wWe must
utilize novel input devices to be able to collect varyinguhgdata. Earlier in
HUT/TML we dealt with each device using custom code in eagdiiegtion.

To make work easier we wanted to use one input system in dicapipns.

Lack of proper input device toolkits led to the developmédifilcexible User
Input Design (FLUID) toolkit (article P1).

4.1 System Requirements

When making the toolkit we defined a generic input device rganeent
architecture and implemented it. The basic design goals wase of use,
reliability, extendibility and modularity. By easy to useewnean that the
system should be simple enough to be understood quicklysatimplies
that the toolkit should be adaptable to different applmastructures. Re-
liability means that the toolkit should work correctly if situations. Also
the toolkit should not degrade incoming data in any way. Bditeility is
needed since we cannot know in advance what kind of deviags@eant
to use with their applications. Modularity helps to keep $fiystem orga-
nized. Itis also helps if someone needs to use only a pareafytetem.

4.2 Selected Techniques

Input device collection

Data stream

Y

Data stream

Data processor collection

Events

Y

|

Data stream

Application

Figure 4.1: Overview of the FLUID architecture. The dataains from the
input device collection are identical to the streams inside from the data

processor collection.

Figure 4.1 shows an overview of the FLUID architecture. FDWon-
tains two layers, the input device layer and the data procdager. The
input device layer manages all input devices. Each inpuicdeg man-
aged by a specific object. Each device maintains a buffermitidata. The
structure of an input device object is outlined in Figure. 4Each object
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uses a separate thread to handle the actual device accesac®ming data
samples are stored to an internal buffer. The applicationcedl the input
devices to update their data at any time. When this happendata from
the internal buffer is moved to a history buffer. This way thput devices
can be updated even if the application stalls for some redétime buffers
are long enough it is guaranteed that no input samples arellbs latency
of the system does not increase since the newest samples czade avail-
able at any time with the update-call. From the applicaticmgpammers
perspective the system is single-threaded while it getbémefits of being
multi-threaded.

The raw input data is seldom useful. An application is tyjhycan-
terested in high-level features or events that need to baasd from the
input data stream. This work involves at minimum conversbthe input
data from one format to another. Sometimes one also needstgasture
recognition to detect interesting events. To support tinesels FLUID has
the data processing layer. Within this layer the applicegippgrammer can
construct signal processing networks that together extreaningful in-
formation from the input data. Typical input devices proglsteady sample
streams, while the application may be more interested iciipevents (e.g.
Figure 4.3). For this reason FLUID also supports eventdasecessing.

Input device thread Application thread

FLUID Application ‘
Input device driver T

Input device object i Data processors
History buffer D
B [ ]
[LITTTITTIT T &=
— L]
Temporary storage buffer
— [

Figure 4.2: The input thread, buffers, and data transférpat

The aim of the FLUID architecture is to provide a frameworkend
programmers can create reusable components and share ¢iweeb ap-
plication. One could even write almost complete applicatiby combining
proper data processing elements. In practice many applisatave special
requirements that need to be met. For this reason one cabyisss the
data processing layer either partially or completely.

4.3 Discussion

FLUID was developed to be a toolkit that could be used to rerggbplica-
tions that were developed during the research. The needifbr & toolkit
was noticed after the conductor follower system was buitic&its creation
FLUID has been been used both in the installations of thisistend in the
the work of others in HUT/TML.

Within the scope of multimodal user input processing FLUIfeis a
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Input devices

Motion tracker Data glove

| \

Data processors

Sensor selector

Velocity calculator

Fourier transform

‘ Acceleration calculator ‘ Sign detector

‘ Running average ‘ ‘ Gesture detector
Data-stream Data-stream Events Events
Application

Figure 4.3: An example of how data can flow from input deviaeshie
application.

unigue combination of features. The selection of featur@saone to create
the best compromise between the (often conflicting) requergs that such
a system should fulfill.

FLUID uses a minimal design. It is more compact than manyesgst
with equal features. Many systems use a multi-layer apjpragth different
kinds of information processing taking place in differestdls (e.g. Bim-
ber's system [9]). The first FLUID design drafts includedstkind of ideas,
but they were later abandoned for several reasons:

e The layering is often artificial in the sense that the layeraaot really
represent the way the data is processed. For example, wetadecibe
that one specific layer does semantic processing. Whilelabeting
might make the system appear more structured it is likelyghets of
the semantic processing are carried out in different leseyghow.

e Such layering is typically application-specific and thelkiteshould
not dictate it in any way.

e Adding more layers to the system makes it more complex, which
is clearly undesireable from both reliability and leartiépperspec-
tives.

FLUID makes little assumptions about what kind of data ispdsnside
the framework. This separates it from several other systeatsre intended
for very specific domains (e.g. OpenTracker [126] and VRPA8][L
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5

5.1

PHYSICAL AND MULTIMODAL USER INTERFACES

Each of the visions in Section 2.1 incorporates a novel uderface. This
chapter covers the HCI -related topics of the visions.

The development of multimodal input management systemgittagn
to be a difficult task. Different applications require veriffetent ap-
proaches, which makes the construction of general-purjpade difficult.
The FLUID architecture cannot solve this problem alonejtdn improve
the awareness of the issues and provide working desigrpsatte projects
that struggle with various input devices.

Conductor Follower

The conductor follower was part of a larger virtual orchaegtroject [147].
The DIVA virtual band combined multiple technologies frommygical mod-
eling of musical instruments to animation of musicians. @esion of the
system is shown in Figure 5.1. The complete DIVA system h&s loke-
scribed in other publications [57, 92, 94].

Conductor Listener
Listener
movements
Ascension
MotionStar
- Animation &

Moy;

/0,7

\'di’
Q

. visualization
Listener — User interface
position data Binaural reproduction
I either with headphones
Instrument audio ' Q
ol (ADAT, Nx8 channels) —
- cON >
Wi © Optional ext. i
audio input or with

Display

loudspeakers
- Physical modeling
« Guitar synthesis
« Double bass synthesis
* Flute synthesis - Image source
calculation

- Conductor gesture
m analysis

— Auralization

MIDI « direct sound and early reflections
Synthesizer « binaural processing (HRTF)
for drums « diffuse late reverberation

Figure 5.1: Overview of the virtual orchestra system in SRIFPH'97.

A conductor follower has several tasks to perform. Firstdedas to
have access to the conductor’'s motion (motion tracking)er/that it must
analyze the conductor’s gestures and extract musicalrirdton from the
gestures. Then the follower needs to interpret the gestordge current
musical context. Finally it should synthesize musical tieaic These tasks
depend on each other. For example knowledge of the curremiaeand
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dynamics can be used to aid analysis of the conducting gesthigure 5.2
shows an overview of the conductor follower and its compémePublica-
tion P2 gives an overview of the conductor follower systerhe Emotion
analysis is described in publication P4.

Motion data collecting

f

Motion data filtering

'

/ ' \

MIDI output Visualization Log recording

Figure 5.2: Logical structure of the conductor follower.€eTtiwo two-way
arrows indicate that the components that interpret the wctivty motion
influence each other.

Motion Tracking

At first we used the commercial Ascension MotionStar -sydi@nmotion

tracking [5]. This system tracks the location and orieptatdf multiple

small sensors. While the magnetic tracker is easy to use stto@ ex-

pensive for a small-scale installation that we made to tmmiBh science
center Heureka. We were also concerned with the durabilityeosensors.
To solve this problem we began research on acceleromesedbaotion
tracker (publication P4). The aim was to create a cheapemamd durable
motion capture system for the conductor follower. At the edime we

could do reseach on the usefulness of acceleration trad¢imgpnductor
following. This approach is described in publication P3.

The principle of acceleration-based motion tracking is ®asure the
acceleration of some sensor and to integrate the acceletatice to get lo-
cation estimation. To track 3D motion a system with six sengneeded.
An inherent problem of this method is that any noise in thgindl mea-
surement causes errors when integrating velocity fromlex#n and lo-
cation from velocity. This inevitably causes drift to the tioo tracking
system [21]. As a result the system needs to be calibratgddrsly.
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In conductor following this problem can be largely avoidelh this
case the motion analysis works either with acceleratiotgcity or rela-
tive location information. This is information that we caetgeliably from
accelerometer-based motion tracking system. We also khewirits of
human movement and we can limit the motion estimations basdtiese
limits.

In this work we used SCA 600 accelerometers by VTI Hamlin [9%je
motion tracking device consisted of three sensors mountede packet, as
can be seen in Figure 5.3. This sensor packet was then altatide the
conducting baton. Only the vertical and the horizontal seswere finally
used for motion tracking, resulting in 2D motion trackingorfEonductor
following 2D motion tracking is typical sufficient becauseetmovements
form 2D patterns, when seen from the orchestras viewpoint.

Sensors

Figure 5.3: A prototype with three sensors mounted together

While accelerometers always result in some tracking em@rsan in-
fluence the kind of errors by choosing appropriate signa&irfilg methods.
The signal flow from acceleration measurement to the mottimation is
in Figure 5.4.

Acceleration measurement
Constant DC offset removal

Leaky integration Low-pass filtering
/

Offset removal
Velocity estimation

L Gravity detector
Leaky int(igration

Offset removal

Position estimation

I

Coordinate rotation

¥

Estimated position

Figure 5.4: Signal flow in the acceleration-based motiockirsy.

The signal processing has two major parts. The first pargjiates the
location information from the acceleration measuremefies It uses
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leaky integration and dynamic offset removal (high-paderjilto create
zero-centered location estimation. This location esiiomais in the coor-
dinate system of the baton. To transform it into world cooatkes we need
to know the rotation of the sensors.

The baton can be picked up in any position, implying that dawh the
system is started there is new constant rotation. The aoinsti@tion can be
estimated by detecting the direction of gravity. In the éa@gion measure-
ments gravity appears as a constant offset into one directibis direction
can be calculated by low-pass filtering the accelerationsomegnents and
using simple trigonometrics to calculate the rotation en&ince gravity is
always vertical we can use it to estimate baton rotation amustorm the
motion estimations from the baton coordinate system todvarbrdinates.

If the user rotates his/her hand while conducting this vélise a short-
term error in the rotation estimations. Fortunately su¢htrons are limited
by the conductor’s physical capabilities and tendencies e-can assume
that the baton rotation is more or less constant.

2 T P

fffff Integrator
E— Leaky integrator
— === Leaky integrator with high—pass filter

151 Desired i

L
0.5 1 1.5 2 2.5 3
Time, seconds

Figure 5.5: Using DSP to remove integration artifacts (niorsmulation).
The resulting signal is slightly distorted.

Tempo Analysis

A conductor can communicate a wealth of information withies motion.
Rhythm is usually the most explicit aspect of conducting darng shown
with a periodic, predictable motion. There are specific {pedterns that are
used with different time signatures. In practice conduty not always
follow the beat patterns exactly, as can seen by comparegdimal beat
patterns in Figure 5.6 with real 4/4 beat pattern in Figuve 5.

The basic tempo is determined by detecting down-beats fhamto-
tion. This is a common method, but it cannot react quickly dmpo
changes, since we need to get at least one new beat to be alid¢eto
mine new tempo. This lack of predictive capability led us évelop a beat
phase estimator. The beat phase estimator is based onlayéltipercep-
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Figure 5.6: Conductor’s view of beat patterns for time sigrnes 4/4 and
3/4.

_10 -

Vertical position, cm

-50
-20 -15 -10 -5 0 5 10 15 20

Horizontal position, cm

Figure 5.7: Measured baton tip movement for two bars of 4/dndticted
very carefully by conductor Hannu Norjanen. The little @scindicate the
point of curve where musical beats are supposed to be.

tron (MLP) artificial neural network (ANN) architecture [3B As input to
the ANN we feed current and past location and motion valuesseB on
these parameters the ANN estimates the beat phase.

These two approaches (base tempo and beat phase) yield tsionge
of the tempo information. The values are combined later whersystem
synthesizes the music.

Nuances
In addition to tempo a conductor can also control the nuaottse music.
We have developed simple heuristics to control the volundes@eentuation
of the music.

The volume is controlled by two heuristics. The first is tlgke motion

TOOLS AND EXPERIMENTS IN MULTIMODAL INTERACTION

43



44

implies large volume. The other rule is that rising the lefhtd with palm up
is meant to increase the volume of the music, while lowerrgléft hand
with palm down will reduce volume. The playback volume issated by
both heuristics simultaneously.

The system also handles staccato. A simple algorithm aesly® ac-
celeration of the baton tip and compares the maximum aatalerto the
median acceleration. A great difference between these akes indicates
that the motion is jerky and the follower should react by pigythe music
in staccato style.

Emotion analysis

Conductors can also express emotions as they conduct. Tdteoeal cues
are embedded into other conducting motions. Thus therdtlis fioint in
trying to detect specific gestures for the emotions, ratreecan try to find
embedded features from motion. Publication P4 describesnethod for
detecting emotions from conductor motion.

As a starting point for the emotion analysis we used recocdeductor
motion. The motion recording was done in a controlled emnmnent where
a conductor was asked to conduct passages of music with gimetional
content. This setup demonstrates one fundamental prodiemation re-
search. The conductors are only acting some feeling, n@ssacily feeling
it. We cannot really know if the person is experiencing thaifey that he
is trying to convey. As a solution to this it is sometimes prsgd that one
should use some biometric test to evaluate the true emadstata of the test
subject. This would remove the need for the introspectipeets of the test.
The problem with such approach is that the biometric teshotbe made
without human evaluation, causing the same problems tistto solve.
Additionally one would need to prove that the biometric testorrect in the
context of conductor following. Due to these problems welided to use
biometric tests.

Given the importance of emotions in communication we watdeelst if
one could extract the emotional content from the motion watmputational
methods. Our emotion detection system works in two phassswe cal-
culate feature vectors from the conductors motions anddbpety artificial
neural networks to analyze the feature vectors. The feato®rs should
pick universal properties from the conductors’ motion. To@mplish this
the preprocessing phase uses location and rotation dajareF.8 shows
how the raw input data is converted into a high-dimensiogatifre vector.

/ Speed———— Histogram\
Motion data Feature vector
\

Quaternions — Discontinuity removal— Change calculation— Histogram

Figure 5.8: The current motion preprocessing.

An artificial neural network should transform the featuretee into es-
timation of the conductors emotion. To do so we need to desthe emo-
tions in a computational way. From prior research we iderttithree mod-
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els that could be used. First approach is to assume that ezmtiva is one
dimension in high-dimensional space (e.g. [19]). The sddsno assume
that emotions are mutually exclusive (e.g. [37, 56, 129]h this model
a human has one active emotion. The third model uses a lowdifonal
emotional space to model emotions (e.g. [118, 61, 75, 138])18\n ex-
ample of such modelis in Figure 5.9.

In P4 all three models are used. There were two conductorsevmo-
tion data was analyzed with ANNs. For one conductor the aimbystem
could identify the gestures fairly reliably. For the othise system had much
more trouble. As an example Figure 5.10 shows how the systepped
different emotions for the easier conductor.

2 Angry Jolly
3
<C
= = Tense
3 3
] ] Neutral
< <
2
[}
£
Negative Positive Sad Happy
Valence Valence

Figure 5.9: Definition of arousal/valence space and positiof emotions
used in the space.

neutral happy jolly
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tense angry sad
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Figure 5.10: Distribution of ANN-estimations in arousallence space.
These should match the locations of these emotions in figQre 5
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Player Modeling

Recognizing tempo and controlling the music with this terhpe been the
goal of the music synthesis. The tempo should change swiftign con-
ductor wants to change it, but it should stay stable in othees, even if the
movements of the conductor don’t match an exactly even teraplilling
these contradicting aims at the same time is one of the mabigms of the
player modeling.

The tempo control method is implemented as a state machime T
player model has an internal state that consists of cur@resposition
and tempo. The system has a number of input parameters: pleetex and
estimated tempo, expected and estimated nuances, theasebitee desired
expression style.

The base tempo estimation is taken from beats - the time amm sc
difference between down-beats indicates the tempo. Fuljestnents are
done constantly depending on the estimated beat phase fibitbwer ap-
pears to be lagging behind (or advancing too much) both temmgloscore
position are adjusted to counter the effect. The strengthefidjustment
can be varied depending on the score, tempo, conductotisrgesand mu-
sical hints.

When many notes are played quickly in succession tempo esdnegr
come more audible. As an opposite, if a long pause is aboutddhe first
note-on event can be played without concern about the pagtote Player
sensitivity to tempo changes is automatically decreaseldeasote density
increases to compensate for this.

The playback volume affects the MIDI note velocity of thee®t In-
creased or decreased volume simply causes an offset to thewdlocity
values. The player model can also produce staccato efféttien the con-
ductor is playing in staccato style all short notes (up to artgnr note) are
made even shorter.

DIVA System in Use

The DIVA conductor follower has been presented twice indasgale. The
first time was in SIGGRAPH’97 conference where it was one efrtiain
installations in the Electronic garden. This was a big aral/fieleployment
with magnetic motion tracking for conductor following, gréacs on a large
screen, physically modeled instruments and extensive 8libguocessing.

Over the one-week period the DIVA stand was often full withhersi-
astic people. Many TV channels included it in their news shdisplaying
the entertainment value of the system.

The second presentation of the conductor follower was irtibereka
science center in Finland. We tried to make the installatisrrobust as
possible by making a new motion tracking mechanism thatdcbal used
unattended. In practice children still damaged the batahthe system
required frequent inspection and repair. When DIVA was wught was
clearly the most popular installation in Heureka.

Installations like these allow ordinary people — childrew grown-ups
— to use the system and play the role of a conductor for mom&he
shortcomings of the system in interpreting the intentiointhe conductors
are not serious in these settings, since the general ideahiave fun, not
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5.2 Helma

create an artistically convincing performance.

In spite of the original intentions the virtual orchestra mat been used
as a tool in conductor training. It has been tested in corsettings for a
few times, but the these settings reveal and emphasize thepns that do
not disturb the system when used in pure entertainmentxionte

Helma was a project to develop an immersive 3D drawing/sieg@ppli-
cation. AnimalLand software served as the technical stapoint— Helma
began as a series of extensions to the AnimalLand. Anotheriamt source
for inspirations was the Antrum application. Antrum was mdor Wille
Makela by a group of students in HUT. It was an applicatioet tould be
used to draw polygon models [95].

The making of Helma has resulted in several publicationmesof
which are part of this thesis. Publication P5 describes #eeaf the vir-
tual pocket user interface metaphor (Section 5.2). Helnsaaksn resulted
in other publications that cover the project’s artistic,[95] and technical
aspects [127]. Examples of art made with the Helma systerindfigiures
5.11 and 5.12.

Figure 5.11: A dog sculpture by Joakim Sederholm.

One of the central aims of the Helma project was to exploreinevac-
tion methods. The application has two main modes for the ingeraction.
Drawing mode is used for crafting the graphics directly. sTimode offers
direct-manipulation approach to making graphics. Comntrode is used to
select and configure the tools (sprays, magnets, meshgs (tiginally the
main instrument of this mode was the “kiosk” that containedtools for all
of the drawing tools (Figure 5.13).

While the kiosk is a powerful control center, it is also a s@uof prob-
lems. Its use interrupts the drawing process and it may ajpaa awkward
position. The virtual pocket metaphor was seen as a way twownee these
problems.
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Figure 5.13: A user with the kiosk.

Virtual Pockets
Most computer applications have a simple basic logic: The bhas a col-
lection of tools that are used to achieve some goal. Thede $bould be
easy to use and easy to select. The latter one is often a prabMR appli-
cations. Publication P5 describes how virtual pockets @anded for tool
selection in VR.

Virtual pockets mimic physical pockets. They have a logatioat is
directly related to the user’s body. The user can take tools the pockets
and put new tools into them. Unlike physical pockets one tamre®nly one
tool into one virtual pocket. The application may use a festtbmechanism
for letting the user know when he/she hits a pocket and wiatisan the
pocket.

We developed our virtual pocket implementation for the Hebystem.

48 TOOLS AND EXPERIMENTS IN MULTIMODAL INTERACTION



Figure 5.14: Visual area display in an otherwise empty worTdhe first
pocket is on top of the left shoulder and fifth on top of the tighoulder
(for right-handed users).

In Helma tool selection is often followed by tool configucati To support
this work-flow the tool configuration was integrated into theual pock-
ets: In addition to tool selection the user can also adjestibst important
parameters of the tool.

We put the pockets around the user’s head, as shown in Figl4e8s-
ing head as the origin was motivated by the desire to minithie@umber of
motion tracking sensors (head already had a sensor) ancke thrasystem
work without calibration for people of different sizes. Aher important
factor was that people seldom put their hands close to hedd ditawing.
As a result pocket misactivations are rare.

Without any feedback most people find the pockets difficulige. To
test different feedback methods we ran usability testdhérnests people had
five feedback options: no response, area display (showgir&b.14), area
display with tool names, audio feedback and area displdy audio feed-
back. Based on both user preferences and objective measuieinseems
that visual feedback with textual information is the mostfus feedback
method. There were strong individual differences, whicplies that the
system response should be configurable to match differens us

Upponurkka
While the previous systems were tools for the creation qfdpponurkka
is an installation that is ready for the audience. Upponarikistallation
was displayed in Kiasma — Finland’s premier modern art mosed in
November 2005, and in the Ars Electronica festival in Linmsia in 2006.
The aim was to create a cost-effective system that wouldvaticdinary
people to experience the 3D graphics with a user interfagerdsembles
the one that was used to create the graphics.

Overview of the Upponurkka system is in Figure 5.15. The \vare
components are listed below:
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Figure 5.15: Overview of the components used in the Uppd@uskstem

e The most visible part of the system are the two 3x3m silvezests.

e The image to these screens comes from two pairs of projecites
projectors have polarizing filters in front of their lens€sirrently the
projectors are common LCD projectors. LCD emits polarizghtl
The polarization axis should be tiled 45 degrees so one camgehthe
projector polarization into vertical or horizontal with ianple filter.

e Theimage to these projectors comes from two computers —pipie a
cation PC and the rendering PC. Each computer has a singihigsa
card with dual outputs and both are responsible for reng&ihcon-
tent to one pair of projectors. The PCs have integrated GBre¢t
controllers that takes care of their communication.

e There are two Firewire color VGA cameras that are used foionot
tracking.

e There are lights next to the cameras (as close as possible)
e Cameras are connected to the application PC via a Firewhbe hu

e Polarizing stereo-glasses are needed to view the graphigeiby.
The glasses that are to be tracked should be equipped withtbat
are covered with retro-reflective material (e.g. stuff frthva Taperoll
company).

The camera-based motion tracking was implemented as a-Blludgn
after which we could leverage the existing Helma infradtrites. The graph-
ics were distributed between the two computers using BrastdsL.

A visitor with the tracked glasses could select a set of wookgiew.
There were three sets with different works and the works velianged
according to a predefined schedule.

From the artistic perspective the installation gave mixeslilts. A vast
number of the visitors were impressed by the head-trackedraphics,
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53 Kyli

which were a novelty for them. Unfortunately far smaller raenof peo-
ple became interested in the actual art with only a smaltitvacof people
looking at all (or most) available works. The people who wiaterested in
the works typically moved about, seeking new angles to tev ¢iee works.
This supports the original assumption that an immersivgetacale display
would allow people to use the system in more bodily way.

A more detailed description of the system and some analysiser
behavior has been published by Lokki et al [93].

Like upponurkka Kyla is in art installation for the generalidience.
Kyla can be viewed as art or educational system that presarient folk
art to modern audience. The interaction and staging are taselicit an
atmosphere that supports the rune-singing.

Technically Kyla is a straightforward installation. Theotion of the
single candle is tracked indirectly with two or more camerEse cameras
are located as high as possible and they are directed todhegs over the
visitors’ heads. The candle tracking code calculates tlkeeage luminance
values in each of the pictures. The luminance values aragedrover a few
seconds to counter the problems of camera noise. Sinceatiffenages
have different brightness the luminance values are scal@uge-specific
normalizaton coefficient. The candle is assumed to be dltsése picture
with the highest luminance.

Once the application knows where the candle is it needs tp thia
sound-track that is related to the relevant picture. Thecaplhyer is im-
plemented as a Mustajuuri plugin. This enabled us to usertfieary au-
dio plugins to enhance the signal with equalization (to coare campening
caused by the dark cloth) and reverberation (to make thedtaaks slightly
more spacious).

From HCI-perspective Kyla is a novel system since it usesd# a user
interface element (see Figure 2.6). Candles are seldomassieraction
devices and even when used, they tend to be stationary pdre ohstal-
lation, as is the case with the work by Hlubinka et al. and &soh et al.
[60, 24]. Candlelight has many interesting properties Wicentribute to the
installation. Firstly a small flame alone creates a peaafubsphere that
is necessary for the appreciation of the content of theliastan. Secondly
it sets limitations for movement, visitors automaticallpwe slowly when a
candle is present. Thirdly it is part of a movement-basedinserface. The
visitors are in control, but they need to be active to chahgesbng. Finally
it makes the installation more social. Since there is onky cendle visitors
tend to gather around one picture at a time.

From a visitors perspective Kyla is a room that has somgthinsing
and to show. The technology is invisible. It can be seen asaakambient
[114], ubiquitous [160] and embodied [38] interaction. dtdlso a case
of holistic design. If one of the elements was missing Kyldud not be
sensible any more.

The two deployments (media art festival in 2005 and opemaseum
in 2006) provided feedback about how well the design goalewmeet. In
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the media art festival Kyla was well received and it had matthe effect
we had planned. When visitors heard the child’s voice wisiteould smile,
while the picture with graveyard resulted in solemn expogss Majority of
the people liked the system. The design proved to be sumnghsinclusive,
with people praising the atmosphere of the installatiorardgss of their
age, gender or nationality.

In the open-air museum the installation was in the rightualtcon-
text which supported stronger experiences. Roughly 5-dflpdeft the
installation either crying or holding back tears. It seeimat the experi-
ence was positive for most (possibly all) of these peoplés Bahavior was
most common with Finnish women (particularly older womdn)t others
reacted strongly as well (younger people, some men andyfees). That
the installation communicates well to older people is aargsting finding.
These are the people who are seldom reached by modern ltiglytstems.
While the installation was in the museum the word about idpe spread
and many visitors came to the museum just to see Kyla, againiag that
its popularity.

Observation and discussions with visitors indicate thatgfnong emo-
tional involvement is related the careful combination ofesal elements
that contribute to the total interaction design. In theatation the phys-
ical artifacts (candle, pictures), songs and visitors’ igodehavior work
together to create a strong experience. The subtle use gbutemtech-
nology enabled us to build a novel fire-based interactiotesysvhere the
archaic culture is presented in a way that speaks also to ¢ldem visitor.

The content of the installation is strongly localized to &tipalar place
(Viena Carelia) and time (19th century). In spite of this &xperience was
shared in a meaningful way across several barriers: agdegand nation-
ality.

5.4 Discussion

This chapter described four applications for artistic, edibd, multi-modal
interaction. These applications have very different rafeghe artistic
process:

The conductor follower is a system that simulates naturahdmto-
human interaction. In this work the emphasis has been orctitggefea-
tures that conductors use in their ordinary work and reatitém as a real
musician would. The system has been demonstrated in liferpsances.
We have also made a low-cost entertainment versio wherérehilcan use
it to conduct music. Compared to other conductor followiggtems our
approach introduced several new ideas: artificial neursor&s, more ad-
vanced time signature handling and recognition of nuanodseaotional
cues.

Helma is another artictic application, but this time an ipeledent sys-
tem that is used to create and display 3D graphics. The usefdne does
not mimic any natural interaction, but follows rules of itsrm Due to this
we have developed a comrehensive VR user interface and ats® wker
testing on some of the user interface ideas. Its predeceasoother virtual
reality 3D painting applications, in particular Keefe’'s/[7and Schkolne’s
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[135] systems. In more wide sense also the desktop 3D afpiplsacan

be seen as belonging to the same group. Compared to its pe=tes and
contemporaries Helma offers a greater variety of tools dgalghms, most
of which have been tuned especially for the immersive drgvainrposes.
It also includes animation features which have been lacking other VR

applications.

The Upponurkka installation is a system to show the art thamhade
with the Helma system. Technically the installation workedplanned, but
as art it did not fulfill our goals.

Kyla is an indepedent art-work that with subtle physic#maction and
audio feedback. Its predecessors are installations thatgrasented similar
content in a museume-like, static environment. In this th&sia is a support
case that verifies that the technologies we created arelupediifferent
applications. From artistic perpective this work was moogv@rful than
expected.

Side-by-side comparison of Kyla and Upponurkka reveariedting dif-
ferences and similarities. Both are simple installatioiere the visitor’'s
only interaction method is to simply move around, requirsagne bodily
activity from the visitors. Both aim to present media thah &g difficult
to communicate in an effective way. In the case of Kyla itrishaic unac-
companied rune-song that even in Finland is foreign to mespfe. The
3D art that is presented in Upponurkka is likewise difficalpresent to or-
dinary people without the aid of stereo graphics. The intelhatmosphere
of the installations and the role of technology in them isndifferent. Up-
ponurkka is a technologically sophisticated installatiat displays modern
art made with futuristic tools. Kyla in turn reaches to tlaspwith minimal
technological overhead.

The experiences in the exhibitions show that Kyla reacheskc to the
goals that we had set for it. Above are listed some differericat might
be the cause of the differences. How-ever, without thoraigdies on the
visitor experience it is not possible to evaluate why exaktla and Up-
ponurkka elicited such different responses.

Together these four applications present different apgireson multi-
modal interaction. They exemplify the strengths and weakeg of embod-
ied interaction in different contexts.
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6 TECHNIQUES FOR AUDIOVISUAL EFFECTS

All interaction concepts in this thesis require audio andisual effects.
The effects can serve as feedback to the user or as specatsefb en-
hance the environment. To create the necessary effectecbwitjues were
developed.

6.1 Mustajuuri Audio Engine

In many of the visions sound is an important medium. Sincetrabthe
systems were designed to work in a VR environment we needeal éhiat
would be able to create the relevant audio effects in rea.tilthe system
needs to perform multiple tasks:

1. Synthesize sounds in real-time. The sound synthesisaceyerfrom
simple sample playback to more complex synthesis systergs (e
granular synthesis).

2. Locate the sound to arbitrary 3D position with VBAP, dista delays
and distance attenuation.

3. Allow smooth interpolation of all parameters.

4. Apply individual loudspeaker equalization. Since thadspeakers
are behind the walls in the EVE their frequency responsesitebe
corrected with proper filtering.

5. Apply individual loudspeaker gain correction. The vokimf the
loudspeakers must be calibrated. This task is helped bgjptieation
gain correction routines.

6. Work with low latency.

To meet these needs Mustajuuri was developed. Its basideutthe
is described in publication P6. An overview of how Mustajuits our
auralization scheme is described in Hiipakka’s work [59,. 38ustajuuri
has also found its way to other VR environments where it islesea 3D
audio engine [79].

Mustajuuri is basically a plugin-based audio processirgjren This is
a generic architecture that can be used in VR systems (AramdlHelma),
music mixing or as a custom sound engine (Kyla). Its novigdty in the
powerful plugin framework. Each plugin (or module) has tvimds of input
and output: audio signals and control messages (Figure Suthio signals
are passed as floating point buffers from a plugin to anotlibe control
messages are delivered when one needs to change someliptraraeter
of a plugin. The messages are timed with sample-accuragstamp. This
time-stamping allows smooth and accurate interpolatigrapdmeters. The
control messages contain two parts: a character strin@ifpeter name)
and message object (arbitrary data). The control framevwsonkfluenced
heavily by the Open Sound Control (OSC) communication mitfl64].
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Figure 6.1: The inputs and outputs of a Mustajuuri module.

In Mustajuuri the plugins have more power than they have lieiosys-
tems (e.g. Pd or commercial audio applications). For exarpligins can
access other plugins in the signal processing graph antediels that are
not part of the normal signal/message transfer path.

Mustajuuri has a GUI that is used to configure the system. &\@IUI
is not strictly needed for VR systems it has proven to be vegful since it
can be used for rapid adjustments.

Discussion
Mustajuuri shares many features with preceding audio sigracessing
platforms: It can be extended dynamically with plugins araffers a GUI
for signal routing and parameter adjustment.

The differentiating feature is the comprehensive plugistayn. The
novel features of this approach are:

e In Mustajuuri plugins can access other plugins in the DSPlyra
This feature is useful when making applications that regtight co-
operation of several custom plugins. For example an aatadiz con-
trol plugin uses direct links to sound synthesis and awatiin control
plugins.

e Plugins can affect the main application, by e.g. startind stop-
ping the DSP engine. This allows one to turn plugins into aust
applications that utilize the Mustajuuri framework. Foample the
Kyla software is implemented as a custom plugin that cdsittioe
application.

e The number of a plugin’s signal channels and available paters is
dynamic. This allows one to make plugins that offer a dynasaicof
parameters — for example an HRTF auralizer plugin that carube
with very different parameters.

Together these features allow one to use Mustajuuri in figxibdiffer-
ent ways. It also offers a plugin developer different lewdlmteraction and
control when writing plugins.
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6.2 Graphics Techniques

Second Order Particle Systems

The power of particle systems lies on their ability to usergdanumber of
simple particles to mimic complex natural phenomena. Timpk particles
are guided by forces that affect their behavior. As an exarigjure 6.2
shows a fire effect that was made with traditional particlstems. This
example also reveals one of the problems of particle systétise forces
are static then the final animation looks artificially static

So far the solutions to this problem have been to animatetice$ man-
ually or use a video billboard with more complex animatiomeTirst so-
lution is problematic since it requires manual work and theosid because
videos lack volumetric feel that is required from particjstems. Neither
approach works if one wants to make animations that reacdmigally to
the environment.

These problems can be avoided by making the forces dynamiali- P
cation P7 describes an automatic approach for this task -setbend order
particle system. In this approach all forces are attachetbtticated force
objects (or particles). The objects share the physics op#rédcles. This
leads into more dynamic animation as the forces move abewhne. Fig-
ure 6.3 shows how moving vortices affect the fire animatiofigtire 6.2.
In this case the animator needs to define the behavior of ttielpa (mass,
color changes etc.) and the behavior of the forces (the ti/feree objects
and their parameters). Manual control of the moving vostitethis fire
effect would be a heavy task.

Figure 6.2: Fire effect with a traditional particle system.

A typical way to use the second order particle system is tateréorce
particles into the world with slightly randomized paramsté his random-
ization guarantees that the effect does not repeat any fomsequence.
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Figure 6.3: Fire effect with the second order particle aysste

Broadcast GL
Some applications need to run several graphics displayacd. oFor ex-
ample in a CAVE-like virtual reality systems the same viltwarld needs
to be rendered multiple times from different viewing angl€sere are two
ways to generate the graphics in these cases. One is to usgpaiter with
a sufficient number of graphics adapters. The second onelisetaeveral
computers that together render the graphics. The latteqpisated to pro-
vide better price/performance ratio, but it requires @t rendering. Pub-
lication P8 describes how to achieve efficient clusterinthwiff-the-shelf
components.

This approach is efficient if the following assumptions hold

1. The displays share significant part of their 3D content.

2. The capacity of the clustering network is a critical fadtothe graph-
ics distribution. In other words the graphics distributgiresses the
network resources.

3. The application developer wants to keep the applicationatithic
and use the normal graphics programming interfaces (e.gnGp).

Based on these assumptions we developed Broadcast GL (B@ik)is
an OpenGL distribution system that uses UDP broadcastrierind render-
ing commands from the application to the rendering comgutss a return
channel from the renderers BGL uses TCP sockets. OpenGL ARLho-
sen because we already had it in use and because it has bégmedeas
be easily streamable over networks. An overview of the syssan Figure
6.4.

Benchmarks prove that BGL offers high scalability. Its pemiance
drops minimally as the number the number of rendering coarpus in-
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Figure 6.4: The OpenGL distribution mechanism used in BGL.

creased. In many cases it also utilizes network resource ribiciently
than the preceding systems.

Discussion

The second order particle system is as an extension of ttigidrzal parti-

cle systems. Earlier dynamic particle effects have beestedeby moving
the forces fields manually in the scene. This approach is eusome if
one needs to create longer animation sequences. The dyf@aces are a
powerful tool for building animations that are dynamic, biat not repeat
themselves.

Our particle engine was originally developed to be usedérStorm in-
stallation. With this system a user could create differémiospheric effects
with gestures. The system would map gestures to controhpeteas that
would control a second order particle system. In the AninmalLapplica-
tion the particle system was in use, but the more advancedrésa(inde-
pendently moving forces etc.) were not put to use due to tiomstraints.

Broadcast GL is another graphics system that was createdgdilre
thesis work. The concept was originally invented to be usethé EVE
virtual room in HUT/TML, but the first real deployment was doim the
Upponurkka installation. The main predecessors of BGL aeeWireGL
and Chromium systems. Compared to them BGL adopts a mordesimp
UDP-broadcast approach to graphics distribution. Becksagainst the
Chromium support our original assumption that such simpé¢hiad works
equally well or even better for many applications.

59



60 TOOLS AND EXPERIMENTS IN MULTIMODAL INTERACTION



7 FUTURE DIRECTIONS

The presented techniques and concepts could be pursudrfintmany
ways.

Multimodal input management systems could be developdatduto
make the systems easier to develop. Based on the experiamasgvith
FLUID it seems that the most effective way to support inpwickeand data
management is to create simple, uniform building blocks tthe software
developer can chain together in the software. Such buildlogks could
be input device drivers, signal transformers and pattezageizers. While
FLUID includes many of these ideas they could be pusheddutily pro-
viding each componentin an isolated module.

Different conductor following systems have been built awdthe world.
The level complexity in the systems has increased and pdaple also
made conceptual contributions to the field, such as callingriore holistic
reasoning in the conductor following engine. Right now tresalest point
of the development seems to be the lack of real-world evialuaf the tech-
nologies. After all, a complex state-of-the-art systemsdoet necessarily
work better than a simple hack. Such testing, possibly iridha of a com-
petition, would direct the research and guarantee that ¢éheapproaches
work not only on paper, but also in the field.

The emotional information that can be extracted from thedcator mo-
tion is an interesting side-track of the conductor follow@bviously the
information should be used in the music synthesis, givimgsystem more
artistic potential. Of course, the above criticism thatglistems should be
tested with some real users and applications still holds.

The use of accelerometers to track conductor motion couldebe
fined, but it does not seem like a promising source of new séiefind-
ings. Instead one could device either new tracking methodpply the
accelerometer-based approach to some other domains wiggdtysnex-
act motion tracking is sufficient.

Immersive 3D graphics creation systems are an interesiig.tUnfor-
tunately the required hardware and software infrastredtuso heavy that it
makes progress quite difficult — a few projects, scatteredrd the earth
cannot really do continuous research around the topic. Aerpoomising
future for 3D graphics interaction would be to seek appicatconcepts
in the field of entertainment, for example in science cerdasamusement
parks, where it is possible to build large- or medium scadtsithations. Here
one could use the Upponurkka installation as a startingtppassibly aug-
mented by tangible interaction.

The virtual pocket metaphor could be adapted to a wider tyaokvir-
tual reality applications, where selection tasks are comnide approach
could also be useful in combination with smart clothing.

Mustajuuri has demonstrated how to build an integrated éwaonk for
interactive audio processing. The development of suchdweonks is in
itself not very interesting, but rather the use of such systéo aid rapid
application development. Like FLUID the problem is thafeliént applica-
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tions have different, contradictory needs. Possibly thet ey to overcome
this problem is to provide a platform that is open enough texiended to

meet the requirements of a particular application. In tegpect the current
systems provide different compromises.

Of the technical innovations in this thesis the second opdeticle sys-
tem is possibly the system with greatest use potential.lctbe developed
further by 1) creating new force particles, 2) optimizing tiehavior of the
current forces and 3) optimizing the rendering process,4grbmbining
2nd order patrticle system with physical modeling. Some o Work has
already been done by the author in later publications ongb@dystem ren-
dering [67] and dynamics calculation [66].

The Broadcast GL system could be developed to include thestlat
OpenGL features (OpenGL shading language, vertex buffectdbetc.) to
the extent that it is possible. In a more fundamental scateutd be de-
veloped to offer even better scalability by the use of braatichaining via
proxies.

The concepts could also be developed further or one couddeckaria-
tions on them.

The DIVA system with the conductor following could probably made
(even) more fun for the general audience. The versions thet displayed
in SIGGRAPH and Heureka were built without any real useirigstA more
thorough evaluation of these systems would probably reveal ways to
improve them. Another alternative would be to move the aapibns into
some other areas, for example making a webcam-based véhnsiowould
run on a normal PC.

The Helma system would always benefit from more 3D toolspaigjn
there is risk that the system becomes too complex to use. ptodrictive
approach might be to (again) perform tests with more usedspassibly
involve also more user interface specialists in the designgss.

The Upponurkka system worked technically as planned, leusier ex-
perience was not as strong as one would hope. One could tgetthe ex-
isting hardware and software infrastructure to createethffit applications,
for example games.

There is no obvious way to improve the Kyla installation.s@tvations
in the field show that it was well received and any changesikedylto
be for the worse. The best future direction would then be tothe same
template to present other cultures, not only the archaiel@arThe candle
is a powerful interaction device, but other alternativesétect the media
could also be tested, for example touching.
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8 SUMMARY

This thesis presented several novel multimodal conceptgtair technol-
ogy. As these concepts were planned and implemented wedé&edeate
several new support tools and technologies for these atiglits: user in-
put management, gesture analysis, audio processing angutengraphics
algorithms. In many cases the new systems were improvetwuersf ex-
isting techniques and architectures.

These new techniques were needed for the development of manie
modal applications. As such they demonstrate how the basimblogical
components become intertwined in this kind of applicatio@ften one is
forced to develop some new technology to overcome a banrteeiconcept
implementation process. This thesis reports cases whisrdekielopment
has been successful, resulting in systems that can be pli¢ digplay for
weeks or months, often with minimal maintenance.

The main effort has been on technology development, butdmehta-
tion of the concepts has involved multi-disciplinary workwell. In the
Kyla installation this took place as concept and conteanping, in the Up-
ponurkka installation concept planning and in the the Hedgrsiem as user
interface design. In the scope of the projects there have feeple with dif-
ferent backgrounds, leading into even more disciplinesdpresent, from
3D modeling to 3D art and animation.

The application of these techniques in the conductor faiowlelma,
Upponurkka and Kyla concepts has given results that canefiected
against the initial motivations of this thesis. All of thesencepts include
gestural, bodily interaction in one way or another.

Helma was developed to investigate the possibilities anddtions of
combining bodily interaction with 3D graphics. The systeas lbeen used
primarily by Wille Makela, with six other visiting artist

The Upponurkka installation provides the general publitwaiuser in-
terface to experience 3D art — either animations or statifpsares.

In the context of public installation the conductor follanenables or-
dinary people to act as conductors. Typically the users casgroups,
leading to an enactive social event.

Compared to the conductor follower Kyla is at the opposite ef
the spectrum. Instead of large movements the visitors ateugaged to
move slowly and carefully around a space that is augmenttdinterac-
tive camera-based sound rendering.

Not all of the systems can be counted as completely sucdgebsfithe
successful elements in them display the power of multimadalaction.
Physically active interactive systems promote and exdyniiie idea that
physical and mental processes are coupled. These systemsidmon-
strated the potential to create different kinds of expemsito the users with
the aid of multimodal interaction. The types of experierargge from hav-
ing fun socially (conductor follower), immersive 3D art ation (Helma
system), 3D interactive art experiences (Upponurkkagiaoguil exploration
of an archaic culture (Kyla).
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For each of these experiences it is difficult to find a dirediom&om the
more traditional desktop computing. This supports theioaigmotivation
of this thesis: The assumption that multimodal interactian provide new
experiences that cannot be supported with traditional e@unsl-keyboard
interfaces. The concepts are based implicitly on the idaarniental and
physical activity are directly related.

Of the four systems Kyla stands out as being different, @asadoxical,
in its way to use technology. It is a high-tech installationare the tech-
nology is hidden. Instead of predicting or problematizingdarn trends
Kyla reaches back through millennia. It is an attempt to @sid possibly
answer) in a profound way who we are, and what is our herith¢@la and
other systems have given some people joy, then this work &ased not
only scientific and technical progress, but also somethowglg
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9 MAIN RESULTS OF THE THESIS AND CONTRIBUTION OF THE
AUTHOR

Publication [P1]

Software Architecture for Multimodal User Input — FLUIDhe creation of
multimodal interaction has been and remains difficult. Oz pf the prob-
lem is that handling user input data is very difficult. There aumerous
systems that support various input devices, but they tylgida not main-
tain data quality. In most applications it is necessary tcpss the data as
equally sampled series.

To handle these needs we created a new architecture and emierga-
tion of this architecture — FLUID. This architecture is camspd of an input
layer that manages the input hardware and a data-procdagiagthat is
used to analyze the data with modular approach. This systesmeeded
for the creation of the AnimaLand environment. It also raidéscussion
about basic issues of human-computer interaction: Whaupistiand how
does the human input turn into an action within the machine.

The author designed the basic architecture and implemeh&data
processing layer while Janne Kontkanen designed and inguitad the
data-input layer.

Publication [P2]
Conductor Following With Artificial Neural Network3 his paper represents
a conductor following system that analyzes the conducharsl motion and
plays music accordingly. The most significant idea of thiesech is the
combination of heuristics and artificial neural networks.

The author created, implemented and tested all algorithrtigs work.

Publication [P3]

Accelerometer-Based Motion Tracking for Orchestra Comalugollowing.
This paper describes a method for using cheap accelerctreded motion
tracking in the context of conductor following. Typicallg@elerometers
need frequent calibration to counter the inevitable dafised by the tech-
nique.

This paper presents how we can overcome this problem by gsiser
specific signal processing. The usefulness of the signalgssing algo-
rithms depends on the way they take into account the knowpepties of
the conductor motion.

The author designed and implemented the signal procesgjogtams,
while Janne Jalkanen was responsible for the hardwarerdesig

Publication [P4]

Detecting Emotional Content from the Motion of an Orche€ianductor
Emotionally sensitive — or affective — software could impedhe quality
of the human-computer interaction. The very first step towénat direction
is detecting the emotional state of the user.
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In this paper we present methods for analysis of the emdtmoraent
of human movement. We have studied orchestra conductorgements
that portrayed different emotional states. Using signatpssing tools and
artificial neural networks we were able to determine the @mnat state in-
tended by the conductor. Multiple definitions of the emadibspace are
tested for relevance and performance: Mutually exclusimeteons, orthog-
onal space and low-dimensional space.

The author invented and implemented the methods used irpémer
and ran the user tests.

Publication [P5]
Virtual Pockets in Virtual RealityThis paper presents a new user interface
metaphor that is especially suited to virtual reality apgiions. It is ex-
pected to generalize into other domains as well: mobileasvand tangible
interaction.

The author implemented the virtual pockets. The behavitr@pockets
and the user tests were done with Markku Reunanen.

Publication [P6]
Mustajuuri - An Application and Toolkit for Interactive Aiadprocessing
This paper presents the sound processing engine that waloped to han-
dle the audio processing in the virtual room. While that ig @8 uses it
has been designed to be general enough to be useful for atmpstudio
processing task.

Mustajuuri was made completely by the author.

Publication [P7]
The Second Order Particle Systeiirhis paper presents an extension to the
classical particle systems — the second order particlesysthe most im-
portant new idea in this paper is the inclusion of interacfiorces. This
means that forces affect each other, resulting in much maely land cred-
ible animations.

The author is responsible for most of the paper. Janne Kaetkaro-
posed the idea of creating burning material and contribstede source
code for it.

Publication [P8]
Broadcast GL: An Alternative Method for Distributing Open@PI Calls
to Multiple Rendering Slave#n virtual reality systems it is often necessary
to render the same data sets from different angles. Thditmadi method
to handle the task is to use a single powerful computer. A nulndaper
method is to use a cluster of off-the-shelf PCs that arelfiglynchronized.
Our approach is to distribute the graphics API calls via a JPBroad-
cast or multicast. The use of network broadcast makes tipisoaph highly
scalable. We present overview of the system and show itoqeance
against other systems.
The author implemented the system and also largely inveht&etheth-
ods that are used to achieve high scalability.
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