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ABSTRACT

Author Tommi Ilmonen
Title Tools and Experiments in Multimodal Interaction

The goal of this study is to explore different strategies formultimodal
human-computer interaction. Where traditional human-computer interac-
tion uses a few common user interface metaphors and devices,multimodal
interaction seeks new application areas with novel interaction devices and
metaphors. Exploration of these new areas involves creation of new ap-
plication concepts and their implementation. In some casesthe interaction
mimics human-human interaction while in other cases the interaction model
is only loosely tied to the physical world.

In the virtual orchestra concept a conductor can conduct a band of vir-
tual musicians. Both the motion and sound of the musicians issynthesized
with a computer. A critical task in this interaction is the analysis of the con-
ductor motion and control of the sound synthesis. A system that performs
these tasks is presented. The system is also capable of extracting emotional
content from the conductor’s motion. While the conductor follower system
was originally developed using a commercial motion tracker, an alternative
low-cost motion tracking system was also made. The new system used ac-
celerometers with application-specific signal processingfor motion capture.

One of the basic tasks of the conductor follower and other gesture-based
interaction systems is to refine raw user input data into information that is
easy to use in the application. For this purpose a new approach was de-
veloped: FLexible User Input Design (FLUID). This is a toolkit that simpli-
fies the management of novel interaction devices and offers general-purpose
data conversion and analysis algorithms.

FLUID was used in a virtual reality drawing applications AnimaLand
and Helma. Also new particle system models and a graphics distribution
system were developed for these applications. The traditional particle sys-
tems were enhanced by adding moving force fields that interact with each
other. The interacting force fields make the animations morelively and
credible.

Graphics distribution become an issue if one wants to render3D graph-
ics with a cost-effective PC-cluster. A graphics distribution method based
on network broadcast was created to minimize the amount of data traffic,
thus increasing performance.

Many multimodal applications also need a sound synthesis and process-
ing engine. To meet these needs the Mustajuuri toolkit was developed. Mus-
tajuuri is a flexible and efficient sound signal processing framework with
support for sound processing in virtual environments.

Keywords gestural interaction, conductor following, virtual re-
ality, digital art, graphics clusters, particle systems,
3D sound, digital signal processing
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TIIVISTELMÄ

Tekij ä Tommi Ilmonen
Otsikko Multimodaaliset käyttöliittymät — menetelmiä ja

kokeiluja

Tämän tutkimuksen tarkoitus on selvittää erilaisia menetelmiä mul-
timodaaliseen/keholliseen ihmisen ja tietokoneen väliseen vuorovaiku-
tukseen. Siinä missä perinteiset järjestelmät pohjautuvat tavallisimpiin
laitteisiin (hiiri, näppäimistö) ja vuorovaikutusmenetelmiin (komentorivi,
ikkunointi), multimodaalisten käyttöliittymien sovellusmahdollisuuksia et-
sitään uusien laitteiden ja menetelmien kautta. Tutkimuksessa uusien sovel-
lusalueiden etsiminen on sisältänyt uusien sovelluskonseptien suunnittelun
toteutuksen. Joissakin toteutetuissa tapauksissa vuorovaikutus jäljittelee ih-
misten välistä vuorovaikutusta, kun toisaalla vuorovaikutus ei pohjaudu fy-
ysisiin esikuviin.

Ensimmäisessä sovelluksessa - DIVA virtuaaliorkesterissa - kapellimes-
tari voi johtaa virtuaalisia muusikoita. Sekä ääni ett¨a muusikoiden ani-
maatio syntetisoidaan tosiajassa tietokoneella. Järjestelmän tärkeimpiä os-
atehtäviä on tulkita kapellimestarin liikkeitä ja kontrolloida synteesiä sen
pohjalta. Väitöskirjassa esitellään tarkoitusta varten kehitetty järjestelmä.
Järjestelmä pystyy myös tunnistamaan kapellimestarinliikkeistä tunne-
informaatiota. Alkuperäinen järjestelmä käytti kaupallista liikkeenseuranta-
järjestelmää, joka on sekä kallis että helposti hajoava. Näiden puuttei-
den korjaamiseksi kehitettiin kiihtyvyysantureihin perustuva liikkeenseu-
rantamenetelmä.

Kapellimestariseurannassa ja muissa elekäyttöliittymissä ohjelman
pitää muokata mittalaitteesta saatava raakadata käyttökelpoisempaan muo-
toon. Tätä varten kehitettiin uusi menetelmä: FlexibleUser Input De-
sign (FLUID). FLUID-komponentin tarkoitus on helpottaa harvinaisten
syötelaitteiden hallintaa ja tukea signaalinkäsittelyä ja -analyysiä.

FLUID-järjestelmä kehitettiin keinotodellisuuspohjaisia AnimaLand ja
Helma -piirto-ohjelmia varten. Näitä ohjelmia silmällä pitäen kehitettiin
myös uusia graafisia menetelmiä. Perinteisiä partikkelisysteemejä parannet-
tiin lisäämällä liikkuvia voimakenttiä jotka vaikuttavat toisiinsa. Toisiinsa
vaikuttavat voimakentät tekevät animaatiosta eloisampaa ja uskottavampaa.

3D grafiikan piirron hajautuksesta tuli ongelma, kun haluttiin
käyttää useampaa tavallista tietokonetta 3D grafiikan piirtämiseen.
Tätä varten kehitettiin menetelmä joka pohjautuu nopean paikallisverkon
broadcast-teknologiaan. Menetelmä vähentää lähetettävän data määrää ja
siten parantaa järjestelmän suorituskykyä.

Ääni on oleellinen osa monissa multimodaalisissa käytt¨oliittymissä.
Tarkoitusta varten kehitettiin yleiskäyttöinen Mustajuuri-ohjelmisto. Mus-
tajuuri on joustava ja tehokas äänenkäsittelyjärjestelmä, joka tukee erityis-
esti äänenkäsittelyä keinotodellisuusympäristöissä.
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Avainsanat elekäyttöliittymät, kapellimestariseuranta, keino-
todellisuus, digitaalinen taide, grafiikkaklusterit, par-
tikkelisysteemit, 3-ulotteinen ääni, digitaalinen sig-
naalinkäsittely

4 TOOLS AND EXPERIMENTS IN MULTIMODAL INTERACTION



PREFACE

Anna Nerkagi lives in the village Laboravaja in the northernSiberia. In the
winter the temperature goes down to -50 degrees centigrade.In the summer
the snow barely melts. At the end of the summer only the top 30 centimeters
of the earth is molten. This is the home of the Nenets people. They are
nomads, taking care of their reindeers and dogs in these harsh conditions.

Anna is the spiritual leader of Laboravaja and she has founded a volun-
tary hut-school in the village. In this school the teaching is based on three
central themes: Joy, How to do good and Nenets tradition. Anna tells us
why these things are important: Joy makes life worth living.Doing good
things makes joy for oneself and others. Children who know the Nenets
tradition know who they are, who their parents were and wherethey live.

Today only a fraction of the Nenets people live in villages like Labo-
ravaja. There is a great risk that once Anna dies the village will disappear,
like the whole Nenets culture has been disappearing since Stalin’s reign.
Most Nenets live in arctic cities where the most common causeof death are
suicide and alcoholism. The Nenets way of life, tradition, art and language
will disappear during the next 50–100 years. Anna knows all of this, but she
still has the wisdom and the strength to teach Joy, How to do good and the
Nenets traditions.

What can we learn from her? This lesson is simple because it can be un-
derstood with a few words. It is also extreme because the issues are present
in all human activity and because her example sets a high standard on what
a human being it meant to accomplish.

This thesis makes a modest attempt to learn something from Anna Nerk-
agi and to apply the same principles in a work that is carried out in the realm
of modern science. Scientific rhetorics is possibly the weakest medium for
discussing Joy, How to do good or Who we are. Hopefully these themes can
be seen in some form on the following pages.

Otaniemi, Espoo, 8.9.2006, On the feast of nativity of Theotokos, the
Mother of God

Tommi Ilmonen
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1 INTRODUCTION

This thesis concerns design, realization and testing of several multimodal
interaction systems. A general goal of this research has been to find new
applications for multimodal interaction.

1.1 Scope of this Thesis

This thesis is defined by interaction concepts (or visions) that have driven the
research. These concepts are related to each other by commontechnology
and background philosophy.

All of the concepts share some user interface components. The compo-
nents fall into several categories. As far as user input is concerned many
concepts share similar needs for input data management. This has led to
research on how to handle multiple input devices. Once the data is collected
it needs to be analyzed. Here an orchestra conductor follower serves as a
case.

On the output side many concepts use audio and graphics. The audio
feedback has resulted in the development of a flexible audio processing en-
gine. The graphics synthesis has involved particle systemsand the creation
of a 3D drawing application. For the drawing application we also needed
new user interface concepts, which led to the inclusion of the virtual pocket
user interface metaphor.

1.2 Research Questions

The primary research question has been to find out how multimodal applica-
tions could be used to create human-computer interaction systems that could
not be realized with desk-top or mobile computing. This question is further
split into two sub-questions:

1. What kind of technical tools are needed for the development
of multimodal applications? This question asks what kind of tools there
should be. To answer this question several software tools were constructed
and used to build multimodal applications. The innovationsand experience
gained from these experiments provide the answer to the research question.

2. What kind of multimodal applications are useful? Since the design
space for multimodal applications is extremely large one needs guidelines
in concept and application design. Given the wide range of applications the
goal needs to be realistic. In this case we looked into specific concepts and
experience we gained is useful in areas close to implementedsystems.

The two questions are directly related, which is the reason why they are
taken up in the same thesis. This research is not expected to give a complete
answer the questions, but shed some light on the problems andsolutions that
can be expected.
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1.3 Overall Research Structure

This thesis represents open-ended, constructive research. The overall idea
has been to explore the possibilities of multimodal interaction in different
forms using a series of concepts that illuminate various parts the target field.

The development of multimodal applications constantly demands con-
siderations about the application concept, user interfaceand available tech-
nology. This has called for multi-disciplinary research where the whole web
of components has to be taken into account at the same time. This requires
open mind and flexible targets since one is constantly seeking a compromise
between the different requirements and limitations.

The human-centric concepts have often led to technologicalresearch
that is necessary to realize the concepts. Construction of the new technolo-
gies then became the scientific contribution of this thesis.

1.4 Organization of the Thesis

This thesis is organized as follows. Chapter 2 describes themotivation and
philosophical background for this work. In Chapter 3 related research is
presented. Chapters 4–6 cover the technologies that were developed during
this work. Chapter 7 extrapolates some future directions and Chapter 8 gives
a final overview of the work. The scientific contribution of each research
paper is summarized in Chapter 9.

16 TOOLS AND EXPERIMENTS IN MULTIMODAL INTERACTION



2 MOTIVATION

2.1 Visions

There were several visions that drove this research and defined the specific
research topics. During this research many of these concepts have been
realized while some have been left unimplemented.

The DIVA Band

The Digital Interactive Virtual Acoustics (DIVA) -band wasan effort to cre-
ate a virtual orchestra performance. A real conductor wouldconduct a band
of virtual musicians with a baton (figures 2.1 and 2.2). In thesystem mul-
tiple technologies were merged — inverse kinematics for calculating the
motion of the musicians, physical modeling for the musical instruments and
room acoustics and conductor following to translate the intentions of the
conductor to MIDI commands.

Figure 2.1: A conductor with a tracked baton and glove.

The DIVA system was showcased in the SIGGRAPH’97 conferencein
the Electric Garden [57]. This was a large installation withmagnetic mo-
tion tracking, large video screen and head-related transfer functions (HRTF)
filtering of the final audio signal.
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Figure 2.2: The DIVA virtual band.

After the SIGGRAPH debut DIVA band became the standard laboratory
demo. We also made a low-cost version for the Heureka sciencecenter.
For this setup we developed a motion tracking system that wasbased on
accelerometers.

Tapio Takala is the author of the virtual orchestra concept.The author’s
role was to implement the conductor following software.

Storm

Storm was an installation concept by the author. In the Stormthree users are
located in front of video screens — one screen for each user. Their goal was
to use gestures and voice to control the weather in a virtual landscape. For
example one of the users could be wind while the other was rain. With the
installation the users would create different atmospheric, aesthetic effects
together. This effects and (possibly supporting a story-line) would be the
content of the installation.

The storm concept was never fully realized. As a first step towards it
we built a particle animation application — AnimaLand — thatwas to be a
simple test-bed for many of techniques in Storm [65].

AnimaLand

To prepare for the Storm installation we began work on some techniques that
were necessary for the Storm. As a first step we planned to create a particle
animation application — AnimaLand. AnimaLand was to be a virtual reality
(VR) application where an artist could create animations inreal-time with
gestures (figure 2.3) [65].

AnimaLand was aimed to demonstrate a series of software components
that would make their way to the Storm. These were multimodaluser in-
terface with the Fluid [P1] library as input the interface, audio output with
Mustajuuri sound processing engine [P6] and and graphics controlled by the
VRJuggler VR framework [71].
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Figure 2.3: The author is making a particle effect with the AnimaLand soft-
ware.

The author is responsible for both the concept and implementation of
AnimaLand. While AnimaLand was to be test-bench for Storm itwas also
designed to be an independent application.

Helma

The aim of the Helma project was to create a 3D drawing and animation en-
vironment in VR [96]. The special interest was to see how fine-motoric in-
teraction affects the creation of digital 3D art (figure 2.4). The basic assump-
tion behind the project was that enabling physical interaction would create
digital art with visible human touch, like in traditional paintings. Artists
would also be able to use their highly trained motoric skillsto create digital
3D art.

Wille Mäkelä is the author of the Helma concept. The details of the user
interface and interaction design were done by the Helma team: The author
was responsible for almost all of the software design and implementation,
Markku Reunanen took care of the hardware side, Wille Mäkelä for over-
all goal settings and user feedback and Tapio Takala for further ideas and
guidance.

The software written for AnimaLand was taken as the startingpoint for
the Helma software. This enabled us to use a working base system the
starting point.

Upponurkka

The works created with Helma were presented with an immersive, stereo-
scopic large-scale installation called Upponurkka (immersion corner). The
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Figure 2.4: An artist is drawing a tube with the Helma system.

Figure 2.5: The Upponurkka installation that was used to display the 3D art
made with the Helma system.
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system consisted of two large screens with polarization-based stereoscopic
graphics. Number of people can view the graphics at the same time, but only
one person has a pair of glasses that are tracked based on colored markers.

Upponurkka was part of the Helma project and the division of work is
identical with the overall project work, outlined in the previous section.

Kylä

Figure 2.6: A visitor in the Kylä installation.

Kylä (village) is an interactive art installation by the author. This instal-
lation occupies one room. The visitors are given a small bee’s-wax candle
that is the only source of light in the room. There is only one candle in the
room at a time (figure 2.6). On the walls there are photographstaken during
the 19th century is the northern Carelia (an area currently shared between
Finland and Russia). Each image is accompanied by a specific rune-song
that is played as the candle approaches the picture. The songs and their
melodies come from the same region as the photographs, but they are sung
by modern singers. An exception to this rule is a photo of a graveyard. It is
accompanied by the last song of the Orthodox funerals.

The aim of the Kylä installation is to capture some of this atmosphere
and present it to modern people (kylä = village in Finnish).It serves as a
document, presenting fragments of people’s lives, beliefsand hopes. Com-
ponents that make up the experience are a candle, a darkened room, pho-
tographs from the 19th century, folk songs from the same era and fire-based
human-computer interaction. In this installation the computer is both phys-
ically and mentally hidden.

The installation was built early in 2005 when it was demonstrated for
two weeks in a small media art festival in Helsinki University of Technology.
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For the summer 2006 Kylä was in the Parppeinvaara open-air museum in
Ilomantsi, eastern Finland.

The author created the installation idea which was further developed and
implemented with Marja Hyvärilä. The rune-songs were sang by the author,
Kati Heinonen, Taito Hoffren, Vilja Mäkinen, Tuomas Rounakari, Juulia
Salonen and Veera Voima. The first version of the funeral songwas sang by
the author, Petri Hakonen, Stiina Hakonen, Kati Heinonen and Jaakko Olk-
inuora. A more ethnographically accurate version of the song was arranged
in Finnish by Tuomas Rounakari, based on Old-Believer recording and
sang by the author, Charlotta Buchert, Anne-Mari Rautamäki, Niina-Mari
Rautamäki and Tuomas Rounakari.

2.2 Philosophy

The visions above share a common philosophical background.The philo-
sophical considerations fall into two major categories — multimodal inter-
action and physical interaction. All the visions contain both ingredients in
some form.

Multimodal Interaction

A central theme in this thesis is multimodal interaction. The term “multi-
modal” has multiple meanings depending on the context. It can mean inter-
action with multiple devices (mice, keyboards, cameras) [139], the use of
multiple human skills (writing, drawing, gesturing, talking) [4] or the use
of different sensory channels [101]. The first definition is centered on tech-
nology while the two others are human-centric. In this thesis the term is
used simultaneously in all meanings — a multimodal HCI system usually
needs to use a number of different devices. At the same time multimodal
applications require the use of multiple skills and sensorycapabilities.

One weakness of the term multimodal is its volatility. In principle even
a normal GUI application is multimodal — the communication between the
human and application uses graphics, text, sounds, the keyboard and the
mouse. A “multimodal” application uses more modalities than a normal
GUI application.

Current human-computer interfaces use only a small subset of possible
modalities, usually just text and images. Alternative communication chan-
nels cannot be used (speech, gestures, body-language). It is seen that the
use of these alternative channels can improve the user interface [116]. Mul-
timodal interaction offers several potential benefits overunimodal interac-
tion.

First of all new modalities may offer new application areas for technol-
ogy. There are situations where the traditional input methods simply do not
work, for example few people draw comfortably with a mouse oreven a
drawing pad. There are also people who cannot cope with present interfaces
(e.g. children and illiterate people). The question is about how well a given
interaction style fits people. It is unreasonable to expect that the same user
interface would be ideal for all users.

Secondly performing the same task in different way may have an effect
on how the task is performed. Even though people seldom use computers
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just for the sake of interacting with them the method of interaction needs
to be considered carefully. If a multimodal interface is more pleasant it can
contribute directly to better user experience. In some cases this experience
may be one of the most important reasons to use a computer in the first
place, in games for example.

Thirdly the optimal modality for interaction may depend on the context.
For example the user interfaces in desktop computers, mobile devices and
embedded systems are so different that one may be forced to use different
modalities due to the different nature of the systems.

Physical Interaction

Physical user interfaces emphasize the role of the user’s physical activity.
Traditionally the user’s body is seen mostly as a problem — e.g. countless
studies and text-books analyze the limits of human vision, hearing and ac-
curacy [107, 151, 117, 159]. In the realm of physical interaction the user’s
body is seen as an important part of the interaction [68, 38].The aim of
such thinking is to widen the scope of human-computer communication
from mental models to psycho-physical aspects. In a more concrete form:
Instead of activating just eyes, fingers and wrists (keyboards and mice) a
human-computer interaction system should utilize the user’s physical skills
as much as possible.

An important topic is also the direct impact of physical exercise. Strong
physical activity causes adrenaline flow which makes one feel better. This
kind of biological aspects are one part of human-computer interaction. In
classical HCI this part has received little consideration.

Physical interaction has also wider sociological links. Inthe developed
countries most people do little physical work. Physical activity has become
something special. Hobbies (e.g. sports and trekking) makea clear distinc-
tion between normal life and exercise.

Here it is useful to observe modern schools and office work. The modern
man spends enormous amounts of time sitting down, looking atrectangular
papers or computer screens. Pauses for physical exercise are allowed only
because without them people’s mental productivity suffers. Physical activity
is tolerated, only because it cannot be completely removed.

The Idea of Man

Often multimodal and physical interaction are seen as methods to break
from traditional HCI. It is seen that typical HCI is concerned almost en-
tirely with efficiency. For example in the 1990’s Picard criticized modern
HCI and proposed that affective computing would make the modern techno-
logical world better for humans [119, 118]. At the core of Picard’s criticism
is the belief that traditional HCI (and science in general) ignore a vast area
of human experience. Here Picard’s thinking parallels Lakoff’s [84]. As
an empirical linguist Lakoff criticizes older objectivistic linguistic theories
(e.g. Chomsky’s generative grammar -theory) for assuming that language
is a system of meaningless symbols. Backed by considerable empirical ev-
idence Lakoff argues that natural languages are based directly on physical
human experience. As a side effect the philosophical idea that language,
logic and though are universal should be abandoned.
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Both Picard and Lakoff see science as a system where the thought/body
duality is a dominant paradigm. This assumed duality is whatled Descartes
to declarecogito ergo sum(I think, therefore I am). The aim of Descartes
was to establish the existence of pure reason. This pure reason would be
able to create pure, universal knowledge that would be independent of our
physical existence. Both Lakoff and Picard see this spirit in their respec-
tive fields of science as a problem. In similar way sociologist Norbert Elias
notes that pure, incorporeal knowledge is only a philosophers’ dream [42].
Also the phenomenological tradition of philosophy (EdmundHusserl, Mar-
tin Heidegger and others) have concluded that thought cannot be separated
from the body.

It seems that the source of conflict between Descartes and theabove
scientists and philosophers is in their different idea of man. The western,
rationalistic approach has been to split problems into parts. When a human
is perceived as parts the mind and body that are handled separately. Further-
more the mind is divided into rational and irrational parts.In multimodal in-
teraction design these assumptions are typically rejected. It seems that most
people who make physical/multimodal systems approach the user holisti-
cally, assuming that the physical and mental activities aredirectly coupled.

Of Man and Technology

Since we are dealing with both the idea of man and technology it makes
sense to shortly discuss the relationship between humanityand technology.
Human is basically a cultural animal — a person’s behavior isshaped by
the culture he/she lives in. Word culture is used here in its ethnographi-
cal meaning: Culture is the part of human inheritance that isnot biological.
Technology is one aspect of this human heritage. The modern social order is
based on massive technological infrastructure. For example without effec-
tive transportation of goods and people large societies andhigh civilization
could not be maintained.

Technology has freed humanity more and more from the limitations of
environment, body and mind. Given the ease of survival and comfort of
our lives it is a surprise that modern people are not as fit as their predeces-
sors were. Reading and writing skills have made good memory obsolete —
people in illiterate societies tend to have better memory and different brain
structure [97]. The elaborate strategies of the antique formemorizing things
have also largely disappeared.

There are powerful commercial and political interests in technology.
Large corporations and nations try to modify life-style andlegislation world-
wide to a direction that is beneficial to them. Technology is one venue where
such push can be made.

Given these facts it seems that technology can affect people’s thoughts
and behavior to a great extent. While technology is only one factor in so-
ciety, it is the domain of this work. Legislation, culture and fashion etc.
are also important (possibly more so), but they are outside the scope of this
thesis.
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2.3 Technology

Above we have outlined the visions we had and their background. In this
section we cover the technologies that were needed to realize the visions.
These new technologies form the core of this thesis.

Input Device Management

Input device management is one of the basic problems in multi-modal in-
teraction. In the realm of graphical user interfaces one canuse a common
widgets/callbacks -architecture (e.g. Qt [70] and Motif [17]). There are
many toolkits that implement this common approach. This helps applica-
tion development since individual projects do not need to re-create the same
tools. In multimodal interaction such standards do not exist yet. Neither
in the conceptual (common architectures and metaphors) or practical level
(common toolkits).

As a solution to these problems we developed the FLexible User In-
put Design (FLUID). This architecture is suitable for any application where
novel input devices are in use. The system is scalable from embedded sys-
tems to ordinary computers. The design takes into account the needs of
higher-level application development — support for input data processing
(gesture detectors etc.) and ease of programming. While thesystem is
generic in nature we have developed and used it primarily in virtual real-
ity (VR) applications.

Gesture Analysis

If we want to create a gesture-aware application these gestures need to be
detected first. Orchestra conducting is one case where gestures are used to
convey meaning between humans. This is a challenging task since there
is no standard conducting language, but each conductor has his/her style.
Humans understand these individual styles naturally, while a computer has
to be instructed to understand every motion.

To mimic this interaction we built a conductor following system that
extracted conducting gestures from the conductor’s motionand synthesized
music as required. The software detected tempo, dynamics and emotional
content from the conductor’s motion. In the music synthesiswe did not
utilize the emotional information, but all other information was used.

User Interfaces for Physical Interaction

One of the problems in VR/AR interaction are the interactiontechniques (or
metaphors). Instead of using common techniques each application uses a
different approach for application control. While such specialization might
lead to very effective user interfaces it seems that mostly new techniques
only provide a slightly new way to perform some user interface task (e.g.
tool selection and configuration).

This was also a problem in the Helma project. One of the problematic
parts was the tool selection. Our first attempts at tool selection and configu-
ration were clumsy and they did not support artists’ work-flow. We adopted
the virtual pocket metaphor for tool selection needs. In user tests this proved
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to be an effective method.

Graphics Tools

The Storm, AnimaLand and Helma concepts required novel graphics tools.
For the Storm and AnimaLand we needed particle systems. Traditional par-
ticle systems were considered too static for the purpose. Tocreate more
dynamic effects we developed the second order particle system.

In projection-based VR we have to display the same virtual world on
multiple display surfaces. The traditional approach to meet this need has
been to purchase a computer that is capable of running several data pro-
jectors at once. Unfortunately such computers are expensive. Due to cost
constraints we wanted to use off-the-shelf components instead of costly spe-
cial hardware. In practice this implies that we use a clusterof ordinary PCs
to render the multiple screens. For the clustering we neededa graphics dis-
tribution method.

Previously there have been two ways to distribute the graphics: applica-
tion distribution and distributed rendering. The first offers usually better per-
formance, but it is takes more work. The latter is easier to make but places
heavy stress data transfers between the application and rendering comput-
ers. As a method to reduce this data traffic we created the Broadcast GL
toolkit (BGL). This is a system that uses networking resources as efficiently
as possible.

Audio Tools

A multimodal application often needs an audio engine. To work well in a
VR installation the engine must be able to produce sound at low latency,
multiple sound synthesis methods and 3D panning of sound sources.

We created a general-purpose audio toolkit to meet these needs. This
toolkit — Mustajuuri — offers a flexible environment for sound signal
processing.
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3 RELATED RESEARCH

Given the multidisciplinary nature of this research this chapter covers rele-
vant related work in sections that match the topics of the thesis publications.

3.1 Multimodal User Input

Multimodal user input is a field that can be approached from many direc-
tions. Nigay et al. have made such high-level analysis [89].Their emphasis
is on the classification of different interaction modes and modalities. Schoe-
maker et al. have also published work on the levels of observation [136].
Their work classifies four levels of observation – physical/physiological, in-
formation theoretical, cognitive and intentional.

In addition to high-level considerations there are severaltoolkits to han-
dle user input. For example Salber has published a “The Context Toolkit”
for sensing the presence of the user [131]. This toolkit has been used by e.g.
Mankoff who combined it with speech recognition [98]. The system was
used to collect and process ambiguous user input data.

Many applications also process the input data to extract interesting non-
obvious information from it. For example Landay has createdthe SILK-
library for 2D sketch making [86]. Cohen has done research onan ambitious
distributed input data collection and processing system, QuickSet [27].

In the VR environments one is typically confronted with non-standard
input devices (motion trackers, data gloves etc.). Most VR frameworks have
some method of handling these devices, for example VR Juggler [71, 7] and
CAVELib [25]. Goldiez et al. have also developed a software infrastructure
for multi-modal interaction [51]. These are monolithic VR systems that do
not fit the needs of people who wish to make interaction systems outside
VR environments. There are also VR device toolkits that contain only the
device management, without other VR framework i.e. OpenTracker [126]
and VRPN (virtual reality peripheral network) [148]. Bimber has worked
on a multi-layered architecture for sketch-based interaction within virtual
environments [9]. Latoschik has developed a system that performs gesture
detection and combines the results with speech input [88]. These user input
systems are either application- (e.g. sketching ) or domain-specific (e.g.
VR). They also tend to have be tied directly to the application logic, which
is problematic if the envisaged logic does not fit the real usage.

3.2 Gestures in the User Interface

Gestural user interfaces offer an alternative to the traditional human-
computer interaction methods. First systems were made in the 1970’s. My-
ron Krueger’s VIDEOPLACE experiments are influential in this field [82].
In these experiments Krueger tested different interactionparadigms in the
form of games or art.

There are many different motivations for gestural interfaces.
Hämäläinen et al. have reported Kick-Ass Kung-Fu — an artificial
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reality martial arts game [54]. In this case gestural communication was
motivated by the desire to make a user interface that enabledone to practice
martial arts against virtual opponents. Keates and Robinson have developed
gestural user interfaces for the disabled [76]. In this casethe traditional
mouse/keyboard interfaces were rejected since they could not be used by
the handicapped people.

There are also other cases where the the keyboard and mouse cannot be
used. Waldherr et al. have used gestures for human-robot interaction [157].
Wu and Balakrishnan used hand- and finger gestures for tabletop interac-
tion [165], while Grossman used similar interaction with volumetric 3D dis-
plays [52].

In the field of computer graphics gestural, multimodal interaction was
pioneered by Bolt [10]. His visionary “Put-That-There” system combined
speech and gestures to create a more natural user interaction modality. This
work has been continued by e.g. Billinghurst [8]. Nielsen has studied how
to develop intuitive gesture interfaces [113].

All in all gestural and multimodal interaction are topics with plenty of
activity, but no dominant paradigm. Even the “Put-That-There” -approach
remains a novelty 25 years after its creation.

Conductor Following

Orchestra conductor’s motion is a special-purpose gesturelanguage and an
interesting test case for natural gestural interaction. Conducting guides
give detailed information on the language and its use (for example McEl-
heran [105] and Rudolf [130]). In practice each conductor has his/her own
style that may be far from the text-book style. One of the greatest challenges
for a conductor follower is to be able to understand conductors regardless of
their personal differences. This is basically a language understanding task
that can be demanding for real musicians as well.

The goal of a conductor following system is to extract meaning from
conductor’s motion and to react musically. Conductor following has been
studied since the 1970’s. Pioneering work was done by Max Mathews, who
developed the Conductor program [103] and the Radio Baton system [102,
12, 11]. Over the years numerous other systems have been built by Morita
et al. [108, 109], Brecht and Garnett [18], Tobey et al. [149,150], Usa and
Mochida [152], Segen et al. [137], Murphy et al. [110] and Kolesnik and
Wanderlay [81]. In addition to these conductor following systems Garnett
has made a conductor training environment [50, 49].

While there are many published systems it is difficult to tellhow much
progress has been made over the years. Although modern approaches use
more sophisticated algorithms this does not automaticallylead to better per-
formance. To verify the superiority of new systems one wouldneed bench-
marks that are unfortunately missing.

Marrin and Picard have developed special devices for conductor follow-
ing, the digital baton [99] and the Conductors Jacket [100].In Marrin’s work
the emphasis has been on the development of the devices rather than on con-
ductor following. These systems do not try to mimic orchestra’s reaction to
a conductor but they have their own way of mapping device input to musi-
cal parameters. In practice this means that one can “conduct” a multitrack
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sound file and alter the volume of the individual tracks without changing
the tempo. Similar device-centric work has been carried outby Haflich and
Burns [53].

The most important musical parameter that the conductor following sys-
tems control is the tempo. Some systems also follow dynamics(volume) and
nuances (staccato, legato etc.). A real musician has more expressive control
over the music, for example he/she can control the emotionalcontent of the
music. An advanced conductor follower should perform this task as well.
Synthesis of emotional expression has been studied in length by Bresin and
Friberg [47, 19, 20].

Conductor following serves as test-bed for gestural human-computer in-
teraction. Conductors are experts in gestural communication, which usually
guarantees that they can produce gestures that are easy for humans to under-
stand, even with little practice.

3.3 Emotions from Motion

While emotional man-machine interaction is an active field,computational
analysis of the emotions conveyed by human motion is an understudied
topic. Greatest effort has been on detecting emotions from facial expres-
sion and/or speech [134, 37, 166, 26]. Physiological signals are also a data
source for analysis, as in Healey’s and Picard’s work [56].

Most active research on gestural emotion analysis has been carried out
in the University of Athens, where Drosopoulos, Karpouzis,Balomenos and
others have studied the field [39, 73, 6]. They have studied gesture recog-
nition with the aim of connecting specific gestures to emotions. The un-
derlying assumption is that emotions are expressed by specific gestures, for
example putting hands over head represents one emotion. In our research
we make a different assumption: emotions are not expressed in what move-
ments are made, but how they are made.

In conductor motion the explicit gestures are dictated by musical pa-
rameters. How these gestures are made implies the emotions.The ques-
tion is not about what gestures are made, but how they are made. There is
some research on this field as well. So far the research has concentrated
on understanding how humans perceive emotions from gestures, music and
speech. For example Vines et al. have studied how people perceive emotions
from musical performances [155]. Topic has also been studied by Dahl and
Friberg [32]. This kind of research methods could be used to benchmark our
emotion-detection systems against human subjects.

3.4 Work in Virtual Reality

Many of the systems in the thesis work in virtual reality. There are many
ways to define virtual reality, for example Burdea has given the following
definition [23]:

Virtual Reality is a high-end user-computer interface that
involves real-time simulation and interaction through multiple
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sensorial channels. These sensorial modalities are visual, tac-
tile, smell and taste.

As can be seen from the above definition multimodality — “multiple
sensorial channels” — plays an important role in VR (although the quote
above ignores sound). For this reason VR is also a practical test-bed for
multimodal interaction — the central topic of this thesis.

VR is an area that has been gaining ground since the early 1990’s.
Though the early hype has vanished the branch has kept growing steadily,
according to Brooks and Burdea [22, 23]. VR covers a wide range of sys-
tems and techniques, from desk-top systems to expensive VR installations
with multiple screens and projectors. As the large VR systems are quite
unpopular today it needs to be noted that at least CAVE-like technology
is not a growing field. The work in this thesis has been carriedout in the
Experimental Virtual Environment (EVE) at the Telecommunications Soft-
ware and Multimedia Laboratory (TML) at Helsinki University of Technol-
ogy (HUT) [69]. EVE is a CAVE-like [28] installation with four display
surfaces. Overview of the system is in figure 3.1.

Figure 3.1: The Experimental Virtual Environment (EVE).

The systems in this thesis contribute to the understanding of human-
computer interaction (HCI) in multimodal interaction, often in a VR envi-
ronment. There has been little research on human factors in VR. Consider-
ing that user interface is a critical part of VR applicationsthis is surprising.
Most thorough research has been by Kaur whose PhD. work concentrated
on usability in VR [74]. Her work concentrated on the high-level usabil-
ity of complete VR systems. Kaur gives guidelines for developing usable
VR applications. In similar spirit Knöpfle has described overall guidelines
for improving usability in VR [80]. While he presents these as VR guide-
lines they are in fact generic guidelines for any HCI system.Gabbard et al.
[48] and Bowman et al. [13] have studied different usabilityevaluation tech-
niques in VR. Kalawsky has also written an overview of different evaluation
techniques [72].
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Most other research has concentrated on isolated tasks and methods
without taking the big picture into account. One of the most common iso-
lated research topics is navigation. Navigation is a fundamental element of
interaction in VR. During the last decades several navigation systems have
been proposed, but empirical research has been done by relatively few re-
searchers e.g. Bowman et al. [16, 15], Usoh et al. [153] and Laakso [83].
Vinson has analyzed qualitatively how different landmarkscan support nav-
igation in VR [156].

Object selection and manipulation is another fundamental,isolated task
that has been studied by many research groups, e.g. Bowman and Hodges
[14], Márcio et al. [120], Mine et al. [106] and de Haan et al.[35].

When it comes to HCI, artistic work needs special attention.Sim-
ple performance metrics do not tell how well an application support artis-
tic processes. For example flow is seen as an important factorin artistic
processes and it should be included into usability research[29, 31, 30].

Immersive Graphics Tools

Art is an application area of immersive VR. One can use virtual reality as
a pure art display medium (for example Davies’ work [34, 33]). Another
promising approach is to use VR as an art authoring environment. For ex-
ample in 1988 AutoDesk founder John Walker concluded that virtual reality
would be the next logical step in CAD/CAM user interfaces [158]page446.
In an immersive drawing/CAD/CAM application an artist would be able to
draw directly into 3D space, thus bypassing the 2D mouse/keyboard inter-
face.

The first immersive drawing system was reported by Wesche andDroske
in 2000 [162]. Their system ran on the “responsive workbench”. Since then
others have made similar systems both in CAVE-like installations and on the
responsive workbench. This work has been done by Keefe et al.[77], Li et
al. [91] Schkolne et al. [135], Foskey et al. [45], Fiorentino et al. [44] and
Mäkelä et al. [95, 96]. Mäkelä’s articles refer to the Helma software (by the
author), which is the only one to include animation. The Helma software is
based on the AnimaLand (by the author), that was originally aimed to be a
pure particle animation environment [64].

In general the systems have been developed based on the intuition of
their makers. Sometimes the users’ needs are different fromthe developers
assumptions. For example Keefe reports that many of their drawing tools
were rejected by artists [77]. To avoid such situations application develop-
ment should be user-centric. As a support for user-centric design Deisinger
et al. have studied the real needs of designers [36].

3.5 Graphics Systems

Particle and Fluid Effects

Particle systems are a method to simulate fuzzy objects and fluid phenom-
ena. The technique has been in use already in 1970’s, but the first scientific
publications were made be Reeves in early/mid 1980’s [124, 125]. More
recently Sims has published detailed information on how to create particle
effects [138]. Particle systems are currently part of main-stream computer
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graphics, to the point where simple introductory papers have started to ap-
pear [87, 154, 104].

Flocks can also be seen as a special extension of particle systems, a
flock member is particle with more complex behavior and appearance [128].
While particle systems can create powerful visual effects they are difficult
to control. If the forces that create the animation are stationary the anima-
tions look monotonic. To counter this problem Wejchert and Haumann have
developed a system where the forces could be moved easily [161]. This is
the only publication that concentrates on making the particle systems easy
to use. Since Reeve’s original publication the basics of particle systems
have remained the same. Modern particle systems may use greater number
of particles with more elaborate behavioral rules, but there has been little
progress in the fundamentals.

Particle systems can be used to create fluid effects. Anotherapproach to
fluid effects is the use of physical modeling. Jos Stam has worked on this
topic for a long time [144, 141, 142, 143]. His work shows thatfluid sim-
ulations can be carried out in real-time, for example for game applications.
In addition to Stam Yngwe et al. [168], Fedkiw et al. [43] and Foster et
al. [46], Lamorlette et al. [85] and Nguyen et al. [112] have studied fluid
simulations. Many of these publications also target the creation and control
of fire and explosion effects.

Rendering Clusters

There are two methods to display stereoscopic graphics. Oneis to use per-
sonal displays (HMDs etc.) and the other is to use a system with large
display surfaces. Often such systems use more than one surface where the
graphics are projected i.e. CAVE [28]. In this work we have used the latter
approach. Originally both the Helma and AnimaLand system were devel-
oped on an SGI Onyx2 graphics computer. Unfortunately such computers
are very expensive, making maintenance and upgrading costly. A normal
PC would offer better price/performance ratio, but one PC cannot drive four
stereo walls at one time. A solution is to use a cluster of PCs.

Such clusters are notorious for the programmer since the graphics need
to be displayed an all nodes in tight synchrony. There are twomain ap-
proaches to this problem. One is to distribute the application while the other
is to distribute the graphics commands over a local-area network. The lat-
ter is more simple from the programmers perspective since the application
does not need to take the clustering into account. For example the X11
windowing environment has support for distributing OpenGLAPI calls be-
tween computers [78]. The problem with this approach is thatan application
may make an enormous number of API calls, resulting in heavy data traffic
between the rendering computers. Humphreys et al. have developed two
API call distribution systems, WireGL [62] and Chromium [63]. To reduce
network and rendering load both systems perform viewport culling before
transmitting the graphics command stream. Chromium includes a stream-
caching module to further reduce the network traffic [40]. Another method
to minimize data traffic is to use network broadcast. This method has been
used by Hewlett-Packard as described by Lefebre [90]. Unfortunately there
is little information about the internals of the system or its real-world per-
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formance.
Besides distributing the graphics API calls one can also distribute the

application. This approach offers usually better performance at the cost of
more complex programming work. There are also several projects to create
clustering systems that would support the creation of distributed applica-
tions. For example the VR Juggler has been extended for cluster-based ren-
dering [2, 115]. Other platforms have been developed by Winkelholz and
Alexander [163], Schaeffer and Goudeseune [132], Yang et al. [167], Stoll
et al. [145], Naef et al. [111] and Eldridge [41].

Overview of modern and upcoming VR system has been written by
Streit et al. [146] and performance analysis of some modern systems has
been done by Staadt et al. [140].

In cluster-based VR rendering is often only one part of the problem.
Another is the frame synchronization between the computers. Especially
active stereo system require that all display are updated atexactly the same
rate (genlock). Since normal PC graphics cards lack hardware with proper
genlock features this needs to be done in software. To solve this problem Al-
lard et al. have developed “Softgenlock” that performs active stereo genlock
on Linux systems [1, 3].

3.6 Audio Processing

In addition to graphics a typical multimodal application uses audio output.
For this purpose most systems employ a generic audio engine that synthe-
sizes the sound. Most commercial audio applications are tootightly tied to
multitrack audio recording or processing and they cannot beused as real-
time audio engines. Game audio engines in turn lack the capacity to run
vector base amplitude panning (VBAP) on a large number of loudspeakers.
Miller Puckette has developed the visual Max/Pd programming languages
[121, 122]. The Max paradigm supports combination of different signal
processing modules with a graphical user interface.

One of the earliest complete 3D audio system with was made in
HUT/TML by the DIVA team [147, 59, 58]. The original system used HRTF
panning with headphones to create a surround-sound illusion. Later the soft-
ware has been extended to use the VBAP-method to distribute sound via
multiple loudspeakers [123].
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4 FLEXIBLE USER INPUT DESIGN

When one wants to create a multimodal application one of the first tasks
is to capture multimodal user input data. Often this means that we must
utilize novel input devices to be able to collect varying input data. Earlier in
HUT/TML we dealt with each device using custom code in each application.
To make work easier we wanted to use one input system in all applications.
Lack of proper input device toolkits led to the development of FLexible User
Input Design (FLUID) toolkit (article P1).

4.1 System Requirements

When making the toolkit we defined a generic input device management
architecture and implemented it. The basic design goals were ease of use,
reliability, extendibility and modularity. By easy to use we mean that the
system should be simple enough to be understood quickly. It also implies
that the toolkit should be adaptable to different application structures. Re-
liability means that the toolkit should work correctly in all situations. Also
the toolkit should not degrade incoming data in any way. Extendibility is
needed since we cannot know in advance what kind of devices people want
to use with their applications. Modularity helps to keep thesystem orga-
nized. It is also helps if someone needs to use only a part of the system.

4.2 Selected Techniques

Data streamEvents

Application

Data streamData stream

Data processor collection

Input device collection

Figure 4.1: Overview of the FLUID architecture. The data streams from the
input device collection are identical to the streams insideand from the data
processor collection.

Figure 4.1 shows an overview of the FLUID architecture. FLUID con-
tains two layers, the input device layer and the data processor layer. The
input device layer manages all input devices. Each input device is man-
aged by a specific object. Each device maintains a buffer of input data. The
structure of an input device object is outlined in Figure 4.2. Each object
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uses a separate thread to handle the actual device access. The incoming data
samples are stored to an internal buffer. The application can call the input
devices to update their data at any time. When this happens the data from
the internal buffer is moved to a history buffer. This way theinput devices
can be updated even if the application stalls for some reason. If the buffers
are long enough it is guaranteed that no input samples are lost. The latency
of the system does not increase since the newest samples can be made avail-
able at any time with the update-call. From the application programmers
perspective the system is single-threaded while it gets thebenefits of being
multi-threaded.

The raw input data is seldom useful. An application is typically in-
terested in high-level features or events that need to be extracted from the
input data stream. This work involves at minimum conversionof the input
data from one format to another. Sometimes one also needs to use gesture
recognition to detect interesting events. To support theseneeds FLUID has
the data processing layer. Within this layer the application programmer can
construct signal processing networks that together extract meaningful in-
formation from the input data. Typical input devices produce steady sample
streams, while the application may be more interested in specific events (e.g.
Figure 4.3). For this reason FLUID also supports event-based processing.

Input device driver
FLUID

Application thread

Application

Input device object

Temporary storage buffer

Input device thread

Data processors

History buffer

Figure 4.2: The input thread, buffers, and data transfer paths

The aim of the FLUID architecture is to provide a framework where
programmers can create reusable components and share them between ap-
plication. One could even write almost complete applications by combining
proper data processing elements. In practice many applications have special
requirements that need to be met. For this reason one can alsobypass the
data processing layer either partially or completely.

4.3 Discussion

FLUID was developed to be a toolkit that could be used to run the applica-
tions that were developed during the research. The need for such a toolkit
was noticed after the conductor follower system was built. Since its creation
FLUID has been been used both in the installations of this thesis and in the
the work of others in HUT/TML.

Within the scope of multimodal user input processing FLUID offers a
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Input devices

Sign detector

Gesture detectorRunning average

Data processors

Sensor selector

Application

Data−stream EventsEventsData−stream

Fourier transform

Acceleration calculator

Velocity calculator

Data gloveMotion tracker

Figure 4.3: An example of how data can flow from input devices to the
application.

unique combination of features. The selection of features was done to create
the best compromise between the (often conflicting) requirements that such
a system should fulfill.

FLUID uses a minimal design. It is more compact than many systems
with equal features. Many systems use a multi-layer approach with different
kinds of information processing taking place in different levels (e.g. Bim-
ber’s system [9]). The first FLUID design drafts included this kind of ideas,
but they were later abandoned for several reasons:

• The layering is often artificial in the sense that the layers do not really
represent the way the data is processed. For example, we could decide
that one specific layer does semantic processing. While suchlabeling
might make the system appear more structured it is likely that parts of
the semantic processing are carried out in different levelsanyhow.

• Such layering is typically application-specific and the toolkit should
not dictate it in any way.

• Adding more layers to the system makes it more complex, which
is clearly undesireable from both reliability and learnability perspec-
tives.

FLUID makes little assumptions about what kind of data is passed inside
the framework. This separates it from several other systemsthat are intended
for very specific domains (e.g. OpenTracker [126] and VRPN [148]).
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5 PHYSICAL AND MULTIMODAL USER INTERFACES

Each of the visions in Section 2.1 incorporates a novel user interface. This
chapter covers the HCI -related topics of the visions.

The development of multimodal input management systems hasproven
to be a difficult task. Different applications require very different ap-
proaches, which makes the construction of general-purposetools difficult.
The FLUID architecture cannot solve this problem alone, butit can improve
the awareness of the issues and provide working design patterns to projects
that struggle with various input devices.

5.1 Conductor Follower

The conductor follower was part of a larger virtual orchestra project [147].
The DIVA virtual band combined multiple technologies from physical mod-
eling of musical instruments to animation of musicians. Oneversion of the
system is shown in Figure 5.1. The complete DIVA system has been de-
scribed in other publications [57, 92, 94].

− Physical modeling
• Guitar synthesis
• Double bass synthesis
• Flute synthesis

− Conductor gesture
 analysis

− Animation &
 visualization

− User interface

− Image source
 calculation

− Auralization
• direct sound and early reflections
• binaural processing (HRTF)

  • diffuse late reverberation

Ascension
MotionStar

DisplaySynchronization

Midi control
Instrument audio 

(ADAT, Nx8 channels)

loudspeakers
or with

Motion data

Listener
movements

Conductor Listener

� � � �
� � � �

MIDI
Synthesizer 
for drums

Optional ext. 
audio input

Listener
position data Binaural reproduction

either with headphones

Figure 5.1: Overview of the virtual orchestra system in SIGGRAPH’97.

A conductor follower has several tasks to perform. First it needs to
have access to the conductor’s motion (motion tracking). After that it must
analyze the conductor’s gestures and extract musical information from the
gestures. Then the follower needs to interpret the gesturesin the current
musical context. Finally it should synthesize musical reaction. These tasks
depend on each other. For example knowledge of the current tempo and
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dynamics can be used to aid analysis of the conducting gestures. Figure 5.2
shows an overview of the conductor follower and its components. Publica-
tion P2 gives an overview of the conductor follower system. The emotion
analysis is described in publication P4.

Log recordingVisualization

Motion data filtering

MIDI output

Musical expression synthesis

Gesture detectors

Motion data collecting

Gesture information processing

Figure 5.2: Logical structure of the conductor follower. The two two-way
arrows indicate that the components that interpret the conducting motion
influence each other.

Motion Tracking

At first we used the commercial Ascension MotionStar -systemfor motion
tracking [5]. This system tracks the location and orientation of multiple
small sensors. While the magnetic tracker is easy to use it was too ex-
pensive for a small-scale installation that we made to the Finnish science
center Heureka. We were also concerned with the durability of the sensors.
To solve this problem we began research on accelerometer-based motion
tracker (publication P4). The aim was to create a cheaper andmore durable
motion capture system for the conductor follower. At the same time we
could do reseach on the usefulness of acceleration trackingfor conductor
following. This approach is described in publication P3.

The principle of acceleration-based motion tracking is to measure the
acceleration of some sensor and to integrate the acceleration twice to get lo-
cation estimation. To track 3D motion a system with six sensors is needed.
An inherent problem of this method is that any noise in the original mea-
surement causes errors when integrating velocity from acceleration and lo-
cation from velocity. This inevitably causes drift to the motion tracking
system [21]. As a result the system needs to be calibrated frequently.
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In conductor following this problem can be largely avoided.In this
case the motion analysis works either with acceleration, velocity or rela-
tive location information. This is information that we can get reliably from
accelerometer-based motion tracking system. We also know the limits of
human movement and we can limit the motion estimations basedon these
limits.

In this work we used SCA 600 accelerometers by VTI Hamlin [55]. The
motion tracking device consisted of three sensors mounted in one packet, as
can be seen in Figure 5.3. This sensor packet was then attached inside the
conducting baton. Only the vertical and the horizontal sensors were finally
used for motion tracking, resulting in 2D motion tracking. For conductor
following 2D motion tracking is typical sufficient because the movements
form 2D patterns, when seen from the orchestras viewpoint.

Sensors

Figure 5.3: A prototype with three sensors mounted together.

While accelerometers always result in some tracking errorswe can in-
fluence the kind of errors by choosing appropriate signal filtering methods.
The signal flow from acceleration measurement to the motion estimation is
in Figure 5.4.

Position estimation

Gravity detector

Coordinate rotation

Leaky integration

Velocity estimation

Constant DC offset removal

Estimated position

Low-pass filteringLeaky integration

Offset removal

Offset removal

Acceleration measurement

Figure 5.4: Signal flow in the acceleration-based motion tracking.

The signal processing has two major parts. The first part integrates the
location information from the acceleration measurement values. It uses
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leaky integration and dynamic offset removal (high-pass filter) to create
zero-centered location estimation. This location estimation is in the coor-
dinate system of the baton. To transform it into world coordinates we need
to know the rotation of the sensors.

The baton can be picked up in any position, implying that eachtime the
system is started there is new constant rotation. The constant rotation can be
estimated by detecting the direction of gravity. In the acceleration measure-
ments gravity appears as a constant offset into one direction. This direction
can be calculated by low-pass filtering the acceleration measurements and
using simple trigonometrics to calculate the rotation angle. Since gravity is
always vertical we can use it to estimate baton rotation and transform the
motion estimations from the baton coordinate system to world coordinates.

If the user rotates his/her hand while conducting this will cause a short-
term error in the rotation estimations. Fortunately such rotations are limited
by the conductor’s physical capabilities and tendencies — we can assume
that the baton rotation is more or less constant.

0 0.5 1 1.5 2 2.5 3
−0.5

0

0.5

1

1.5

2

Time, seconds

Integrator
Leaky integrator
Leaky integrator with high−pass filter
Desired

Figure 5.5: Using DSP to remove integration artifacts (numeric simulation).
The resulting signal is slightly distorted.

Tempo Analysis

A conductor can communicate a wealth of information with his/her motion.
Rhythm is usually the most explicit aspect of conducting andit is shown
with a periodic, predictable motion. There are specific beat-patterns that are
used with different time signatures. In practice conductors do not always
follow the beat patterns exactly, as can seen by comparing the ideal beat
patterns in Figure 5.6 with real 4/4 beat pattern in Figure 5.7.

The basic tempo is determined by detecting down-beats from the mo-
tion. This is a common method, but it cannot react quickly to tempo
changes, since we need to get at least one new beat to be able todeter-
mine new tempo. This lack of predictive capability led us to develop a beat
phase estimator. The beat phase estimator is based on multi-layer percep-
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Figure 5.6: Conductor’s view of beat patterns for time signatures 4/4 and
3/4.
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Figure 5.7: Measured baton tip movement for two bars of 4/4. Conducted
very carefully by conductor Hannu Norjanen. The little circles indicate the
point of curve where musical beats are supposed to be.

tron (MLP) artificial neural network (ANN) architecture [133]. As input to
the ANN we feed current and past location and motion values. Based on
these parameters the ANN estimates the beat phase.

These two approaches (base tempo and beat phase) yield two versions
of the tempo information. The values are combined later whenthe system
synthesizes the music.

Nuances

In addition to tempo a conductor can also control the nuancesof the music.
We have developed simple heuristics to control the volume and accentuation
of the music.

The volume is controlled by two heuristics. The first is that large motion
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implies large volume. The other rule is that rising the left hand with palm up
is meant to increase the volume of the music, while lowering the left hand
with palm down will reduce volume. The playback volume is affected by
both heuristics simultaneously.

The system also handles staccato. A simple algorithm analyzes the ac-
celeration of the baton tip and compares the maximum acceleration to the
median acceleration. A great difference between these two values indicates
that the motion is jerky and the follower should react by playing the music
in staccato style.

Emotion analysis

Conductors can also express emotions as they conduct. The emotional cues
are embedded into other conducting motions. Thus there is little point in
trying to detect specific gestures for the emotions, rather we can try to find
embedded features from motion. Publication P4 describes our method for
detecting emotions from conductor motion.

As a starting point for the emotion analysis we used recordedconductor
motion. The motion recording was done in a controlled environment where
a conductor was asked to conduct passages of music with givenemotional
content. This setup demonstrates one fundamental problem of emotion re-
search. The conductors are only acting some feeling, not necessarily feeling
it. We cannot really know if the person is experiencing the feeling that he
is trying to convey. As a solution to this it is sometimes proposed that one
should use some biometric test to evaluate the true emotional state of the test
subject. This would remove the need for the introspective aspects of the test.
The problem with such approach is that the biometric test cannot be made
without human evaluation, causing the same problems that ittries to solve.
Additionally one would need to prove that the biometric testis correct in the
context of conductor following. Due to these problems we declined to use
biometric tests.

Given the importance of emotions in communication we wantedto test if
one could extract the emotional content from the motion withcomputational
methods. Our emotion detection system works in two phases, first we cal-
culate feature vectors from the conductors motions and thenapply artificial
neural networks to analyze the feature vectors. The featurevectors should
pick universal properties from the conductors’ motion. To accomplish this
the preprocessing phase uses location and rotation data. Figure 5.8 shows
how the raw input data is converted into a high-dimensional feature vector.

Quaternions Discontinuity removal Change calculation

Feature vector

HistogramSpeed

Histogram

Motion data

Figure 5.8: The current motion preprocessing.

An artificial neural network should transform the feature vector into es-
timation of the conductors emotion. To do so we need to describe the emo-
tions in a computational way. From prior research we identified three mod-
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els that could be used. First approach is to assume that each emotion is one
dimension in high-dimensional space (e.g. [19]). The second is to assume
that emotions are mutually exclusive (e.g. [37, 56, 129]) . In this model
a human has one active emotion. The third model uses a low-dimensional
emotional space to model emotions (e.g. [118, 61, 75, 134, 166]). An ex-
ample of such model is in Figure 5.9.

In P4 all three models are used. There were two conductors whose mo-
tion data was analyzed with ANNs. For one conductor the analysis system
could identify the gestures fairly reliably. For the other the system had much
more trouble. As an example Figure 5.10 shows how the system mapped
different emotions for the easier conductor.

Valence

A
ro

us
al

Positive

A
ct

iv
e

P
as

si
ve

Negative

A
ro

us
al

Sad Happy

Angry

Valence

Tense

Neutral

Jolly

Figure 5.9: Definition of arousal/valence space and positions of emotions
used in the space.

neutral happy jolly

tense angry sad

Figure 5.10: Distribution of ANN-estimations in arousal/valence space.
These should match the locations of these emotions in figure 5.9.

TOOLS AND EXPERIMENTS IN MULTIMODAL INTERACTION 45



Player Modeling

Recognizing tempo and controlling the music with this tempohas been the
goal of the music synthesis. The tempo should change swiftlywhen con-
ductor wants to change it, but it should stay stable in other cases, even if the
movements of the conductor don’t match an exactly even tempo. Fulfilling
these contradicting aims at the same time is one of the main problems of the
player modeling.

The tempo control method is implemented as a state machine. The
player model has an internal state that consists of current score position
and tempo. The system has a number of input parameters: the expected and
estimated tempo, expected and estimated nuances, the scoreand the desired
expression style.

The base tempo estimation is taken from beats - the time and score
difference between down-beats indicates the tempo. Finer adjustments are
done constantly depending on the estimated beat phase. If the follower ap-
pears to be lagging behind (or advancing too much) both tempoand score
position are adjusted to counter the effect. The strength ofthe adjustment
can be varied depending on the score, tempo, conductor’s gestures and mu-
sical hints.

When many notes are played quickly in succession tempo changes be-
come more audible. As an opposite, if a long pause is about to end the first
note-on event can be played without concern about the past tempo. Player
sensitivity to tempo changes is automatically decreased asthe note density
increases to compensate for this.

The playback volume affects the MIDI note velocity of the notes. In-
creased or decreased volume simply causes an offset to the MIDI velocity
values. The player model can also produce staccato effects.When the con-
ductor is playing in staccato style all short notes (up to a quarter note) are
made even shorter.

DIVA System in Use

The DIVA conductor follower has been presented twice in large scale. The
first time was in SIGGRAPH’97 conference where it was one of the main
installations in the Electronic garden. This was a big and heavy deployment
with magnetic motion tracking for conductor following, graphics on a large
screen, physically modeled instruments and extensive 3D audio processing.

Over the one-week period the DIVA stand was often full with enthusi-
astic people. Many TV channels included it in their news shots, displaying
the entertainment value of the system.

The second presentation of the conductor follower was in theHeureka
science center in Finland. We tried to make the installationas robust as
possible by making a new motion tracking mechanism that could be used
unattended. In practice children still damaged the baton and the system
required frequent inspection and repair. When DIVA was working it was
clearly the most popular installation in Heureka.

Installations like these allow ordinary people — children and grown-ups
— to use the system and play the role of a conductor for moment.The
shortcomings of the system in interpreting the intentions of the conductors
are not serious in these settings, since the general idea is to have fun, not
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create an artistically convincing performance.
In spite of the original intentions the virtual orchestra has not been used

as a tool in conductor training. It has been tested in concertsettings for a
few times, but the these settings reveal and emphasize the problems that do
not disturb the system when used in pure entertainment context.

5.2 Helma

Helma was a project to develop an immersive 3D drawing/sculpting appli-
cation. AnimaLand software served as the technical starting point — Helma
began as a series of extensions to the AnimaLand. Another important source
for inspirations was the Antrum application. Antrum was made for Wille
Mäkelä by a group of students in HUT. It was an application that could be
used to draw polygon models [95].

The making of Helma has resulted in several publications, some of
which are part of this thesis. Publication P5 describes the use of the vir-
tual pocket user interface metaphor (Section 5.2). Helma has also resulted
in other publications that cover the project’s artistic [95, 96] and technical
aspects [127]. Examples of art made with the Helma system arein Figures
5.11 and 5.12.

Figure 5.11: A dog sculpture by Joakim Sederholm.

One of the central aims of the Helma project was to explore newinterac-
tion methods. The application has two main modes for the userinteraction.
Drawing mode is used for crafting the graphics directly. This mode offers
direct-manipulation approach to making graphics. Controlmode is used to
select and configure the tools (sprays, magnets, meshes, etc.). Originally the
main instrument of this mode was the “kiosk” that contained controls for all
of the drawing tools (Figure 5.13).

While the kiosk is a powerful control center, it is also a source of prob-
lems. Its use interrupts the drawing process and it may appear in an awkward
position. The virtual pocket metaphor was seen as a way to overcome these
problems.
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Figure 5.12: A portrait by Jukka Korkeila.

Figure 5.13: A user with the kiosk.

Virtual Pockets

Most computer applications have a simple basic logic: The user has a col-
lection of tools that are used to achieve some goal. These tools should be
easy to use and easy to select. The latter one is often a problem in VR appli-
cations. Publication P5 describes how virtual pockets can be used for tool
selection in VR.

Virtual pockets mimic physical pockets. They have a location that is
directly related to the user’s body. The user can take tools from the pockets
and put new tools into them. Unlike physical pockets one can store only one
tool into one virtual pocket. The application may use a feedback mechanism
for letting the user know when he/she hits a pocket and what tool is in the
pocket.

We developed our virtual pocket implementation for the Helma system.
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Figure 5.14: Visual area display in an otherwise empty world. The first
pocket is on top of the left shoulder and fifth on top of the right shoulder
(for right-handed users).

In Helma tool selection is often followed by tool configuration. To support
this work-flow the tool configuration was integrated into thevirtual pock-
ets: In addition to tool selection the user can also adjust the most important
parameters of the tool.

We put the pockets around the user’s head, as shown in Figure 5.14. Us-
ing head as the origin was motivated by the desire to minimizethe number of
motion tracking sensors (head already had a sensor) and to make the system
work without calibration for people of different sizes. Another important
factor was that people seldom put their hands close to head while drawing.
As a result pocket misactivations are rare.

Without any feedback most people find the pockets difficult touse. To
test different feedback methods we ran usability tests. In the tests people had
five feedback options: no response, area display (shown in Figure 5.14), area
display with tool names, audio feedback and area display with audio feed-
back. Based on both user preferences and objective measurements it seems
that visual feedback with textual information is the most useful feedback
method. There were strong individual differences, which implies that the
system response should be configurable to match different users.

Upponurkka

While the previous systems were tools for the creation of art, Upponurkka
is an installation that is ready for the audience. Upponurkka installation
was displayed in Kiasma — Finland’s premier modern art museum — in
November 2005, and in the Ars Electronica festival in Linz, Austria in 2006.
The aim was to create a cost-effective system that would allow ordinary
people to experience the 3D graphics with a user interface that resembles
the one that was used to create the graphics.

Overview of the Upponurkka system is in Figure 5.15. The hardware
components are listed below:
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Figure 5.15: Overview of the components used in the Upponurkka system

• The most visible part of the system are the two 3x3m silver screens.

• The image to these screens comes from two pairs of projectors. The
projectors have polarizing filters in front of their lenses.Currently the
projectors are common LCD projectors. LCD emits polarized light.
The polarization axis should be tiled 45 degrees so one can change the
projector polarization into vertical or horizontal with a simple filter.

• The image to these projectors comes from two computers — the appli-
cation PC and the rendering PC. Each computer has a single graphics
card with dual outputs and both are responsible for rendering 3D con-
tent to one pair of projectors. The PCs have integrated GB ethernet
controllers that takes care of their communication.

• There are two Firewire color VGA cameras that are used for motion
tracking.

• There are lights next to the cameras (as close as possible)

• Cameras are connected to the application PC via a Firewire hub.

• Polarizing stereo-glasses are needed to view the graphics properly.
The glasses that are to be tracked should be equipped with balls that
are covered with retro-reflective material (e.g. stuff fromthe Taperoll
company).

The camera-based motion tracking was implemented as a Fluid-plugin
after which we could leverage the existing Helma infrastructure. The graph-
ics were distributed between the two computers using Broadcast GL.

A visitor with the tracked glasses could select a set of worksto view.
There were three sets with different works and the works werechanged
according to a predefined schedule.

From the artistic perspective the installation gave mixed results. A vast
number of the visitors were impressed by the head-tracked 3Dgraphics,
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which were a novelty for them. Unfortunately far smaller number of peo-
ple became interested in the actual art with only a small fraction of people
looking at all (or most) available works. The people who wereinterested in
the works typically moved about, seeking new angles to to view the works.
This supports the original assumption that an immersive large-scale display
would allow people to use the system in more bodily way.

A more detailed description of the system and some analysis of user
behavior has been published by Lokki et al [93].

5.3 Kylä

Like upponurkka Kylä is in art installation for the generalaudience.
Kylä can be viewed as art or educational system that presents ancient folk
art to modern audience. The interaction and staging are usedto elicit an
atmosphere that supports the rune-singing.

Technically Kylä is a straightforward installation. The motion of the
single candle is tracked indirectly with two or more cameras. The cameras
are located as high as possible and they are directed to the pictures over the
visitors’ heads. The candle tracking code calculates the average luminance
values in each of the pictures. The luminance values are averaged over a few
seconds to counter the problems of camera noise. Since different images
have different brightness the luminance values are scaled by image-specific
normalizaton coefficient. The candle is assumed to be closest to the picture
with the highest luminance.

Once the application knows where the candle is it needs to play the
sound-track that is related to the relevant picture. The audio player is im-
plemented as a Mustajuuri plugin. This enabled us to use the ordinary au-
dio plugins to enhance the signal with equalization (to overcome campening
caused by the dark cloth) and reverberation (to make the soundtracks slightly
more spacious).

From HCI-perspective Kylä is a novel system since it uses fire as a user
interface element (see Figure 2.6). Candles are seldom usedas interaction
devices and even when used, they tend to be stationary part ofthe instal-
lation, as is the case with the work by Hlubinka et al. and Burleson et al.
[60, 24]. Candlelight has many interesting properties which contribute to the
installation. Firstly a small flame alone creates a peacefulatmosphere that
is necessary for the appreciation of the content of the installation. Secondly
it sets limitations for movement, visitors automatically move slowly when a
candle is present. Thirdly it is part of a movement-based user interface. The
visitors are in control, but they need to be active to change the song. Finally
it makes the installation more social. Since there is only one candle visitors
tend to gather around one picture at a time.

From a visitors perspective Kylä is a room that has something to sing
and to show. The technology is invisible. It can be seen as a case of ambient
[114], ubiquitous [160] and embodied [38] interaction. It is also a case
of holistic design. If one of the elements was missing Kylä would not be
sensible any more.

The two deployments (media art festival in 2005 and open-airmuseum
in 2006) provided feedback about how well the design goals were met. In
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the media art festival Kylä was well received and it had muchof the effect
we had planned. When visitors heard the child’s voice visitors would smile,
while the picture with graveyard resulted in solemn expressions. Majority of
the people liked the system. The design proved to be surprisingly inclusive,
with people praising the atmosphere of the installation regardless of their
age, gender or nationality.

In the open-air museum the installation was in the right cultural con-
text which supported stronger experiences. Roughly 5–10people left the
installation either crying or holding back tears. It seems that the experi-
ence was positive for most (possibly all) of these people. This behavior was
most common with Finnish women (particularly older women),but others
reacted strongly as well (younger people, some men and foreigners). That
the installation communicates well to older people is an interesting finding.
These are the people who are seldom reached by modern high-tech systems.
While the installation was in the museum the word about it began to spread
and many visitors came to the museum just to see Kylä, again showing that
its popularity.

Observation and discussions with visitors indicate that the strong emo-
tional involvement is related the careful combination of several elements
that contribute to the total interaction design. In the installation the phys-
ical artifacts (candle, pictures), songs and visitors’ bodily behavior work
together to create a strong experience. The subtle use of computer tech-
nology enabled us to build a novel fire-based interaction system where the
archaic culture is presented in a way that speaks also to the modern visitor.

The content of the installation is strongly localized to a particular place
(Viena Carelia) and time (19th century). In spite of this theexperience was
shared in a meaningful way across several barriers: age, gender and nation-
ality.

5.4 Discussion

This chapter described four applications for artistic, embodied, multi-modal
interaction. These applications have very different rolesin the artistic
process:

The conductor follower is a system that simulates natural human-to-
human interaction. In this work the emphasis has been on detecting fea-
tures that conductors use in their ordinary work and react tothem as a real
musician would. The system has been demonstrated in live performances.
We have also made a low-cost entertainment versio where children can use
it to conduct music. Compared to other conductor following systems our
approach introduced several new ideas: artificial neural networks, more ad-
vanced time signature handling and recognition of nuances and emotional
cues.

Helma is another artictic application, but this time an independent sys-
tem that is used to create and display 3D graphics. The user interface does
not mimic any natural interaction, but follows rules of its own. Due to this
we have developed a comrehensive VR user interface and also done user
testing on some of the user interface ideas. Its predecessors are other virtual
reality 3D painting applications, in particular Keefe’s [77] and Schkolne’s
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[135] systems. In more wide sense also the desktop 3D applications can
be seen as belonging to the same group. Compared to its predecessors and
contemporaries Helma offers a greater variety of tools and algorithms, most
of which have been tuned especially for the immersive drawing purposes.
It also includes animation features which have been lackingfrom other VR
applications.

The Upponurkka installation is a system to show the art that is made
with the Helma system. Technically the installation workedas planned, but
as art it did not fulfill our goals.

Kylä is an indepedent art-work that with subtle physical interaction and
audio feedback. Its predecessors are installations that have presented similar
content in a museum-like, static environment. In this thesis Kylä is a support
case that verifies that the technologies we created are useful in different
applications. From artistic perpective this work was more powerful than
expected.

Side-by-side comparison of Kylä and Upponurkka reveal interesting dif-
ferences and similarities. Both are simple installations where the visitor’s
only interaction method is to simply move around, requiringsome bodily
activity from the visitors. Both aim to present media that can be difficult
to communicate in an effective way. In the case of Kylä it is archaic unac-
companied rune-song that even in Finland is foreign to most people. The
3D art that is presented in Upponurkka is likewise difficult to present to or-
dinary people without the aid of stereo graphics. The intended atmosphere
of the installations and the role of technology in them is very different. Up-
ponurkka is a technologically sophisticated installationthat displays modern
art made with futuristic tools. Kylä in turn reaches to the past with minimal
technological overhead.

The experiences in the exhibitions show that Kylä reached closer to the
goals that we had set for it. Above are listed some differences that might
be the cause of the differences. How-ever, without thoroughstudies on the
visitor experience it is not possible to evaluate why exactly Kylä and Up-
ponurkka elicited such different responses.

Together these four applications present different approaches on multi-
modal interaction. They exemplify the strengths and weaknesses of embod-
ied interaction in different contexts.
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6 TECHNIQUES FOR AUDIOVISUAL EFFECTS

All interaction concepts in this thesis require audio and/or visual effects.
The effects can serve as feedback to the user or as special effects to en-
hance the environment. To create the necessary effects new techniques were
developed.

6.1 Mustajuuri Audio Engine

In many of the visions sound is an important medium. Since most of the
systems were designed to work in a VR environment we needed a tool that
would be able to create the relevant audio effects in real time. The system
needs to perform multiple tasks:

1. Synthesize sounds in real-time. The sound synthesis can range from
simple sample playback to more complex synthesis systems (e.g.
granular synthesis).

2. Locate the sound to arbitrary 3D position with VBAP, distance delays
and distance attenuation.

3. Allow smooth interpolation of all parameters.

4. Apply individual loudspeaker equalization. Since the loudspeakers
are behind the walls in the EVE their frequency response needs to be
corrected with proper filtering.

5. Apply individual loudspeaker gain correction. The volume of the
loudspeakers must be calibrated. This task is helped by in-application
gain correction routines.

6. Work with low latency.

To meet these needs Mustajuuri was developed. Its basic architecture
is described in publication P6. An overview of how Mustajuuri fits our
auralization scheme is described in Hiipakka’s work [59, 58]. Mustajuuri
has also found its way to other VR environments where it is used as a 3D
audio engine [79].

Mustajuuri is basically a plugin-based audio processing engine. This is
a generic architecture that can be used in VR systems (AnimaLand, Helma),
music mixing or as a custom sound engine (Kylä). Its noveltylies in the
powerful plugin framework. Each plugin (or module) has two kinds of input
and output: audio signals and control messages (Figure 6.1). Audio signals
are passed as floating point buffers from a plugin to another.The control
messages are delivered when one needs to change some internal parameter
of a plugin. The messages are timed with sample-accurate timestamp. This
time-stamping allows smooth and accurate interpolation ofparameters. The
control messages contain two parts: a character string (parameter name)
and message object (arbitrary data). The control frameworkis influenced
heavily by the Open Sound Control (OSC) communication protocol [164].
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Figure 6.1: The inputs and outputs of a Mustajuuri module.

In Mustajuuri the plugins have more power than they have in other sys-
tems (e.g. Pd or commercial audio applications). For example plugins can
access other plugins in the signal processing graph and create links that are
not part of the normal signal/message transfer path.

Mustajuuri has a GUI that is used to configure the system. While GUI
is not strictly needed for VR systems it has proven to be very useful since it
can be used for rapid adjustments.

Discussion

Mustajuuri shares many features with preceding audio signal processing
platforms: It can be extended dynamically with plugins and it offers a GUI
for signal routing and parameter adjustment.

The differentiating feature is the comprehensive plugin system. The
novel features of this approach are:

• In Mustajuuri plugins can access other plugins in the DSP graph.
This feature is useful when making applications that require tight co-
operation of several custom plugins. For example an auralization con-
trol plugin uses direct links to sound synthesis and auralization control
plugins.

• Plugins can affect the main application, by e.g. starting and stop-
ping the DSP engine. This allows one to turn plugins into custom
applications that utilize the Mustajuuri framework. For example the
Kylä software is implemented as a custom plugin that controls the
application.

• The number of a plugin’s signal channels and available parameters is
dynamic. This allows one to make plugins that offer a dynamicset of
parameters — for example an HRTF auralizer plugin that can berun
with very different parameters.

Together these features allow one to use Mustajuuri in flexibly in differ-
ent ways. It also offers a plugin developer different levelsof interaction and
control when writing plugins.
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6.2 Graphics Techniques

Second Order Particle Systems

The power of particle systems lies on their ability to use a large number of
simple particles to mimic complex natural phenomena. The simple particles
are guided by forces that affect their behavior. As an example Figure 6.2
shows a fire effect that was made with traditional particle systems. This
example also reveals one of the problems of particle systems. If the forces
are static then the final animation looks artificially static.

So far the solutions to this problem have been to animate the forces man-
ually or use a video billboard with more complex animation. The first so-
lution is problematic since it requires manual work and the second because
videos lack volumetric feel that is required from particle systems. Neither
approach works if one wants to make animations that react dynamically to
the environment.

These problems can be avoided by making the forces dynamic. Publi-
cation P7 describes an automatic approach for this task — thesecond order
particle system. In this approach all forces are attached todedicated force
objects (or particles). The objects share the physics of theparticles. This
leads into more dynamic animation as the forces move about the scene. Fig-
ure 6.3 shows how moving vortices affect the fire animation ofFigure 6.2.
In this case the animator needs to define the behavior of the particles (mass,
color changes etc.) and the behavior of the forces (the type of force objects
and their parameters). Manual control of the moving vortices in this fire
effect would be a heavy task.

Figure 6.2: Fire effect with a traditional particle system.

A typical way to use the second order particle system is to create force
particles into the world with slightly randomized parameters. This random-
ization guarantees that the effect does not repeat any animation sequence.
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Figure 6.3: Fire effect with the second order particle system.

Broadcast GL

Some applications need to run several graphics displays at once. For ex-
ample in a CAVE-like virtual reality systems the same virtual world needs
to be rendered multiple times from different viewing angles. There are two
ways to generate the graphics in these cases. One is to use a computer with
a sufficient number of graphics adapters. The second one is touse several
computers that together render the graphics. The latter is expected to pro-
vide better price/performance ratio, but it requires clustered rendering. Pub-
lication P8 describes how to achieve efficient clustering with off-the-shelf
components.

This approach is efficient if the following assumptions hold:

1. The displays share significant part of their 3D content.

2. The capacity of the clustering network is a critical factor in the graph-
ics distribution. In other words the graphics distributionstresses the
network resources.

3. The application developer wants to keep the application monolithic
and use the normal graphics programming interfaces (e.g. OpenGL).

Based on these assumptions we developed Broadcast GL (BGL).This is
an OpenGL distribution system that uses UDP broadcast to transmit render-
ing commands from the application to the rendering computers. As a return
channel from the renderers BGL uses TCP sockets. OpenGL API was cho-
sen because we already had it in use and because it has been designed to
be easily streamable over networks. An overview of the system is in Figure
6.4.

Benchmarks prove that BGL offers high scalability. Its performance
drops minimally as the number the number of rendering computers is in-
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Figure 6.4: The OpenGL distribution mechanism used in BGL.

creased. In many cases it also utilizes network resource more efficiently
than the preceding systems.

Discussion

The second order particle system is as an extension of the traditional parti-
cle systems. Earlier dynamic particle effects have been created by moving
the forces fields manually in the scene. This approach is cumbersome if
one needs to create longer animation sequences. The dynamicforces are a
powerful tool for building animations that are dynamic, butdo not repeat
themselves.

Our particle engine was originally developed to be used in the Storm in-
stallation. With this system a user could create different atmospheric effects
with gestures. The system would map gestures to control parameters that
would control a second order particle system. In the AnimaLand applica-
tion the particle system was in use, but the more advanced features (inde-
pendently moving forces etc.) were not put to use due to time constraints.

Broadcast GL is another graphics system that was created during the
thesis work. The concept was originally invented to be used in the EVE
virtual room in HUT/TML, but the first real deployment was done in the
Upponurkka installation. The main predecessors of BGL are the WireGL
and Chromium systems. Compared to them BGL adopts a more simple
UDP-broadcast approach to graphics distribution. Bechmarks against the
Chromium support our original assumption that such simple method works
equally well or even better for many applications.
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7 FUTURE DIRECTIONS

The presented techniques and concepts could be pursued further in many
ways.

Multimodal input management systems could be developed further to
make the systems easier to develop. Based on the experience gained with
FLUID it seems that the most effective way to support input device and data
management is to create simple, uniform building blocks that the software
developer can chain together in the software. Such buildingblocks could
be input device drivers, signal transformers and pattern recognizers. While
FLUID includes many of these ideas they could be pushed further by pro-
viding each component in an isolated module.

Different conductor following systems have been built around the world.
The level complexity in the systems has increased and peoplehave also
made conceptual contributions to the field, such as calling for more holistic
reasoning in the conductor following engine. Right now the weakest point
of the development seems to be the lack of real-world evaluation of the tech-
nologies. After all, a complex state-of-the-art system does not necessarily
work better than a simple hack. Such testing, possibly in theform of a com-
petition, would direct the research and guarantee that the new approaches
work not only on paper, but also in the field.

The emotional information that can be extracted from the conductor mo-
tion is an interesting side-track of the conductor follower. Obviously the
information should be used in the music synthesis, giving the system more
artistic potential. Of course, the above criticism that thesystems should be
tested with some real users and applications still holds.

The use of accelerometers to track conductor motion could bere-
fined, but it does not seem like a promising source of new scientific find-
ings. Instead one could device either new tracking methods or apply the
accelerometer-based approach to some other domains where slightly inex-
act motion tracking is sufficient.

Immersive 3D graphics creation systems are an interesting topic. Unfor-
tunately the required hardware and software infrastructure is so heavy that it
makes progress quite difficult — a few projects, scattered around the earth
cannot really do continuous research around the topic. A more promising
future for 3D graphics interaction would be to seek application concepts
in the field of entertainment, for example in science centersand amusement
parks, where it is possible to build large- or medium scale installations. Here
one could use the Upponurkka installation as a starting point, possibly aug-
mented by tangible interaction.

The virtual pocket metaphor could be adapted to a wider variety of vir-
tual reality applications, where selection tasks are common. The approach
could also be useful in combination with smart clothing.

Mustajuuri has demonstrated how to build an integrated framework for
interactive audio processing. The development of such frameworks is in
itself not very interesting, but rather the use of such systems to aid rapid
application development. Like FLUID the problem is that different applica-
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tions have different, contradictory needs. Possibly the best way to overcome
this problem is to provide a platform that is open enough to beextended to
meet the requirements of a particular application. In this respect the current
systems provide different compromises.

Of the technical innovations in this thesis the second orderparticle sys-
tem is possibly the system with greatest use potential. It could be developed
further by 1) creating new force particles, 2) optimizing the behavior of the
current forces and 3) optimizing the rendering process, and4) combining
2nd order particle system with physical modeling. Some of this work has
already been done by the author in later publications on particle system ren-
dering [67] and dynamics calculation [66].

The Broadcast GL system could be developed to include the latest
OpenGL features (OpenGL shading language, vertex buffer objects etc.) to
the extent that it is possible. In a more fundamental scale itcould be de-
veloped to offer even better scalability by the use of broadcast chaining via
proxies.

The concepts could also be developed further or one could create varia-
tions on them.

The DIVA system with the conductor following could probablybe made
(even) more fun for the general audience. The versions that were displayed
in SIGGRAPH and Heureka were built without any real user testing. A more
thorough evaluation of these systems would probably revealnew ways to
improve them. Another alternative would be to move the applications into
some other areas, for example making a webcam-based versionthat would
run on a normal PC.

The Helma system would always benefit from more 3D tools, although
there is risk that the system becomes too complex to use. Moreproductive
approach might be to (again) perform tests with more users and possibly
involve also more user interface specialists in the design process.

The Upponurkka system worked technically as planned, but the user ex-
perience was not as strong as one would hope. One could try to use the ex-
isting hardware and software infrastructure to create different applications,
for example games.

There is no obvious way to improve the Kylä installation. Observations
in the field show that it was well received and any changes are likely to
be for the worse. The best future direction would then be to use the same
template to present other cultures, not only the archaic Carelia. The candle
is a powerful interaction device, but other alternatives toselect the media
could also be tested, for example touching.
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8 SUMMARY

This thesis presented several novel multimodal concepts and their technol-
ogy. As these concepts were planned and implemented we needed to create
several new support tools and technologies for these applications: user in-
put management, gesture analysis, audio processing and computer graphics
algorithms. In many cases the new systems were improved versions of ex-
isting techniques and architectures.

These new techniques were needed for the development of novel multi-
modal applications. As such they demonstrate how the basic technological
components become intertwined in this kind of applications. Often one is
forced to develop some new technology to overcome a barrier in the concept
implementation process. This thesis reports cases where this development
has been successful, resulting in systems that can be put public display for
weeks or months, often with minimal maintenance.

The main effort has been on technology development, but implementa-
tion of the concepts has involved multi-disciplinary work as well. In the
Kylä installation this took place as concept and content planning, in the Up-
ponurkka installation concept planning and in the the Helmasystem as user
interface design. In the scope of the projects there have been people with dif-
ferent backgrounds, leading into even more disciplines being present, from
3D modeling to 3D art and animation.

The application of these techniques in the conductor follower, Helma,
Upponurkka and Kylä concepts has given results that can be reflected
against the initial motivations of this thesis. All of theseconcepts include
gestural, bodily interaction in one way or another.

Helma was developed to investigate the possibilities and limitations of
combining bodily interaction with 3D graphics. The system has been used
primarily by Wille Mäkelä, with six other visiting artists.

The Upponurkka installation provides the general public with a user in-
terface to experience 3D art — either animations or static sculptures.

In the context of public installation the conductor follower enables or-
dinary people to act as conductors. Typically the users comeas groups,
leading to an enactive social event.

Compared to the conductor follower Kylä is at the opposite end of
the spectrum. Instead of large movements the visitors are encouraged to
move slowly and carefully around a space that is augmented with interac-
tive camera-based sound rendering.

Not all of the systems can be counted as completely successful, but the
successful elements in them display the power of multimodalinteraction.
Physically active interactive systems promote and exemplify the idea that
physical and mental processes are coupled. These systems have demon-
strated the potential to create different kinds of experiences to the users with
the aid of multimodal interaction. The types of experience range from hav-
ing fun socially (conductor follower), immersive 3D art creation (Helma
system), 3D interactive art experiences (Upponurkka) to tranquil exploration
of an archaic culture (Kylä).

TOOLS AND EXPERIMENTS IN MULTIMODAL INTERACTION 63



For each of these experiences it is difficult to find a direct match from the
more traditional desktop computing. This supports the original motivation
of this thesis: The assumption that multimodal interactioncan provide new
experiences that cannot be supported with traditional mouse-and-keyboard
interfaces. The concepts are based implicitly on the idea that mental and
physical activity are directly related.

Of the four systems Kylä stands out as being different, evenparadoxical,
in its way to use technology. It is a high-tech installation where the tech-
nology is hidden. Instead of predicting or problematizing modern trends
Kylä reaches back through millennia. It is an attempt to ask(and possibly
answer) in a profound way who we are, and what is our heritage.If Kylä and
other systems have given some people joy, then this work has caused not
only scientific and technical progress, but also something good.
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9 MAIN RESULTS OF THE THESIS AND CONTRIBUTION OF THE

AUTHOR

Publication [P1]

Software Architecture for Multimodal User Input – FLUID. The creation of
multimodal interaction has been and remains difficult. One part of the prob-
lem is that handling user input data is very difficult. There are numerous
systems that support various input devices, but they typically do not main-
tain data quality. In most applications it is necessary to process the data as
equally sampled series.

To handle these needs we created a new architecture and an implementa-
tion of this architecture – FLUID. This architecture is composed of an input
layer that manages the input hardware and a data-processinglayer that is
used to analyze the data with modular approach. This system was needed
for the creation of the AnimaLand environment. It also raises discussion
about basic issues of human-computer interaction: What is input and how
does the human input turn into an action within the machine.

The author designed the basic architecture and implementedthe data
processing layer while Janne Kontkanen designed and implemented the
data-input layer.

Publication [P2]

Conductor Following With Artificial Neural Networks. This paper represents
a conductor following system that analyzes the conductor’shand motion and
plays music accordingly. The most significant idea of this research is the
combination of heuristics and artificial neural networks.

The author created, implemented and tested all algorithms in this work.

Publication [P3]

Accelerometer-Based Motion Tracking for Orchestra Conductor Following.
This paper describes a method for using cheap accelerometer-based motion
tracking in the context of conductor following. Typically accelerometers
need frequent calibration to counter the inevitable drift caused by the tech-
nique.

This paper presents how we can overcome this problem by usingcase-
specific signal processing. The usefulness of the signal processing algo-
rithms depends on the way they take into account the known properties of
the conductor motion.

The author designed and implemented the signal processing algorithms,
while Janne Jalkanen was responsible for the hardware design.

Publication [P4]

Detecting Emotional Content from the Motion of an OrchestraConductor.
Emotionally sensitive — or affective — software could improve the quality
of the human-computer interaction. The very first step towards that direction
is detecting the emotional state of the user.
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In this paper we present methods for analysis of the emotional content
of human movement. We have studied orchestra conductor’s movements
that portrayed different emotional states. Using signal processing tools and
artificial neural networks we were able to determine the emotional state in-
tended by the conductor. Multiple definitions of the emotional space are
tested for relevance and performance: Mutually exclusive emotions, orthog-
onal space and low-dimensional space.

The author invented and implemented the methods used in thispaper
and ran the user tests.

Publication [P5]

Virtual Pockets in Virtual Reality. This paper presents a new user interface
metaphor that is especially suited to virtual reality applications. It is ex-
pected to generalize into other domains as well: mobile devices and tangible
interaction.

The author implemented the virtual pockets. The behavior ofthe pockets
and the user tests were done with Markku Reunanen.

Publication [P6]

Mustajuuri - An Application and Toolkit for Interactive Audio processing.
This paper presents the sound processing engine that was developed to han-
dle the audio processing in the virtual room. While that is one its uses it
has been designed to be general enough to be useful for almostany audio
processing task.

Mustajuuri was made completely by the author.

Publication [P7]

The Second Order Particle System. This paper presents an extension to the
classical particle systems – the second order particle system. The most im-
portant new idea in this paper is the inclusion of interactive forces. This
means that forces affect each other, resulting in much more lively and cred-
ible animations.

The author is responsible for most of the paper. Janne Kontkanen pro-
posed the idea of creating burning material and contributedsome source
code for it.

Publication [P8]

Broadcast GL: An Alternative Method for Distributing OpenGL API Calls
to Multiple Rendering Slaves. In virtual reality systems it is often necessary
to render the same data sets from different angles. The traditional method
to handle the task is to use a single powerful computer. A muchcheaper
method is to use a cluster of off-the-shelf PCs that are tightly synchronized.

Our approach is to distribute the graphics API calls via a UDP/IP broad-
cast or multicast. The use of network broadcast makes this approach highly
scalable. We present overview of the system and show its performance
against other systems.

The author implemented the system and also largely inventedthe meth-
ods that are used to achieve high scalability.
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