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Is Audio Useful in Immersive Visualization?
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ABSTRACT

In this article I provide results from localization experiments in virtual environment. I define common tasks
(orientation, localization, and navigation) in immersive visualization. The above mentioned tasks will be exam-
ined with user tests. Two localization experiments have been accomplished. In the first localization experiment
the localization accuracy was significantly better (p < 0.01 in ANOVA) with loudspeaker reproduction than
with headphone reproduction (nonindividualized HRTF’s). The second experiment indicated, that localization
accuracy is depending on signal (p < 0.01 in ANOVA).

Although the absolute lower limit for auditory localization accuracy in front is one degree for the azimuth,
the reality is much worse. For example the screens and room reverberation deteriorate loudspeaker reproduction
accuracy.

Current results suggest that at least in some tasks the audio is useful addition to immersive visualization
tasks.
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1. INTRODUCTION

Immersive visualization generally takes place in virtual environments, which provide an integrated system of
3D auditory and 3D visual display. Some virtual environments can provide haptical interfaces, but those are
not covered in my research. The usage of 3D sound in virtual environments is a quite well established area,!
and it is currently mainly used to emphasize the sense of presence. This is normally achieved using recorded
or simulated real world sounds to create virtual audio environment. The aim of my research is to find out new
efficient ways to use audio in immersive visualization.

In the immersive scientific visualization the structures and objects might not have obvious up and down
directions or any other orientation or wayfinding cues. For example, large molecules (such as in figure 1) or
large multidimensional datasets could be very complex and after few rotations and movements it is easy to
loose orientation or location of the origin. In complex immersive visualization tasks audio can be utilized as a
navigational aid or as a data representation method (sonification).

In this paper I first take a look on related research (section 2). Next in the section 3 I represent the binaural
cues, and some guidelines for selecting localizable signal. In section 4 I define the different tasks, which are
common in immersive visualization. After task definitions I represent two localization experiments and their
results in section 5. Finally in section 6 I draw some conclusions and set directions for the future work.
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Figure 1: Typical complexity of a molecule model representing a chemical structure of a protein.

2. RELATED RESEARCH
2.1. Spatial sound

Spatial sound is a wide research area. There are many subareas like virtual acoustics?® and spatial sound
reproduction,® which are quite well explored. These and some other areas are well covered also by Begault.!
There is a recent study on perceptual issues on spatial reproduction systems,* though it is concentrated on
virtual home theater systems.

Auditory localization of 3D sound sources have been tested in several experiments.>® Unfortunately most
of them have been done using static sound sources. There has been few experiment covering effects of movement
in perception®!! of auditory signal.

The cross-modal perception of auditory and visual stimuli is explored mostly with animals.!?> The inter-
sensory interaction of visual and auditory stimuli have also been explored.!?> Typically most of these tests
have been done in static test situations. So far, little research have been done in the area of the cognitive
aspects of simultaneous visual and auditory stimuli in dynamic environments.!* My research will in the future
concentrate on this complex area of cross-modal interaction of dynamic auditory and visual stimuli in virtual
environment.

2.2. Implementation of spatial audio in virtual environments

The are two main methods for reproduction of spatial audio: headphones and loudspeakers. For the headphones
the most generally used method is head-related transfers functions (HRTF),* 8 also cardioidic ears'® has been
used.

16,17 8

For the loudspeaker reproduction there are several alternatives like Ambisonics, wave field synthesis,!
and vector based amplitude panning (VBAP)!?). In our own virtual environment called EVE?° at Helsinki
University of Technology we use VBAP. We have fourteen Genelec 1029A loudspeakers for audio reproduction.
Alternatively it is possible to use headphones (Sennheiser 590A). Our audio reproduction system is more in
detail described in articles.?!»22



2.3. Other areas

One additional way to use audio in a virtual room is speech input. We have made some preliminary experiment
with speech input.22 Although it is interesting research area, it is not covered in this paper.

Presence (published by the MIT Press) had a special issue (Vol. 8 Issue 6 Dec. 1999) on Spatial Orientation
and Wayfinding in Large-Scale Virtual Spaces. Most of the papers in this issue were concentrated on wayfinding
in a realistic virtual worlds. None of them explored the possibility to use audio as a tool for orientation and
wayfinding.

3. PSYCHOACOUSTICAL FACTORS
3.1. Binaural cues

There are two main binaural cues. They are derived from temporal and spectral differences of signals at ear
canal. Temporal differences are called the interaural time differences (ITD) and spectral differences are called
the interaural level differences (ILD). ITD is the primary cue in frequencies below 1.5 kHz and ILD is the
primary cue above that threshold. The spatial hearing is exhaustively covered in®

The ILD is small at low frequencies, regardless of source position, because the dimensions of the head and
pinna are small compared to the wavelengths of sound at frequencies below about 1500 Hz.2

3.2. How to choose an adequate signal

The signal is an adequate when then user can localize it, and the user is also able to differentiate it from other
simultaneous signals. To utilize both main binaural cues (ITD and ILD), the signal should have enough energy
in low frequency area (below 1.5 kHz) and in high frequencies. There also other factors in stimulus affecting
the localization accuracy like spectral shape and temporal structure (see for example?4-26),

It has been found?’ that frequencies near 6 kHz are important for elevation perception. (At least with
VBAP). In addition auditory signals should not be annoying for users.

4. COMMON TASKS IN IMMERSIVE VISUALIZATION

In our article,?® we defined four common tasks in immersive visualization: orientation, localization, navigation
and sonification. I have focused my research to first three of them (defined in table 1). Sonification is in itself
a large research area, and for example Sonification report?® covers quite well this research field. According this
report the sonification can shortly defined as use of nonspeech audio to convey information.

| Task | Definition |
Localization® | User ability to define direction and distance of the target
Orientation User awareness about the front-back, up-down, and left-right directions.
Navigation User ability to move from starting point to target

Table 1: Definition of tasks

4.1. Localization

In this article localization is defined as a task, in which user defines the direction and distance of the source
(could be auditory, visual or combined).

In data analysis auditory beacons®! or some other auditory stimuli are applied to localize the most interesting

features of the data. For example, while a researcher is exploring a large protein, he can ’highlight’ the most
important amino acids with auditory beacons. In a dynamic representation it is important that the user is able
to follow the location of the moving sound source.



4.2. Orientation

In this research orientation is defined as a task, in which user is aware about the front-back, up-down, and
left-right directions.

The orientation can be represented in such a way, that each direction has its own characteristic timbre
and the sound source is located in that direction. While user rotates the global geometry the sound sources
indicating orientation move as well. Applying this method the user hears all the time which way at the moment
is for example the original front-back direction. In informal tests (done in horizontal plane) the method has
been successful.

4.3. Navigation

Navigation is a task which utilizes both localization and orientation information. In this research navigation is
defined as a task, in which user goes from one specified position (starting point) to another specified position
(target).

Typically in a complex visualization the visualized objects may occlude the target. If the target is presented
using sound, it can be located even when it is not visible. For example while exploring large protein the user
has a awareness of locations of the most important amino acids, and could easily move near them even when he
doesn’t at first see them behind the other chemical structures. Our first experiment®? showed that navigation
is possible with auditory cues.

5. LOCALIZATION EXPERIMENTS

5.1. First experiment

In the first experiment®® we compared head-tracked binaural headphone reproduction (using HRTFs), direct

loudspeaker reproduction, and vector based amplitude panning (VBAP) using loudspeakers.!® Inside a real
virtual room are many factors, that decrease the localization accuracy. For example, we didn’t use individualized
HRTF’s, because they typically are not available. Instead, HRTF’s were measured a from dummy head. On
the other hand, the screens and room reverberation will deteriorate loudspeaker reproduction accuracy.

According to Djelani et al.3® pointing is an appropriate method for localization experiments. In the first
test the user could freely move inside the virtual environment (as they typically do while they are using some
application).

To find out the localization accuracy, a listening test was conducted. The auditory stimulus was pink noise.
The task of the subjects was to point to the direction of the perceived sound source using a wand (see picture
3). We had eight male test subjects. Each subject accomplished four different tasks, and each task had 17
different sound source locations. Locations have been played to subjects in randomized order to avoid learning
effect. Each subject had 34 locations with HRTF reproduction, 15 locations where sound was reproduced using
one loudspeaker (LS), and 19 locations with VBAP reproduction.

We measured the pointing accuracy using Ascension magnetic tracking device. We measured the azimuth,
and elevation angle separately. The duration of finding each location was also stored.

According to Zahorik et al3* there was no significant difference in localization performance between anechoic
virtual environment and echoic virtual environments. In the experiments the anechoic environment was used
because in our navigation experiment,®> we found out, that the anechoic situation was most accurate in
navigation tasks.
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Figure 2. The azimuth and elevation errors for the first experiment for each reproduction system. The boxplot depicts
the median and the 25%/75% percentiles.

Average  Average Median Median
Azimuth Elevation Azimuth Elevation

HRTF 10.6 31.7 8.3 274
LS 8.7 22.5 7.5 20.1
VBAP 8.9 23.0 5.6 18.9

Table 2. Average and median values of azimuth and elevation errors for each reproduction type in the first experiment.

5.2. Results of the first experiment

The azimuth localization accuracy was in average 9.7 degrees. With current reproduction methods, the perceived
elevation accuracy was not so good, average error was 27.0 degrees. Especially with HRTF’s the perceived sound
source location was in average much higher, than given location. The average and median values of azimuth
and elevations errors are shown in Table 2.

We use an analysis of variance (ANOVA) model for the analysis. HRTF reproduction was significantly worse
both in azimuth (p < 0.01), and elevation (p < 0.01) accuracy compared with other reproduction methods.
On the other hand there was no significant difference in accuracy between the direct loudspeaker reproduction,
and VBAP. Boxplot of the azimuth and elevation localization accuracy is seen in figure 2*.

There was significant difference in localization time between the HRTF reproduction, and the direct loud-
speaker reproduction (p = 0.004). The localization last in average longer with HRTF reproduction.
5.3. Second Experiment

In the second experiment I used only direct loudspeaker reproduction (LS) and vector based amplitude panning
(VBAP), because emphasis in our environment is in loudspeaker reproduction.

Also in this second experiment I had eight male test subjects (six of them were the same as in the first
experiment). Each subject accomplished four different tasks, and each task had this time 28 different sound

*In this first experiment equation for error is: error = real location - perceived location. In the second experiment it
is: error = perceived location - real location



Figure 3: On the left tracked baton, and our wandlike device. On the right test subject is using these devices.

Median Median Median Median Median Median
Azimuth Elevation Azimuth Elevation Azimuth Elevation

Error Error Error Error Error Error
Reproduction Both Both LS LS VBAP VBAP
Signal
Pink Noise 6.1 16.2 5.0 11.2 7.3 25.5
Pink Floyd 7.4 13.9 5.8 11.0 114 18.3
Frog 7.8 17.8 4.0 13.1 14.3 28.1
Phone 6.9 18.0 5.8 15.0 13.6 23.9
All signals 6.9 15.9 5.3 12.1 11.9 23.4

Table 3: Median values of azimuth and elevation errors for reproduction types and signals in the second experiment.

source locations. Each subject had 56 LS locations and 56 VBAP locations. Also in this experiment locations
have been played to subjects in randomized order to avoid learning effect.

In addition I compared four different auditory stimuli: pink noise, music (excerpt from The Wall by Pink
Floyd), frog and phone ring. These signals have different kind of spectral continent as seen in figure 4. Pink
noise covers the whole frequency area. Music has clear temporal and harmonic structure. Frog sound has
silence (black part of the image) and most of its energy is under 2 kHz. Phone stimulus has lot of energy in
high frequencies.

We use the same tracking device for the measurements than in the first experiment. In this second experiment
the task of the subjects was to point to the direction of the perceived sound source using a baton (see picture
3). It was expected, that this method will provide more accurate results, than pointing with wand.

5.4. Results of the second experiment

The median azimuth localization error was 6.9 degrees. This approximately the same accuracy as achieved in
the first experiment. The median elevation localization error was 15.9 degrees, which is less than in the first
experiment. The median values of azimuth and elevations errors for reproduction types and signals are shown
in Table 3.

The analysis of the variance (ANOVA) is again used for analysis. There were statistically significant difference
(p < 0.01) between the reproduction methods. The VBAP is more inaccurate and produces more variance,
which can bee seen in figure 5 and in table 3. The median value for direct loudspeaker reproduction azimuth
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Figure 4. Spectrograms of all the four auditory stimuli. Upper left is pink noise, upper right is part of the Pink Floyd.
Lower left is the frog and lower right is the phone.

error is 5.3 degrees and for VBAP 11.9 degrees. Also the difference between different signal was statistically
significant (p < 0.01) in azimuth.

In the first experiment there were no difference between reproduction methods in elevation, but in this second
experiment the difference was statistically significant (p < 0.01). The VBAP was more inaccurate, which is
seen in figure 6. The median value for elevation error for LS is 12.1 degrees and for VBAP 23.4. In signal level
analysis the phone was only signal, which no statistically significant difference between reproduction types in

elevation accuracy.

Also the difference between the signals in elevation errors was statistically significant (p < 0.01). The
median elevation error for music signal is 13.9, which is more than two degrees less than the second best median

value for pink noise (16.2 degrees).
6. CONCLUSIONS AND FUTURE RESEARCH

According to Blauert® in optimal conditions the localization blur in azimuth is approximately one degree. The
localization blur for elevation is more signal dependent and according to Blauert® it can variate from four
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Figure 5. The azimuth error for each signal reproduction combination. The boxplot depicts the median and the
25%/75% percentiles.

degrees (for white noise) to seventeen degrees (continuous speech by unfamiliar person). Familiarity with the
signal also plays a role in elevation perception.

In our environment there is more localization blur in azimuth, than in optimal conditions. The measured
elevation accuracy is also blurred. Two main reasons for increased blurring are low-pass filtering of screens and
room reverberation. Achieved localization accuracy is in the level, that it is reasonable to continue experiments
with dynamic multimodal cases (see table 4). In addition I have planned to test situations where there are
many simultaneous sound sources with the same or different movement directions.

| Audio | Visual |
dynamic | static

static dynamic

dynamic | dynamic (same movement direction)
dynamic | dynamic (different movement direction)

Table 4: Different combinations of localization experiments

During the spring I will start the orientation experiments and continue navigation experiments. Our first
navigation experiment®? proved, that navigation is possible just using the auditory cues.

All the accomplished experiments supports my hypothesis, that audio is useful addition to immersive visu-
alization.
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Figure 6. The elevation error for each signal reproduction combination. The boxplot depicts the median and the
25%/75% percentiles.
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