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Chapter 1

Introduction

1.1 Motivation

The past decade has witnessed significant development in the area of optical networking.
Such advanced technologies as Dense Wavelength Division Multiplexing (DWDM), opti-
cal amplification, optical path routing (wavelength cross-connect), wavelength add-drop
multiplexer (WADM), and high-speed switching have found their way into the wide-area
networks (WANs), resulting in a substantial increase of the telecommunications backbone
capacity and greatly improved reliability [1]. At the same time, enterprise networks almost
universally converged on 100 Mbps Fast Ethernet architecture. Some mission-critical local
area networks (LANs) even moved to 1000 Mbps rates, courtesy of a new Gigabit Ethernet
standard recently adopted by the IEEE. On the user access side, the most widely deployed
"broadband" solutions today are digital subscriber line (DSL) and cable modem (CM) net-
works. Although they are improvements compared to 56 kbps dial-up lines, they are un-
able to provide enough bandwidth for emerging services such as video-on-demand (VoD),
interactive gaming, or two-way video conferencing [2]-[4]. Therefore, we need to search
for a new and versatile approach that enables a cost effective with more than enough band-
width to accommodate end-user data-rate intensive applications. One approach that can
do the job is CDMA which is proven effective in the wireless regime. The optical version
of CDMA, called Optical CDMA (OCDMA), is expected to inherit many of the advantages
of the wireless version with the added value of fiber optic huge bandwidth. Because of its
unique features, OCDMA is gaining increased attention in the research community which
is indicated by the increased number of publications in different conference and journal
papers.

Several challenging points of research are still missing for practical OCDMA realization
and development. These include, the high Multiple Access Interference (MAI) naturally
present in almost all forms of OCDMA, increasing network capacity in terms of number
of concurrent users, and codes that can support various traffic demands in terms of band-
width and Bit Error Rate (BER) performance. Furthermore, it is logical to search for new
OCDMA implementations that can meet the expected performance requirements in a sim-
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2 CHAPTER 1. INTRODUCTION

ple and cost effective way.

The objectives of this thesis, based on the aforementioned challenges, are threefold. First,
the development of new code designs that can support multiclass traffic demands. These
codes are derived from existing ones so that they are easy to implement and evaluate. The
second objective is to adopt and apply well known power control concepts from the wire-
less schemes and propose new algorithms suitable for optical domain in order to alleviate
the performance floor set by the MAI. Finally, we propose a new OCDMA approach by
exploiting the polarization properties of the optical field.

The expected improvement in channel utilization and relatively low technical complexity
and ease of implementation will have a direct impact on current optical networking trends.
By providing simple, very high speed, and cost effective optical access network systems
based on the proposed techniques, this will be beneficial for example in at-home health
care monitoring systems and other applications requiring high-rate high-QoS networks. In
addition, by allowing more optically-encoded CDMA signals at the same time we avoid
the costly process of deploying new fiber lines.

1.2 Main Research Contributions

The primary contributions of the research work presented in this thesis are in the general
area of OCDMA networking. The contributions of this thesis are summarized in the fol-
lowing.

1. Optical Orthogonal Codes (OOCs) are well known for incoherent optical CDMA net-
works:

(a) Using an algorithmic approach we proposed and constructed multiclass OOCs
in [P1]. Focus is placed on the flexibility and simplicity of the construction tech-
nique. The target was to extend existing OOCs to support variable traffic data
rates. Several examples of the constructed codes are tabulated in [P1]. The next
step is to analyze an OCDMA network based on the developed multiclass OOC.
The major obstacle is to evaluate the probability density function of the MAI.
We proposed the use of Poisson approximation to model the MAI which signif-
icantly simplifies BER calculations with acceptable accuracy.

(b) In [P2], we modified the OOC by the use of polarization axis and developed
the Polarized-OOC. Our aim is to enhance the capacity of OCDMA networks
in terms of number of concurrent users. We showed that the number of users
in the polarized-OOC is two times the conventional OOC. Also, a method of
fiber-induced polarization rotation is proposed in [P2]. Polarized-OOC based
OCDMA system is investigated using advanced optical simulators that solves
the nonlinear schrodinger equation.

2. Publications [P3], [P4], and [P5] concentrate on applying power control to OCMDA:
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(a) In [P3] the basic power control is applied to demonstrate the validity of the con-
cept and the expected gain in such system. Network partitioning is proposed
also to simplify optimum power calculations. Emphasis is put on optical ampli-
fier noise as the main noise source. Also upper bound on the achievable Signal-
to-Interference-Ratio (SIR) is evaluated. Application of distributed algorithms is
investigated and convergence analysis is conducted.

(b) The use of power control for multiclass traffic is analyzed in [P4]. We focused on
the spectral radius of the network matrix as the main system parameter rather
then the BER since the spectral radius identifies feasible solutions of the opti-
mum power control problem. We also proposed a rate reduction algorithm to
increase network feasibility to more than 98%.

(c) In [P3] and [P4] we use the optical SIR and therefore the effect of photodetec-
tion nonlinearity was not considered. In [P5] we proposed and analyzed the
nonlinear power control algorithm by taking into account the photodetection
nonlinearity. Convergence analysis of the proposed algorithm is also given.

3. In [P6] we proposed a new OCDMA system based on the state-of-polarization en-
coding. Only preliminary work has been done on this topic.

1.3 Thesis outline

The thesis is composed of a summary part and a collection of publications. In the summary
part we summarize the results and material included in the appended publications as fol-
lows. Background material and basic OCDMA techniques are reviewed in Chapter 2. Also,
in Chapter 2 we present the proposed polarization-encoding OCDMA system. In Chapter
3 we discuss the extension of OOCs to support multiclass traffic. also, the polarization axis
is used to increase the number of supported users. In Chapter 4, power control is applied
including centralized, distributed and nonlinear power control. Finally, conclusions and
future work are given in Chapter 5.





Chapter 2

CDMA Techniques in Optical
Communications

In order to make full use of the available bandwidth in optical fibers and to satisfy the
bandwidth demand in future information networks, it is necessary to multiplex low rate
data streams onto optical fiber to increase the total throughput. This chapter is a review
of basic OCDMA systems classified as, Temporal, Spectral phase and amplitude, and Fre-
quency Hoping OCDMA. Also, the use of Polarization-encoding for OCDMA is introduced
at the end of the chapter.

2.1 Background

The three major multiple access schemes are shown in Fig. 2.1.

2.1.1 Wavelength Division Multiplexing

In a Wavelength Division Multiple Access (WDMA) system, each channel occupies a nar-
row (> 100GHz) optical bandwidth around a center wavelength or frequency [5, 6]. The
modulation format and speed at each wavelength can be independent of those of other
channels. Arrayed or tunable lasers will be needed for WDMA applications [7, 8]. Be-
cause each channel is transmitted at a different wavelength, they can be selected using an
optical filter [9]. Tunable filters can be realized using acousto-optics [10], liquid crystal
[11], or fiber Bragg grating [12]. To increase the capacity of the fiber link using WDMA
we need to use more carriers or wavelengths, and this requires optical amplifiers [13] and
filters to operate over extended wavelength ranges. Due to greater number of channels
and larger optical power the increased nonlinear effects in fibers causes optical crosstalk
such as four-wave mixing [14] over wide spectral ranges. Another approach to increase
the capacity of WDMA links is to use Dense WDM (DWDM) [15], which will have to op-
erate with reduced channel spacing (ITU-T recommendation G.692 defines 43 wavelength
channels from 1530-1565 nm, with a spacing of 100 GHz). This requires a sharp optical fil-
ter with linear phase response, wavelength stable components, optical amplifiers with flat
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Figure 2.1: Time-Frequency multiple access space diagrams.

gain over wide bandwidths, and optical fibers must support hundreds of channels with-
out distortion or crosstalk. With respect to channel switching, wavelength routing is the
next switching dimension for DWDM, with interferometric crosstalk being an essential is-
sue in the implementation of cross-connects based on space and wavelength [16]. Hence,
the extent of wavelength routing that is realizable places fundamental limits on network
flexibility, which in turn determines switch size and flexibility.

2.1.2 Time Division Multiple Access

Digital communications allow the possibility of Time Division Multiple Access (TDMA).
In a TDMA system, each channel occupies a pre-assigned time slot, which interleaves with
the time slots of other channels. SDH (Synchronous Digital Hierarchy) is the current trans-
mission and multiplexing standard for high-speed signals, which is based on time division
multiplexing [17]. Optical TDMA (OTDMA) networks can be based on a broadcast topol-
ogy or incorporate optical switching [18]. In broadcast networks, there is no routing or
switching within the network. Switching occurs only at the periphery of the network by
means of tunable transmitters and receivers. The switch-based networks perform switch-
ing functions optically within the network in order to provide packet-switched services at
very high bit rates [19]. In an electrically time-multiplexed system, multiplexing is carried
out in the electrical domain, before the electrical-to-optical conversion (E/O). Demultiplex-
ing is carried out after optical-to-electrical conversion (O/E). Major electronic bottlenecks
occur in the multiplexer E/O, and the demultiplexer O/E, where electronics must oper-
ate at the full multiplexed bit rate (number of channels × bit rate of individual channels).
Alternatively, in optically time-multiplexed systems where by moving the E/O and O/E
converters to the baseband channels the electronic bottlenecks are alleviated [20]. OTDMA
systems offer a large number of node addresses; however, the performance of OTDMA
systems is ultimately limited by the time-serial nature of the technology. OTDMA systems
also require strong centralized control to allocate time slots and to maintain synchronous
operation.
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Figure 2.2: Schematic of star coupled optical CDMA network.

2.2 Code Division Multiple Access

The concept of code multiplexing spans the electromagnetic communication spectrum, but
differing device capabilities and constraints unique to each spectral domain influence the
details of implementation [21]. The roots of CDMA are found in Spread Spectrum commu-
nication techniques [22, 23]. OCDMA offers an interesting alternative for LANs because
neither time management nor frequency management of all nodes is necessary. OCDMA
can operate asynchronously, without centralized control, and does not suffer from packet
collisions (in case of well designed codes with reduced multi-user interference); therefore,
very low latencies can be achieved. Dedicated time or wavelength slots do not have to be
allocated, so statistical multiplexing gains can be high. In contrast to OTDMA and WDMA
where the maximum transmission capacity is determined by the total number of these slots
(i.e., hard-limited), OCDMA allows flexible network design because the BER depends on
the number of active users (i.e., soft-limited) [24].

A variety of approaches to OCDMA have been suggested [25]- [27]. They share a common
strategy of distinguishing data channels not by wavelength or time slot, but by distinctive
spectral or temporal code (or signature) impressed onto the bits of each channel. Suitably
designed receivers isolate channels by code-specific detection. A typical OCDMA system
is shown in Fig. 2.2, where the nodes are connected through a passive N ×N star coupler.
At the logical level this configuration is a broadcast-and-select network. Other network
topologies can be used for OCDMA such as bus and ring topologies. There is no global
optimum topology for fiber optic LAN interconnection. Each topology has its own advan-
tages and disadvantages, which may become significant or insignificant depending on the
specific application under consideration [28].

In intensity ON-OFF-Keying (OOK) system, each user information source modulates the
laser diode directly, (or indirectly using an external modulator). The optical signal is en-
coded optically in an optical encoder that maps each bit into a very high rate (code length
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× data rate) optical sequence. The encoded optical signals from all active users are broad-
casted in the network by a star coupler. The star coupler can be a passive or active device.
The optical decoder or matched filter at the receiving node is matched to the transmitting
node giving a high correlation peak that is detected by the photodetector. Other users us-
ing the same network at the same time but with different codes give rise to MAI. This MAI
can be high enough to make the LAN useless if the code used in the network does not
satisfy specific cross-correlation properties. Other factors affecting the performance of the
network are shot noise and thermal noise at the receiver.

Generally, OCDMA systems can be classified to Incoherent or Coherent schemes. Incoher-
ent schemes are based on Intensity Modulation-Direct Detection (IM-DD) scheme that in-
corporates non-coherent, direct detection of superimposed optical power of all users. The
operation of direct detection makes the procedure simple and the receiver is cost effective.
Because of the way optical signals are detected in IM-DD systems using the photodiode,
optical systems are considered as positive or unipolar systems [29, 30]. The photo detector
detects the power of the optical signal but not the instantaneous phase variations of the
optical signal. Thus, only incoherent signal processing techniques can be used to process
the signature sequences composed of only ones and zeros restricting the type of codes that
can be used in incoherent OCDMA systems [31]. In coherent OCDMA, the phase infor-
mation of the optical carrier is crucial for the despreading process. Due to the nature of
optical fiber transmission and its phase noise limitations, such as nonlinear effects of Self
Phase Modulation (SPM), Four Wave Mixing (FWM) and random phase fluctuations, the
complexity of the coherent OCDMA receiver makes this approach more difficult to realize.

Alternatively, OCDMA can be classified into Temporal OCDMA and Spectral OCDMA ac-
cording to the way the optical signal is encoded. Temporal OCDMA performs the coding
in time domain by using very short optical pulses (e. g., 10 ps at data rate 1 Gbps and
code length of 100) using optical delay lines to compose the coded optical signal. Spectral
OCDMA, on the other hand, codes the phase or intensity of the spectral content of a broad-
band optical signal by using phase or amplitude masks. Optical Frequency hopping can
be considered as a temporal-spectral coding where the coding is done in both dimensions.

2.2.1 Optical Frequency-Hopping CDMA

Fast optical frequency-hop code division multiple access (FH-CDMA) system based on
fiber Bragg grating can be used for high rate LANs [32, 33]. Multiple Bragg gratings are
used to generate the CDMA hopping frequencies. Due to the linear “first in, first reflected”
nature of multiple Bragg gratings, the time frequency hopping pattern is determined by
the order of the grating frequencies in the fiber. The order of the grating frequencies in the
decoder is the reverse of that in the encoder to achieve the matched filtering operation. Fig.
2.3 shows the encoder and decoder in a star coupled network. If the central wavelength of
the incoming optical wave is equal to the Bragg wavelength, it will be reflected by the fiber
Bragg grating, or it will be transmitted. With proper written CDMA coding pattern, the
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Figure 2.3: Fiber Bragg grating encoder and decoder.

reflected light field from fiber Bragg gratings will be spectrally encoded onto an address
code. To reduce the effect of the MAI, codes with minimum cross-correlation properties are
required. Bin [34] proposed a novel FH-code generation algorithm. These codes fall into
the category of one-coincidence sequences and are characterized by the following three
properties:

1. All of the sequences are of the same length;

2. In each sequence, each frequency is used at most once;

3. The maximum number of hits between any pair of sequences for any time shift equals
one.

2.2.2 Spectral Phase and Intensity Encoding

Coherent spectral phase encoding was first proposed by [26] and [35]. Fig. 2.4(a) shows
an encoder and decoder of the spectral phase encoding system. The information source
modulates the very short optical pulse of the laser. The generated short pulses are Fourier
transformed and the spectral components are multiplied by the code corresponding to a
phase shift of 0 or π. Fourier transform can be implemented by the Grating and lens pair
as shown in Fig. 2.4(b).

As a result of phase encoding, the original sharp ultra-short optical pulse is transformed
into a low intensity signal with longer duration. The Liquid Crystal Modulator (LCM) is
used in [36] to set the spectral phase to maximum-sequence phase. The LCM has a fully
programmable linear array and individual pixels can be controlled by applying drive levels
resulting in phase shifts of 0 or π. By a phase mask, the dispersed bandwidth of a pulse is
partitioned into Nc frequency chips, where each chip has the width Ω = W/Nc. Each chip
is assigned a phase shift depending on the user’s PN code. Another approach for spectral



10 CHAPTER 2. CDMA TECHNIQUES IN OPTICAL COMMUNICATIONS

 


Information 

source
 


Optical 

Pulse source
 


Fourier 

Transform
 


Inverse Fourier 

Tr
ansform
 


PN sequence
 


Fourier 

Transform
 


Inverse Fourier 

Transform
 


PN sequence
 


Photodiode
 


(
a
)
 


Encoder
 


Decoder
 


Grating
 


Ultra
-
short Pulse in
 
 Encoded Pulse out
 


Lens
 
 Lens
 
Phase Mask
 


(
b
)
 


Fi
ber Link
 
Fiber Link
 

Star Coupler
 


Figure 2.4: (a) Spectral Phase optical CDMA system, (b) Schematic illustration of optical Fourier transform and
spectral phase encoding.

optical CDMA encoding called non-coherent spectral intensity encoding is used in [37]-
[40]. This approach is similar to the coherent spectral phase encoding but instead of the
phase mask an amplitude mask is used to block or transmit certain frequency components.
At the receiver, balanced photodetectors are used to detect the signal. The received optical
signal is split into two beams, the first beam is filtered with the same amplitude mask used
at the transmitter, and the second beam is filtered by the complement of the mask. The two
filtered optical beams are detected by a balanced receiver, thus by subtraction it is possible
to achieve full orthogonality.

2.2.3 Temporal OCDMA

The Temporal OCDMA signal can be generated by the splitting and combining of very
short optical pulses in a parallel optical delay line encoder. A high-peak optical pulse is
encoded into a low intensity pulse train using a parallel optical delay line network at the
transmitter (Figures 2.5, 2.6). The decoding is performed by intensity correlation at the
receiver using a matched network of optical delay lines. Because of the positive nature of
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the detection scheme, the interference is quit high.

Although capable of generating any code sequence, the configuration in Fig. 2.5 is very
hardware limited. Also, high power loss can be a limiting factor of this type of encoders
[41]. Tunable implementation of the encoding and decoding operations of the optical delay
line can be used to allow flexible addressing [42].

2.2.4 Optical Orthogonal Codes

An important type of temporal codes is the OOC proposed for IM-DD OCDMA systems
[43]-[49]. OOCs can be generated using the scheme shown in Fig. 2.5 [50]-[56]. These are
very sparse codes, meaning that the code weight is very low, thus limiting the efficiency
in practical coding and decoding. Moreover, the number of codes that can be supported
is very low as compared to a code set with the same length used in RF communications
(PN codes for example). To get more codes we need to increase the length of the code,
demanding the use of very short pulse optical sources having pulse width much smaller
than the bit duration.
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OOC Properties

The required temporal OCDMA codes must satisfy the following conditions:

a) The peak autocorrelation function of the code should be maximized.

b) The side lobes of the autocorrelation function of the code should be minimized.

c) The cross-correlation between any two codes should be minimized.

Conditions a) and c) insure that the MAI is minimized, while condition b) simplifies the
synchronization process at the receiver. If synchronous optical CDMA is used, then condi-
tion b) makes it possible to use one code for all users, which may reduce the coding and
decoding complexity.

The correlation RCiCj (τ) of two signature signals Ci(t) and Cj(t) is defined as,

RCiCj
(τ) =

∞∫
−∞

Ci(t)Cj(t + τ)dt, for i, j = 1, 2, ..., (2.1)

Where the signature signal Ck(t) is defined as,

Ck(t) =
∞∑

n=−∞
ck(n)pTc(t− nTc), for k = 1, 2, ... (2.2)

ck(n) ∈ {0, 1} is a periodic sequence of period N . The discrete correlation function Rcicj (m)
between any two sequences ci(n) and cj(n) is given by,

Rcicj (m) =
N−1∑
n=0

ci(n)cj(n + m), ∀m = ...,−1, 0, 1, 2... (2.3)

The sum in the argument of cj(n + m) is calculated modulo N , we represent this operation
from now on as [x]y which reads x modulo y. In the discrete form, the above conditions
are rewritten as:

a) The number of ones in the zero-shift discrete autocorrelation function should be max-
imized.

b) The number of coincidences of the non-zero shift discrete autocorrelation function
should be minimized.

c) The number of coincidences of the discrete cross-correlation function should be min-
imized.

An OOC is usually represented by a quadruple, (N, W, λa, λc), where N is the sequence
length, W is the sequence weight (number of ones), λa is the upper bound on the autocor-
relation for non-zero shift and λc is the upper bound on cross-correlation. The conditions
for optical orthogonal codes are,

Rcici(m) =
N−1∑
n=0

ci(n)ci(n + m) 6 λa, [m]N 6= 0 (2.4)
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Figure 2.7: Two (13,3,1) OOC’s and their autocorrelation and cross-correlation.

Rcicj (m) =
N−1∑
n=0

ci(n)ci(n + m) 6 λc, ∀m (2.5)

When λa = λc = 1, the OOC is represented by (N,W ) and called strict OOC. It can be
shown that the number of codes is upper-bounded by [43],

K 6
⌊

N − 1
W (W − 1)

⌋
(2.6)

where bxc denotes the integer portion of the real number x. An example of a strict OOC
(13,3) code set is C = {1100100000000, 1010000100000}, plotted in Fig. 2.7. It is clear from
the figure that the peak autocorrelation is equal to the code weight of 3, and the non-zero
shift autocorrelation and the cross-correlation is less than or equal to one. The same code
set C can be represented using the set notation as C = {[1, 2, 5], [1, 3, 8]}mod(13), where the
elements in the set represent the position of the pulses in the code.

Mark Position Differences

Generally, we can represent the OOC as a set of pulse (Mark) positions. Using the set
notation we represent each code by,

Ck = [U1, U2, ..., UW ], U1 = 1 (2.7)

where Un is an integer number indicating the position of the n-th Mark. Using the set
notation, conditions (2.4) and (2.5) can be rewritten as,

|(Ci + m) ∩ (Ci + n)| 6 λa (2.8)

for any Ci ∈ C and any integers [m]N 6= [n]N and,

|(Ci + m) ∩ (Cj + n)| 6 λc (2.9)
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for any Ci, Cj ∈ C and any integers m and n. Now define a set of Mark Position Differences
(MPDs) for the code as,

Di =
{
d1, d2, ..., dW (W−1)

}
(2.10)

where dn is the difference between Mark positions in (2.7) and given by,

dn = N − [N + Ui − Uj ]N , i 6= j; i, j = 1, 2, ..., W (2.11)

For a code of length N , the MPD is limited to a set of integer numbers,

DOOC = {1, 2, 3, ..., N − 1} (2.12)

The correlation properties (2.8) and (2.9) for a strict OOC means that the code mark differ-
ence set Di must be unique and contains no duplications. If a difference set Di contains
repeated elements, then the auto-correlation property is violated and the auto-correlation
is larger than 1. If Di∩Dj 6= Φ then the cross-correlation property is violated and the cross-
correlation is larger than 1. Then from (2.12) and (2.10) the upper bound on the number of
codes in the strict OOC is obtained as in (2.6).

OOC BER performance

Assume that the performance degradation is due to only the MAI, meaning that the effects
of other noise sources are neglected. Also the light sources are assumed to be incoherent
sources, which lead to addition of active users’ optical intensity. Assume that all users have
equal average power. The kth baseband signal at the output of the kth optical encoder can
be represented as [43],

sk(t) = Bk(t)Ck(t) (2.13)

where Bk(t) =
∞∑

n=−∞
bk(n)pT (t− nT ) is the binary data signal with bk(n) is the binary

data sequence of the kth user and T is the bit period with T/Tc = N . The transmitters are
not time synchronous, thus, the received signal at the front end of each receiver’s decoder
is given by,

r(t) =
K∑

k=1

sk(t− τk) (2.14)

where τk is the time delay associated with the kth signal. Without loss of generality, the
delay for the desired user is assumed to be zero and the other interfering users have a
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Figure 2.8: An optical correlator receiver..
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Figure 2.9: Bit error rate for OOC, number of users K = 20.

delay of less than one bit period which is a multiple of the chip period (chip synchronous
case). This chip synchronous scenario gives the upper bound on the bit error probability.
The receiver is a correlation operation with an impulse response equal to the time reversal
of the encoder. Several receiver structures for OCDMA are evaluated in [31, 57]. A typical
optical receiver of OCDMA with passive optical correlator is shown in Fig. 2.8.

In this ideal case the MAI will be binomially distributed with parameters p and K, where
p = W 2/2N is the hit probability (probability of success) and K the number of active users
(Number of trials). Therefore, the probability of error for the chip-synchronous and noise-
free OCDMA system is calculated from [44],

P (E) =
K−1∑

i=µ

(
K − 1

i

) (
W 2

2N

)i (
1− W 2

2N

)K−1−i

(2.15)

where µ is the threshold. The BER for OOC for different code structures is shown in Fig.
2.9, where the effect of the code length and the effect of code weight are clear from the
plots. Since the above analysis ignores the noise, therefore setting W − 1 < µ ≤ W results
in the minimum BER. If the threshold is set to µ > W , then the output is always zero
for any input data and the BER reaches the worst case of 0.5. Longer codes enhance the
performance of the system but with the requirement of very short chip duration. Codes
with larger weights perform better but with the restriction of less number of supported
users and higher optical power loss due to hardware implementation.

Optical hard-limiters can be used to enhance the performance of the OOC system. Even
though they are not realizable for optical domain, single and double hard-limiters are pro-
posed in [29, 31, 44] and [58]. The hard-limiters are inserted to remove undesired optical
signal fluctuations before and after the decoding operation.

In deriving the performance of OOC system in (2.15) the only contamination taken into ac-
count is the MAI. In real optical receivers several noise mechanisms affect the performance.
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Assuming an OCMDA system with OOC coding and an APD detector, the compound ef-
fect of APD noise, thermal noise and MAI was evaluated in [59]. The complex statistics of
the APD is described in [60] was not used but instead a simplifying Gaussian approxima-
tion [61] was applied in [59]. It was shown that when the noise effects are considered, the
performance of OCDMA based on OOCs can be two orders of magnitude worse than that
of the ideal case. Also the improvement in BER by using hard-limiters is not significant
because the MAI during the zero data bit transmission cannot be completely suppressed
as in the noise-free case.

Although synchronization of OCDMA systems is beyond the scope of the thesis it is impor-
tant to point out briefly to some of the work done on the topic. In the above, asynchronous
operation was assumed but synchronization of optical OOC systems will be a major re-
quirement to introduce burst and packet-based systems. Also performance degradation of
OOC systems will be sever if synchronization is not maintained. A simple synchronization
method was considered in [62] and more recently a multiple search method that reduce the
mean synchronization time was proposed and analyzed in [63].

The main disadvantage of OOCs is the limited number of users for a reasonable code length
and weight, therefore, two dimensional OOC codes that use the wavelength-time dimen-
sions were proposed and their performance analysis and construction methods were thor-
oughly investigated [64]- [66].

2.2.5 Prime Codes (PC)

OOCs presented in last section lacks the availability of a systematic way of code construc-
tion that can be used at both ends of the communication links. Codes have to be con-
structed beforehand (using iterative random search, combinatorial techniques, etc.) and
some sort of lookup table is needed for each user. On the other hand, the OOC is a highly
sparse code and the number of supported users can be very low, hence, another important
type of codes proposed for OCDMA is the prime code [50]-[67]. The prime code has a
higher correlation value as compared to the OOC but it can support more users. Further-
more, the ease of generation of prime codes makes them a good candidate for OCDMA
networks.

The prime code consists of many blocks each containing a single pulse. For any prime
number q, a code comprises q blocks of length q. A set of code sequences of length N = q2,
derived from prime sequences of length q, where q is a prime number, was derived in [50].
The procedure for code generation starts with the Galois Field, GF (q) = {0, 1, ..., j, ..., q − 1},
then a prime sequence Sk =

(
sk0, sk1, ..., skj , ..., sk(q−1)

)
is evaluated by multiplying each

element j of the GF(q) by an element k of GF(q) modulo q. q distinct prime sequences can
thus be obtained which is mapped into a time-mapped binary code
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Figure 2.10: Autocorrelation and cross-correlation of a prime sequence with q = 5.

ck = (ck(0), ck(1), ..., ck(j), ..., ck(N − 1)) according to,

ck(n) =

{
1
0

for n = skj + jq; skj = k ¯ j;
otherwise

(2.16)

where j = 0, 1, ..., q − 1 and ¯ means modulo q multiplication. Fig. 2.10 shows the q = 5
prime code in mark position set format along with the autocorrelation of c3 and cross-
correlation between c3 and c4. It is known that the peak autocorrelation of prime sequences
is q, non-zero shift maximum autocorrelation of q − 1, and maximum cross-correlation of
2, thus prime sequences can be considered as an OOC with(
N = q2,W = q, λa = q − 1, λc = 2

)
. The high non-zero shift autocorrelation of prime codes

make the synchronization much more difficult at the receiving end. On the other hand,
more users can be addressed using prime codes than with OOC of the same length and
weight. Additionally, the prime codes can be generated more efficiently using a parallel-
serial network of delay lines and switches [42]. When K users are transmitting simulta-
neously, the total interference at a given receiver is the superposition of K – 1 different
cross-correlation functions. The average variance of the cross-correlation amplitude, com-
puted using all possible code sequences for several values q of the prime code was found
to be approximately [56],

σ2 ≈ 0.29 (2.17)

and the SIR is given by

SIR =
q2

σ2 (K − 1)
(2.18)

Using the Gaussian approximation for large number of users, the probability of error can
be approximated as,

PE = Q

(√
SIR

2

)
≈ Q

(
q√

1.16 (K − 1)

)
(2.19)
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Prime code BER plot is shown in Fig. 2.11 for q = 17 to q = 31. To reduce the maximum
cross-correlation value of a prime code from 2 to 1, each sub-block in the prime code words
is padded with q-1 or more trailing zeros. This is the Extended Prime Code (EPC) sequence
that can be constructed using the following procedure,

ck(n) =

{
1
0

for n = skj + j (2q − 1) ; skj = k ¯ j; j = 0, 1, ..., q − 1
otherwise

(2.20)
The extended prime sequence has the same code cardinality and weight, but the code
length is now increased to q(2q − 1), thus the extended prime code can be considered as
an OOC with (N = q(2q − 1), W = q, λa = q − 1, λc = 1). The error probability of the ex-
tended prime code is reduced such that the factor multiplying the number of interferers in
(2.19) is reduced from 1.16 to 0.75 [67].

2.3 State of Polarization Encoding [P6]

Polarization Shift Keying (PolSK) was considered during recent years as a digital modula-
tion candidate for the optical fiber communications [68]-[71]. The applicability of PolSK is a
result of the property that an orthogonal state of polarization (SOP) pair from a monochro-
matic light source at the input of the single mode fiber (SMF) leads to orthogonal SOP pair
at the fiber output, although the input SOP is not maintained in general. Previous experi-
mental work showed that the depolarization phenomena along the fiber and polarization
dependent losses are negligible even after relatively long fiber spans [72]-[74].
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A polarization control device is required at the receiving end of the fiber to counteract the
polarization transformations occurring along the optical fiber. Polarization spreading was
proposed in [75] in order to make the performance of PolSK independent of such trans-
formations without the need for costly polarization control. The spreading waveforms
used were simply staircase, linear, and sinusoidal waveforms. A similar approach which
is called polarization scrambling was used in [76]-[78] to overcome the problem of polar-
ization hole burning in Erbium-Doped Fiber Amplifiers (EDFA) used in transoceanic light-
wave systems. Measurements on buried SMF fibers reported in [79] reveal that polariza-
tion fluctuations are quite slow and can vary typically between 2o-10o per day. Therefore,
a quasi-static scenario can be assumed, in which several blocks of coded data bits suffer
from constant polarization offset which can be easily compensated.

In addition to the many advantages of optical CDMA, the use of SOP-encoding is expected
to inherit several Polarization Shift Keying (PolSK) advantages such as higher immunity
to laser phase noise [80], resistance to self-phase modulation and cross-phase modulation
attributed to fiber Kerr nonlinearities [81].

2.3.1 Stoke and Jones spaces

An optical signal propagating along the z-axis will have the transversal electric field com-
ponents given by,

Ex = ax (t) ejφx(t)

Ey = ay (t) ejφy(t)

}
(2.21)

where ax, ay , φx and φy are the amplitude and phase of the x and y-components, respec-
tively. Then the electrical field vector is given by,

~E = (Ex~x + Ey~y)ejω0t (2.22)

where ω0 is the optical frequency. Using the Jones representation [82], the field can be
represented by the vector,

J = [Ex, Ey]T (2.23)

assuming that the intensity of the beam has been normalized so that |Ex|2 + |Ey|2 = 1. Two
polarization states represented by J1 and J2 are orthogonal if the inner product is zero, i.e.,
JH

1 J2 = E∗
1xE2x + E∗

1yE2y = 0, where H is the Hermitian operation. The Jones vectors,
[1, 0]T , [0, 1]T , [cos(θ), sin(θ)]T , 1√

2
[1, j]T , and 1√

2
[1, -j]T represent the linearly horizontal in

x-direction (LPX), linearly vertical in y-direction (LPY), linearly with angle θ inclined on x-
direction (LPθ), right circularly polarized (RCP), and left circularly polarized (LCP) waves
respectively.

The SOP of a fully polarized lightwave can be described also by the Stokes parameters [82],

S1 = a2
x − a2

y

S2 = 2axay cos (φ)
S3 = 2axay sin (φ)





(2.24)
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Figure 2.12: The Poincaré sphere.

with φ = φy − φx. Then the total power density of the optical beam can be evaluated from
the Stokes parameters as follows,

S2
0 = S2

1 + S2
2 + S2

3 (2.25)

In Stokes space, a vector with a constant power density spanning a sphere of radius S0 is
called “Poincaré sphere” (Fig. 2.12). For a beam intensity normalized to one, the Stoke
parameters are equivalently divided by S0 and the normalized Stoke vector is given by
S = [S1, S2, S3]T /S0. We have the following facts:

• Orthogonal SOPs map into antipodal points on the Poincaré sphere, i.e., when JH
1 J2 =

0 then S2 = −S1.

• All linear polarizations lie on the plane [S1, S2]
T .

• The points ±S0~s3 represent the two circular SOP’s.

• The other points represent elliptic SOP’s.

The ellipticity ε and the azimuth θ are determined from the Si elements by the following
two relations:

ε =
1
2

tan−1

(
S3

(S2
1 + S2

2)1/2

)
(2.26)

θ =
1
2

tan−1

(
S2

S1

)
(2.27)

Any SOP can be transformed into another by multiplying it with a Mueller matrix. Mueller
matrices for ideal polarizers, rotators and retarders required for SOP processing can be
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found in [83]. The rotator operator is a unitary matrix that multiplies input SOP to result
in the output SOP. In order to counteract the SOP fiber induced rotation we proposed a
simple technique in [P2]. Assuming that a reference SOP St is launched at the fiber input
and the received SOP at the fiber output is measured and denoted by Sr. A matrix R that
can rotate Sr around Sav = [Sav1, Sav2, Sav2]T = (St + Sr)/2 by an angle π is used to fully
compensate the fiber-induced SOP rotation.

2.3.2 Polarization Shift Keying

In PolSK, the angle of one polarization component is switched relative to the other be-
tween two angles, therefore, binary data bits are mapped to two Jones (Stoke) vectors. One
possible realization of polarization switching is the modulator shown in Fig. 2.13. When
the switching angle is 180o or 90o, then we get antipodal constellation S(0) = [0, 1, 0]T ,
S(1) = [0,−1, 0]T , or orthogonal constellation S(0) = [0, 1, 0]T , S(1) = [0, 0, 1]T , respectively.
Where we normalized the Stokes points by S0. The first case represents antipodal con-
stellation points (orthogonal SOPs) on the Poincaré sphere.The second case corresponds
to what we call orthogonal constellation which means that the points are at an angle of
90o to each other. Note that orthogonal constellation and orthogonal SOP are two differ-
ent concepts. The antipodal constellation above can be generated using (2.21) and (2.22)
by substituting φy(t) − φ(t)x = πd(t), while the orthogonal constellation is generated by
φy(t) − φ(t)x = π

2 d(t) where d(t) is the binary data. When noise is added to the optical
beam, the constellation points will move randomly over the sphere.

At the receiver, the optical beam is split into two orthogonal polarizations that should be
aligned to the reference axis of the incoming field. Each beam is detected separately and
the received Stoke parameters are evaluated. The dot product (correlation) is performed
between the received Stoke vector and the two possible transmitted Stoke vectors. The de-
cision is made in favor of the maximum. This can be described visually as the operation of
dividing the sphere into two hemispheres by a plane orthogonal to the line joining the two
constellation points (antipodal constellation case) at the sphere center. Then the estimated
Stoke point corresponds to that constellation point in the same hemisphere. In Fig. 2.14
the probability of bit error (BER) is numerically evaluated and plotted for antipodal and

Binary input


Optical Phase modulator:

’0'      
 0  phase shift

’1'      
 180  phase shift


x-polarization


y-polarization


Set polarization

to 45
o


Coherent light in
 J
’0'


’1'
J


o


o


Figure 2.13: Polarization modulator.
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Figure 2.14: Optical PolSK BER for the antipodal and orthogonal 2-PolSK.

orthogonal constellation points where it is assumed that the noise variance on the x- and
y-polarizations is the same and denoted by σ2. As expected the antipodal constellation re-
sults in lower BER performance due to the largely spaced points on the sphere. Remember
that the points can move only on the surface of the sphere. The results are in agreement
with the theoretical analysis presented in [80] in which the exact BER performance for the
antipodal constellation was evaluated to be,

P (E) =
1
2

exp(−γ/2) (2.28)

where γ = A2/(2σ2) is the SNR and A is the magnitude of the electric field component.

To evaluate the effect of constellation rotation on 2-PolSK, we simulate a scenario of full
rotation over a maximum circle on the same plane of the constellation points. The SNR is
set to 12, 14 and 15 dB and the result is shown in Fig. 2.15. The curve reveals the fact that
the BER deteriorates if the reference system used at the receiver is different from that of
the incoming signal. When the relative angle of rotation is close to 900 and 2700 the error
approaches the worst case of 0.5 due to the fact that at these angles the constellation points
are at the boundary of the decision used at the receiver. Thus a small drift in the received
constellations due to noise will move the points across the boundary plane leading to bit
errors.

2.3.3 SOP-CDMA system

In Fig. 2.16 a schematic diagram of the proposed optical SOP-CDMA system is shown. The
light source is a highly coherent laser with a fully polarized SOP. If an unpolarized source
is used, then a polarizer can be inserted after the laser source. The polarized beam passes
through the SOP encoding (PolM) which switches the SOP of the input beam between
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Figure 2.15: Optical antipodal 2-PolSK BER for a complete axis rotation over maximum circle for SNR of 12,14
and 15 dB.

two orthogonal states N times per bit according to an externally supplied code (such as
Hadamard, or Gold codes). For a K-user system with the first user as the desired one, the
k-th user SOP encoded signal can be written as,

Jk(t) =

{
J(0) if dk(t)⊕ ck(t) = 0
J(1) if dk(t)⊕ ck(t) = 1

(2.29)

for k = 1, 2, ..., K, where dk(t) =
∑∞

i=−∞ dk,iPT (t− iT ) and ck(t) =
∑∞

i=−∞ ck,iPTc (t− iTc)
are the data and code signals with dk,i, ck,i ∈ {0, 1} and PT (t) is a unity rectangular pulse
starting at zero and of width T , and⊕ is the XOR operation. For simplicity we assume that
the emitted light is initially linearly polarized at an angle of 45o, therefore, J(0) = 1√

2
[1, 1]T

and J(1) = 1√
2

[−1, 1]T . At the receiver end we have the desired signal Jones vector cor-
rupted by multiaccess interference and additive Gaussian noise as,

Jr(t) =

[
Erx

Ery

]
= J1(t) +

K∑

k=2

Jk(t) + Jn(t) (2.30)

where Jn = [Enx, Eny]T is the complex Jones vector of the additive white noise.

The received composite signal is passed through a splitter (assumed lossless). For the up-
per (lower) branch the composite signal is alternately switched according to a code (code
complement) which is assumed synchronized to the applied one at the transmitter side.
Then the polarization transformer rotates the input polarization by 45o in order to align
the output beam polarization to the polarizer axis which is selected here for simplicity and
without loss of generality to be the x-polarization axis. The polarizer will pass only the
optical beam matched to its axis. The upper branch and lower branch signals are denoted
by the superscript (·)(0) and (·)(1) respectively. Details of evaluating the decision variable
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Figure 2.16: Optical SOP-CDMA, (a) transmitter, (b) receiver.

are given in [P6]. After expanding and some algebra we get,

D(i) =
|Erx|2 + |Ery|2

2
+ |Erx| |Ery| cos (Φ + xiπ) (2.31)

where Φ = ang (Ery)−ang (Erx). The decision variable is the difference between the upper
and lower branch outputs which is formulated as follows,

D =

T∫

0

(D(1) −D(0))dt (2.32)

And the decision is made according to the following rule,

d̂1 =

{
0 if D < 0
1 if D ≥ 0

(2.33)

The performance of the SOP-CDMA system is inspected numerically by applying two kind
of codes, namely, Gold and Hadamard codes. For a data rate of 100 Mb/s, a simulation
reported in [P6] showed the eye diagram (reproduced in Fig. 2.17 for convenience) and the
Q-factor. It is shown that the Hadamard based SOP-CDMA system is superior to the Gold
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(a) Gold (b) Hadamard

Figure 2.17: Eye Diagram for 3-user SOP-CDMA using (a) Gold (b) Hadamard; codes after 20 km SMF.

code based system. The main disadvantage of the Hadamard code is that it is designed for
synchronous implementation. This will not be a difficult task to achieve in fixed topology
networks as the considered optical star network.





Chapter 3

Multi-class and Polarized-Optical
Orthogonal Codes

Optical CDMA based networks are an interesting alternative to support various traffic
types of multimedia applications with highly variable performance targets. Generally,
multi-length codes are designed to support multi-rate services, while the multi-weight
codes are designed to support differentiated quality of service (QoS) for multimedia ap-
plications. However, existing OOCs are limited to single class or multiclass with restricted
weight and length properties. Therefore, there exits a lack of flexibility in the existing OOCs
to support arbitrary rate and QoS.

This chapter investigates the generation of suitable codes to support multirate traffic. Con-
centrating on the OOCs, a generation method based on the concept of MPDs and random
search approach is presented. Performance analysis is also conducted for the multiclass
OOC. Next the Polarized-OOC is introduced, which is proposed as an extension to the
OOCs and multiclass OOCs in order to allow more concurrent users to the network.

3.1 Multi-Class Optical Orthogonal Codes [P1]

Several multirate optical CDMA transmission schemes has been thoroughly investigated
in the literature. In [84], a multirate optical CDMA transmission was achieved by varying
the length of the code set whose auto- and cross-correlation is constrained to be three or
smaller. This limits the system applications due to the relatively high error probability
for high rate users. A parallel mapping scheme was applied to multirate optical CDMA
in [85]. The scheme is based on assigning a number of code sequences according to the
user data rate. This limits the applicability because of the limited number of available
codes. The authors in [86] proposed a double-weight two-dimensional OOC based on
Galois field theory, unfortunately the proposed OOCs are able to support only two different
services without multi-rate compatibility. Recently, variable weight OOCs constructions
based on two schemes called balanced pairwise design and packing design with partition
are given [87]. In the second scheme variable-weight OOCs are constructed by partitioning

27
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larger weight codeword into a family of codes with a smaller code weight. On the other
hand, multi-length OOC was presented in [88] with fixed code weights. The rates of the
constructed code set cannot be selected arbitrarily because short codewords are used to
construct longer ones. Moreover, the performance analysis was presented for a double-
rate case only. In [89] the variable rate OOC for video applications with fixed weight was
proposed. The performance analysis in terms of the bit error rate of the system is not
considered. A flexible implementation of the tapped delay line for applications to variable
length OOC can be found in [90].

In [91], we discussed a two-class OOC and the performance of such system was evaluated
based on the assumption that the binomially distributed OOC interference is approximated
by a Gaussian distribution. This approximation is valid only if the number of users is high
and the probability of collision from an interfering user is close to 0.5. This assumption
fails to be accurate in OOCs with long code lengths and low code weights.

In order to support variable data rates and QoSs in optical CDMA network based on OOCs,
it is highly desirable to have variable length and variable weight codes. The shorter the
codes are, the higher the rates are, and the higher the code weights are the higher the QoSs.
These two code parameters have earlier been investigated in literature separately under
code length and weight restrictions. In this regard we generate an OOC set with arbitrary
code length and/or code weight while preserving the required correlation properties of the
strict OOC. This allows then the different codes to be assigned for different user classes.
The code set construction is also flexible in such a way that the code length and weight can
be selected arbitrarily as long as the number of desired codes in each class of users can be
supported. We can categorize the multiclass code into:

• Multi-Weight, Single-Length OOC (MWSL-OOC): This is beneficial in systems with
fixed data rates supporting different QoS, since the signal to interference ratio in op-
tical networks employing OOC and perfect matched filtering is proportional to the
square of the code weight.

• Single-Weight Multi-Length OOC (SWML-OOC): This is applicable to systems with
equal QoS and supporting variable data rate.

• Multi-Weight Multi-Length OOC (MWML-OOC): In this case the weights and lengths
of the multiclass OOC are selected arbitrarily.

3.1.1 Multiclass-OOC code generation

Assume that we have a Q-class system where each class is represented by the length,
weight pairs (Nq,Wq) with N1 ≤ ... ≤ Nq... ≤ NQ and the number of users in the q-
th class is Kq . The code set can be represented by C = {C1, C2, ..., Cq, ..., CQ} where
Cq =

{
c1,q, c2,q, ..., cKq,q

}
is the set of codes in class q and each cm,q is the set of mark

position representation (see (2.7)) of the m-th code in the q-th class. The total number of
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Figure 3.1: Flowchart of the Multiclass OOC code construction algorithm.

codes in the multiclass OOC code set is K =
∑Q

q=1 Kq and the total set of allowed differ-
ences in class q is Dq = {1, 2, ..., Nq − 1}. Associated with each code cm,q is a set of MPDs
dm,q according to (2.10) with a length of Wq(Wq−1). Then the differences consumed by Kq

codes in class q is denoted by D̂q with the number of elements equal to KqWq(Wq − 1). In
addition to that, the allowed difference set of the multiclass code is limited by the length of
the longest code as D = {1, 2, ..., NQ − 1}. Let ∆q denotes the set of remaining differences
after generating all i-th classes with 1 ≤ i ≤ q. Then the MPD construction technique of
the multiclass code set C is outlined as shown in Figure 3.1.

It should be emphasized that the proposed multiclass OOC code generation presented here
makes use of the existing techniques in finding cm,q , that is a computationally demanding
task for higher code weights when random search is applied. However, in the investigated
media access scheme the required codes are sparse, and their code weights are low. On
the other hand, since the optical power loss in the currently available encoding technol-
ogy (based mainly on power splitting and combining) grows as 10 log(W ) dB. Therefore,
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lower weight codes are only of practical importance. Furthermore, since the code set is
assumed to be available before any real system implementation, hence, the speed of the
code generation algorithm is of minor importance.

It should be also noted that repeated application of the algorithm results in multiple code
sets with the same weight and length parameters. The availability of multiple multiclass
OOC code sets with the same (Nq,Wq) can be used to enhance the security of the system.
This can be implemented by instructing the users to switch to other multiclass OOCs with
the same parameters from time to time. For more information on OCDMA security refer to
[92]. For example, Table 3.1 lists three alternatives to the three-class OOC tabulated in [P1,
Table III] and characterized by High Rate High QoS (550,7), Medium Rate Medium QoS
(930,5), and Low Rate Low QoS (1300,3). Only part of the generated codes are shown and
each time the algorithm is restarted we get a new set of codes.

The prove of existence of an optimal OOC (N, W, 1) code set for general values of N and
W is prohibitive and mathematically complex problem. However, it has been considered
for specific values of the code weight and length. For example, the authors in [93] con-
sidered the special case of an OOC with (N, 4, 1) and concluded that in order to obtain an
optimal OOC the code length should be restricted to 6(mod 12) and 24(mod 48). Therefore,
investigation of the cardinality optimality of the MWML-OOC is not further discussed in
this thesis. Alternatively, we consider only the upper bound on each class cardinality con-
ditioned on the number of codes in the other classes. For a Q−class MWML-OOC with a
given (Nq,Wq), the upper bound on the q-th class cardinality is a function of (Nq,Wq), Ki,
and Wi for i < q. This is summarized in the following,

A Q-class, strict MWML-OOC code set C is represented by the length and weight pairs (Nq,Wq)
where N1 ≤ N2 ≤ ... ≤ Nq... ≤ NQ. The cardinality |C|, and the number of codes in the q-th class
Kq is given by,

|C| = K =
∑Q

q=1
Kq (3.1)

subject to the constraint of, ∑Q
q=1 KqWq (Wq − 1)

NQ − 1
6 1 (3.2)

and,

Kq 6
⌊

Nq −Nq−1 + |∆q−1|
Wq(Wq − 1)

⌋
(3.3)

As an example, consider the two OOCs with (500, 7) and (1000,7) then the number of sup-
ported users in each class separately is less than or equal to 11 and 23 respectively. If we
use the same parameters to jointly design a multiclass OOC then the number of users for
the shortest length code is first set to some given value less than 11, say 5, then the upper
bound for the second class is evaluated as 18.
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Table 3.1: Three-realizations of three-class strict MWML-OOC code set.

Realization 1.

(550,7) (930,5) (1300,3)
[1, 26, 78, 127, 188, 206, 535] [1, 294, 540, 621, 920] [1, 187, 384]
[1, 113, 219, 277, 351, 398, 449] [1, 210, 233, 317, 848] [1, 583, 696]
[1, 96, 211, 256, 265, 403, 417] [1, 227, 475, 614, 660] [1, 7, 578]
[1, 31, 32, 136, 314, 340, 406] [1, 259, 522, 582, 672] [1, 270, 411]

[1, 262, 552, 576, 692] [1, 1012, 1265]
[1, 706, 733, 743, 776] [1, 40, 967]
[1, 87, 155, 405, 761] [1, 100, 755]
[1, 118, 363, 367, 580] [1, 57, 424]
[1, 167, 468, 658, 740] [1, 164, 507]

[1, 422, 807]

Realization 2.

(550,7) (930,5) (1300,3)
[1, 19, 87, 260, 482, 499, 545] [1, 15, 347, 555, 884] [1, 268, 727]
[1, 171, 212, 238, 289, 404, 498] [1, 123, 366, 888, 926] [1, 114, 778]
[1, 16, 214, 295, 402, 507, 526] [1, 85, 127, 227, 463] [1, 92, 1289]
[1, 91, 187, 285, 421, 487, 520] [1, 184, 369, 454, 508] [1, 177, 181]

[1, 180, 596, 736, 756] [1, 751, 894]
[1, 419, 644, 764, 772] [1, 583, 1110]
[1, 115, 283, 608, 882] [1, 373, 489]
[1, 219, 229, 721, 786] [1, 343, 902]
[1, 228, 881, 903, 904] [1, 801, 1266]

[1, 231, 307]

Realization 3.

(550,7) (930,5) (1300,3)
[1, 146, 154, 272, 378, 379, 499] [1, 84, 124, 641, 773] [1, 316, 1193]
[1, 22, 380, 397, 479, 537, 548] [1, 179, 754, 815, 835] [1, 488, 1142]
[1, 17, 65, 67, 211, 314, 358] [1, 189, 455, 565, 727] [1, 232, 1226]
[1, 27, 132, 161, 208, 387, 491] [1, 63, 306, 471, 819] [1, 308, 351]

[1, 50, 396, 464, 646] [1, 390, 1009]
[1, 7, 126, 269, 837] [1, 453, 591]
[1, 235, 596, 693, 781] [1, 725, 853]
[1, 181, 217, 686, 903] [1, 604, 1274]

[1, 240, 957]
[1, 123, 721]

3.1.2 Multiclass-OOC Interference Model

In asynchronous K-user CDMA systems, the received signal is the sum of the desired user
signal and the signals of the other K − 1 interfering users each with its own delay time.
The time delay offsets are assumed to be a multiple of the chip period, which is known
as the chip synchronous scenario that results in the upper bound on the bit error perfor-
mance [43]. Assuming perfect power balance (i.e. received power of all users is equal), and
neglecting other noise sources, such as the thermal noise and shot noise. Also, in our analy-
sis we did not account for the photon counting nature during the photodetection process.
Different approaches to account for the photon arrival rate are used in the literature such



32 CHAPTER 3. MULTI-CLASS AND POLARIZED-OPTICAL ORTHOGONAL CODES

as large deviations theory and saddlepoint approximations, [94]-[96]. In what follows we
consider only the case of the strict MWML-OOC code set who have, by definition, non-zero
shift autocorrelation and crosscorrelation properties bounded by one.

The decision variable at the output of the correlator of the desired user of the q̄-th class is
evaluated as (see [P1] for details),

Z = Wq̄b0,1,q̄ +
Q∑

q=1

Iqq̄ (3.4)

= Wq̄b0,1,q̄ + Iq̄ (3.5)

where Iq̄ is the total MAI from all classes, b0,1,q̄ is the zeroth bit of the first user in the q̄-th
class, and Iqq̄ is the total interference of users in class q on users in class q̄. In the chip
synchronous case, each chip position can be occupied by a Mark from the desired and an
interfering user with some probability. Therefore, the sum of such possible interference will
follow the binomial random variable distribution. Consequently, the MAI Iqq̄ is binomially
distributed with parameters (Kq, pqq̄), and Kq = Kq̄ − 1 when q = q̄, where pqq̄ denotes the
probability that a Mark position from a code in class q̄ is hit by a Mark from a code in class
q and is equal to [P1, Appendix],

pqq̄ =
Wq̄Wq

2Nq
(3.6)

Note that in general pqq̄ 6= pq̄q . The factor of 1/2 is included due to the equal probability
for a user to send a ’1’ or a ’0’ data bit. A special case is the single class which gives
p = W 2

/
2Nq [43]. The multiclass hit probability in (3.6) depends inversely on the length of

the interfering classes. Thus, long code classes cause lower interference and shorter code
classes cause higher interference.

The moment generating function of the binomially distributed random variables Iqq̄ is
given by [97],

MIqq̄ (t)=E
[
etIqq̄

]
=

(
(1−pqq̄)+pqq̄e

t
)Kq (3.7)

The total multiclass interference (Iq̄) distribution is the convolution of Q binomial distrib-
utions with unequal parameters. Since the random variables Iqq̄ are independent, then the
moment generating function of the total interference can be expressed as,

MIq̄ (t) =
Q∏

q=1

MIqq̄ (t) (3.8)

then the mean of the MAI is,

R = E [Iq̄] = M
′
Iq̄

(0) =
Q∑

q=1

Kqpqq̄ (3.9)

This is mathematically intractable and a much simpler solution with acceptable accuracy
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can be obtained by approximating the binomially distributed interference per class into a
Poisson distribution as

PIqq̄ (Iqq̄ =n)≈ (Kqpqq̄)
n

n!
e−Kqpqq̄ (3.10)

This can be justified by the sparsity of the OOCs which results in low probability of hit
and according to the low of rare events. The error incurred due to this approximation is
quantified by the following theorem [98].

Theorem 3.1 Let ε1, ε2, ... be independent Bernoulli random variables, where Pr{εi = 1} = pi

and Pr{εi = 0} = 1 − pi and let Sn = ε1 + ... + εn. The exact probabilities for Sn and Poisson
probabilities with parameter µ = p1 + ... + pn differ by at most

|Pr{Sn = k} − µke−µ

k!
| ≤

n∑

i=1

p2
i (3.11)

Proof 3.1 See [98], page 285 .

Therefore, for the q-th class the modeling error is less than W 2
q /4Nq which is small for

large Nq and small Wq as is the case in OOCs. For example for an OOC with (1000,7), the
modeling error is about 1%. Since the sum of iid Poisson distributed random variables is
also Poisson distributed with PMF, then,

PIq̄ (Iq̄ =n) ≈

(∑Q
q=1 Kqpqq̄

)n

n!
e−
PQ

q=1 Kqpqq̄

=
Rn

n!
e−R (3.12)

3.1.3 Multiclass-OOC BER performance

Using the Poisson model for the MAI, the BER of the multiclass OOC is written as [P1],

P (E) ≈ 1
2

[
1− e−R

µ−1∑
n=0

Rn

n!

]
(3.13)

The BER for several multiclass code cases is numerically investigated in [P1] and the results
compared to Monte Carlo simulations. Good agreement is shown in the results which con-
firms our theoretical findings. In Fig. 3.2 a two-class OOC system performance is plotted
for both classes with a code length of the low rate class double that of the high rate class,
namely N1 = 1000 and N2 = 2000. The code weight of the high rate class is fixed at the
value of 5 and the code weight of the low rate class is varied from 4 to 9. It is clear that
the performance of one class is better than the other whenever its code weight is higher,
with approximately equal performance at the two curves crossing point of 5 (i. e., equal
weight). It is noticed that the longer weight class has a slightly higher BER than the shorter
code class. This is mainly due to the increased hit probability form shorter codes on longer
codes according to (3.6). Although the weight of the high rate class need not to be less than
that of the lower rate user classes, but higher weight will limit the number of supported
users in the high rate class significantly due to the shorter code length. Finally, the effect of
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the code length in one class when fixing all the other parameters is depicted in Fig. 3.3. As
the code length of one of the classes increases, its MAI on all the other classes decreases,
because of decreasing the probability of hit. Thus, increasing (decreasing) the code length
of one class will decrease (increase) the BER of all the other classes in a same proportion.
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Figure 3.2: Bit error rate for a two-class OOC system as a function of the code weight of the low rate class.
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Figure 3.3: Bit error rate for a two-class OOC system as a function of the code length of the second class.
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To conclude, we have presented in [P1] a proposal of the construction of a multi-weight,
multi-length , strictly orthogonal, optical code set. The code set is flexible because it can be
designed for any code lengths and weights limited only by the possible number of codes.
Moreover, the code set contains codes with different code lengths and code weights while
satisfying the required correlation properties of the strict OOCs. The different code lengths
support multirate data services, and the different code weights support data applications
with different QoS requirements. By approximating the binomially distributed MAI per
class using the Poisson distribution, the analysis of multiclass MAI is simplified signifi-
cantly. We showed that the multiclass optical orthogonal code performance differentiation
is controlled mainly by the code weights. By changing the length of any class, the per-
formance of all classes changes by the same amount. This is a direct consequence of the
correlation properties of the strict OOC.

3.2 Polarized-OOC [P2]

The number of users in the original OOC is limited by the requirement that the correlation
properties to by bounded by one. If this condition is relaxed then more users can be accom-
modated but with poorer performance. OOCs with large crosscorrelations are investigated
in [46], [99]-[100]. Alternatively, the number of users can be increased by the use another
dimension in the coding process such as the polarization of the optical beam while keeping
the correlation properties of the constructed code the same as those of the original OOC.
In [P2] we proposed the use of the polarized-OOC code which is generated using the MPD
set approach. Polarized-OOC cardinality is shown to be two times that of the conventional
OOC. Furthermore, since the correlation properties of the Polarized-OOC are the same as
of conventional OOC, their error rate performance analysis is similar.

The ability to apply Polarized-OOCs can be justified by the applicability of PolSK . In a
Polarized-OOC system the SOP of the pulses is rotated to two orthogonal SOPs J1 and J2

in accordance with a given Polarized-OOC code.

The MPD elements can be deduced by considering two consecutive encoded data bits of ’1’
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Figure 3.4: Mark positions and differences for a (N,3) polarized-OOC.
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as shown in Fig. 3.4. The individual chips are marked with the corresponding Jones vector
representing one of a two possible orthogonal SOPs. As we discussed earlier, the position
of the W individual chips of the k-th user code is denoted by ck = [U1, U2, ..., UW ], U1 = 1,
and in case of polarized-OOC the sign of Ui indicates the SOP. For a positive signed Ui the
SOP is J1 and for a negative signed Ui the SOP is J2. Then the MPD is given by,

dk = {sgn(Ui)× sgn(Uj)
[
N − [N + |Ui| − |Uj |]mod(N)

]
} (3.14)

for i 6= j and i, j = 1, 2, ..., W ; where sgn() is the sign operator. Now, the possible differ-
ences in (3.14) can be only in the set of integer numbers as DPolarized−OOC = {±1,±2, ...,±(N−
1)}. Comparing with (2.12) it is clear that |DPolarized−OOC | = 2|DOOC |, which leads to
doubling of the number of codes. Assuming that we have KPolarized−OOC codes in the
Polarized-OOC codeset. Since for each code the MPD length is W (W − 1) and the total
possible differences is 2(N − 1) then KPolarized−OOCW (W − 1) 6 2(N − 1). Therefore, the
number of codes in the Polarized-OOC is upper bounded by,

KPolarized−OOC 6
⌊

2(N − 1)
W (W − 1)

⌋
(3.15)

3.2.1 Multiclass Polarized-OOC

The extension of Polarized-OOC to support multiclass users is straightforward. Assume
that we have a Q-class system where each class is represented by the length, weight pairs
(Nq,Wq) with N1 ≤ ... ≤ Nq... ≤ NQ and the number of users in the q-th class is Kq.
Using the algorithm shown in Figure 3.1 with D = {±1,±2, ...,±(NQ − 1)} and Dq =
{±Nq−1, ...,±(Nq−1)}+∆q−1 a multiclass-Polarized-OOC can be generated. Examples of
a multiclass-Polarized-OOC code sets are shown in Table 3.2. The multiclass-OOC cardi-
nality upper bound given in (3.1), (3.2), and (3.3) can be extended to multiclass-Polarized-
OOC by modifying the constraints to,

∑Q
q=1 KqWq (Wq − 1)

2(NQ − 1)
6 1 (3.16)

and,

Kq 6
⌊

2(Nq −Nq−1) + |∆q−1|
Wq(Wq − 1)

⌋
(3.17)
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Table 3.2: Examples of multiclass-Polarized-OOC code sets.

Three-class strict SWML-Polarized-OOC code set.
(550,5) (930,5) (1300,5)
[1,−6,−73,−80, 254] [1, 330, 628, 631, 863] [1,−286,−456, 731, 996]
[1, 117,−366,−538, 541] [1, 141, 227,−513, 884] [1, 317,−334,−796,−1107]
[1, 21,−158,−450, 538] [1,−279,−298,−464, 657] [1,−167, 300, 872,−945]
[1, 23, 67, 158,−238] [1,−162, 413,−824, 905] [1,−243,−295, 1120,−1247]
[1, 107,−118, 348, 515] [1,−603,−813, 868,−892] [1,−392, 711,−726, 1200]
[1,−30,−113, 373, 457] [1, 72, 81, 725, 748] [1, 82, 688,−804, 930]
[1,−165, 332,−355, 506] [1, 22, 672, 714,−820] [1,−111, 157, 754,−1118]
[1, 209,−213, 327,−352] [1, 368,−433, 656,−664] [1,−23, 234,−1006, 1097]

[1, 99,−397, 481, 836] [1,−93,−1009, 1104, 1147]
[1,−317,−679,−681,−786] [1,−109, 785,−859, 1130]
[1, 134, 345,−614, 842] [1,−88,−533, 903,−1117]
[1, 670, 697,−766, 800] [1,−2, 226, 601, 1011]

Three-class strict MWSL-Polarized-OOC code set.
(550,7) (550,5) (550,3)
[1, 77,−87, 113,−129,−255, 336] [1,−31, 397,−443, 546] [1, 156, 220]
[1, 75, 196, 362,−468,−478, 529] [1, 29,−254, 266,−489] [1, 210, 501]
[1, 240,−241, 263,−299,−354, 504] [1, 47,−68,−156,−182] [1, 346, 547]
[1,−134,−155, 326, 327, 343, 394] [1, 108,−162,−295,−389] [1, 179, 214]
[1, 3, 55, 163,−177,−371, 469] [1,−135,−287,−457,−548] [1, 116, 526]
[1, 20,−48,−80,−268, 386,−455] [1,−114,−450, 454, 543] [1,−247, 479]
[1,−199, 296,−309, 358,−378, 401] [1,−26,−113, 130, 474] [1, 143, 481]
[1, 82,−150,−207,−221,−327, 521] [1,−137,−227, 359,−403] [1, 50, 233]

[1, 45, 322,−360, 405] [1, 64, 283]
[1,−30, 160, 416, 456] [1,−281, 381]
[1, 149,−286,−420, 452] [1,−106, 146]

[1,−289, 304]
[1,−152, 498]
[1, 404, 490]
[1, 13, 325]
[1,−463, 520]

Three-class strict MWML-Polarized-OOC code set.
(550,7) (930,5) (1300,3)
[1, 8, 78, 320,−335,−369, 527] [1, 525,−549,−826,−829] [1, 154,−479]
[1, 45, 101, 105,−245,−431,−548] [1,−63,−117,−494,−603] [1,−334,−796]
[1,−75, 129,−171, 488, 533,−543] [1, 195,−338, 490,−789] [1, 382, 453]
[1,−167,−269,−308, 459,−464, 534] [1, 65,−192, 524,−899] [1, 30, 1103]
[1,−5,−42, 53,−274,−440, 454] [1, 271,−439,−642, 781] [1, 949, 1269]
[1, 66,−85, 124, 245,−429, 457] [1,−195, 350,−449,−491] [1,−267,−924]
[1, 44, 152, 237, 327, 349, 537] [1, 50, 249, 308,−885] [1, 348,−1094]
[1, 114,−166,−177, 217, 333,−426] [1,−315, 688,−837, 925] [1,−336, 578]

[1,−26, 92,−310,−825] [1, 215, 265]
[1, 359,−402, 754,−812] [1, 201, 869]
[1,−425, 653,−691,−851] [1,−279,−289]

[1, 260, 562]
[1,−277,−350]
[1, 403, 1093]
[1, 682, 718]
[1,−689,−998]
[1,−684,−1211]





Chapter 4

Optical Power Control

In OCDMA, other users accessing the network at the same time as the desired user give
rise to an MAI that can be high enough to make the LAN useless. This is specially true
for temporal intensity-based optical coding techniques, such as OOCs and Prime codes,
where the users’ codes are highly correlated and the code weights are small. Furthermore,
MAI in OCDMA networks introduces the near-far problem, thus optical power control
can be applied to alleviate the problem and enhance the performance and throughput of
the network. Other factors affecting the performance of an OCDMA network are shot
noise and thermal noise at the receiver. These impairments can be neglected in optical
LANs that apply a higher level of transmission power and optical preamplifiers in front of
the receivers. Therefore performance of LANs is limited basically by MAI and amplified
spontaneous emission (ASE) generated by the optical amplifiers.

Optical power control for OCDMA networks was extensively discussed in [101]-[103]. In
[101], optical power control and Time Hopping for multimedia applications using single
wavelength was proposed. The approach accommodates to various data rates using only
one sequence by changing the time-hopping rate. However, to realize such system an
optical selector device that consists of a number of optical hard-limiters is needed. Un-
fortunately, the optical hard-limiters are not yet mature for field deployment. Power con-
trol has also been considered for optical fast frequency hopping CDMA to provide quality
of service compatibility by applying variable attenuators [103, 102]. It has been shown
that a great improvement in the system capacity is achieved by the power control but the
influence of network impairments such as the nonuniform attenuation due to the differ-
ence in fiber lengths, and thermal and shot noise were not considered. Disadvantages
of this scheme include the need for multi-wavelength transmitters and susceptibility to
wavelength-dependent impairments.

In this chapter the optical power control problem for temporal OCDMA is investigated
focusing on three main topics. First appling power control to a star network by consider-
ing the optical amplifier noise and neglecting the effect of the photodetector nonlinearity
(Section 4.1). Also proposing the concept of network partitioning which simplifies the so-
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lution and gives more insight to the problem. Distributed algorithms are also applied and
network partitioning helps in this case with SIR estimation. In the second case a network
with multi-rate users and the feasibility of power control solution is investigated (Section
4.2). In that regard the spectral radius of the network matrix is used as a measure and an
algorithm is proposed to enhance the feasibility of power control solution. Finally, the non-
linear relation between the photodetector incident power and the output SIR is considered
and an iterative method to solve the nonlinear power control problem is proposed (Section
4.3). The details of these topics are covered in [P3], [P4], and [P5] respectively. The main
results are summarized in the following sections.

4.1 Optical Power Control: Optical Pre-amplified Star Net-
work [P3]

Consider the setup shown in Figure 4.1. Each user uses a Laser source modulated and
encoded by the supplied user data and a distinct prime code with prime number q. The
signal reaches the receiving end after power losses due to OCDMA encoders-decoders,
fiber lines, star coupler. We assume that the network nodes are randomly distributed over
an area centered at the star coupler and with a radius of Lmin 6 r 6 Lmax. The length of the
fiber connecting the j-th node to the i-th node through the star coupler can be represented
by,

Lij = Lrx
i + Ltx

j , for i, j = 1, 2, ..., K (4.1)

where, Lrx
i and Ltx

j are the i-th and j-th fiber length from the receiving and transmitting
nodes to the coupler respectively.

Optical preamplifiers are applied to compensate for the sever optical power loss. The Am-
plified Spontaneous Emission (ASE) noise of the optical amplifier for each polarization mode

Figure 4.1: An optical CDMA star network with K users.
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is given by [18],
Nsp = nsphfc(Gamp − 1)B0 (4.2)

where nsp is the spontaneous emission factor typically around 2-5, Gamp is the amplifier
gain, B0 is the optical bandwidth, h is Planck’s constant, and fc is the carrier frequency.

4.1.1 Centralized Optical Power Control: Noise-Free

The target carrier to interference power ratio (CIR) required to get a certain QoS as mea-
sured by the BER for user i is denoted by Γi, which can be different from user to user
and the corresponding SIR is denoted by γi. Let the transmitted optical power vector be
denoted by the k-dimensional column vector P = [P1, P2, ..., Pk]T . Then, optical power
control can be considered as an optimization problem by finding the vector P minimizing
the cost function [104],

J (P) = 1TP =
k∑

i=1

Pi (4.3)

Subject to the constraint,

Γi =
PiGii

k∑
j=1;j 6=i

PjGij

> Γmin (4.4)

and
0 6 Pi 6 Pmax;∀i = 1, ..., k (4.5)

where

1T = [1,...,1]
k = number of active users in the network
Gij = attenuation between transmitting node j and receiving node i including fibers, star
coupler and encoders splitting losses
Γmin = minimum target carrier to interference power ratio
Pmax = maximum transmit optical power

In (4.3) the CIR is at the input of the OCDMA decoder. Optical noise sources such as
background radiation can be neglected and only MAI is accounted for. Using matrix form
and rearranging terms in (4.4) the optimum power corresponding to the minimum CIR
satisfies,

[I− ΓminH]P = 0 (4.6)

where I is the identity matrix and H is a nonnegative matrix with elements,

Hij =

{
0 when i = j
Gij

Gii
when i 6= j

(4.7)

H is called the interference matrix because it quantifies the amount of interference experi-
enced by the desired user due to other users. From linear algebra, a solution to (4.6) exists
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only if 1/Γmin is an eigenvalue of H and its corresponding positive eigenvector P∗ will be
the optimum power vector. According to Perron-Frobenius theorem [105], there exists a
positive vector associated to the maximum eigenvalue of the nonnegative and irreducible
k×k matrix H. Therefore, using the CIR constraint in (4.4) the solution of the power control
is the eigenvector corresponding to the largest absolute eigenvalue |λmax| or the spectral
radius ρ (H) of the interference matrix H. Hence, the maximum achievable CIR (target CIR
satisfied by all nodes at the same time) is Γmax = 1/|λmax|.

When perfect power control is assumed then the received power from all users is equal
at the point of reception. Consequently, taking this into account in (4.4) the maximum
achievable CIR (MAI-limited and noise-free) in the optical star network is,

Γmax =
1

k − 1
(4.8)

Therefore, from (4.8) and Γmax = 1/|λmax|, the maximum eigenvalue of the k × k matrix
H is k − 1. Which also means that the spectral radius of H is equal to the number of
nodes connected to the network minus one, i.e., ρ (H) = k − 1. Furthermore, from (4.8) we
conclude that Γmax is limited only by the number of nodes and the network attenuation
plays no role in that respect. Assume for instance, that k1 nodes are switched off and the
other k − k1 active nodes power are not changed, then the Γmax will jump to 1

k−k1−1 .

4.1.2 Centralized Optical Power Control: ASE noise non-negligible

When ASE is much smaller than MAI, the SIR is the processing gain times the CIR. If the
ASE is non-negligible, the SIR constraint that account for the noise is used as,

γi =
Gampq

2PiGii

σ2Gamp

k∑
j=1;j 6=i

PjGij + 2Nsp

> γmin (4.9)

where the factor of 2 that multiplies the noise term Nsp accounts for the two optical polar-
ization modes and σ2 is the average variance of croscorrelation magnitude given in (2.17).
Rearranging terms we get the transmitted optical power for the i-th user,

Pi =
γiσ

2

q2

k∑

j=1;j 6=i

Pj
Gij

Gii
+

2γiNsp

q2GampGii
(4.10)

Equation (4.10) can be written more compactly by defining a scaled SIR and noise power
as,

Λi =
γiσ

2

q2
(4.11)

and
ui =

2γiNsp

q2GampGii
(4.12)
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Hence in matrix notations we have,

[I−ΛH]P > u (4.13)

where the matrix Λ is a diagonal matrix with (4.11) as its elements and reduces to a single
element if the target SIR of all nodes is the same. Hence, the optimum transmitted power
required by all users should be selected to satisfy,

P∗ = [I−ΛH] - 1 u (4.14)

Working at high laser power values is not preferable in optical networks due to restrictions
on light sources, fiber nonlinearities and safety requirements. Therefore, whenever a num-
ber of active users change their state to the OFF state, the SIR of the remaining active users
will increase and a reduction of the corresponding transmitted power according to (4.14)
is recommended to get back to the minimum SIR value. An important result of the above
analysis is that the SIR theoretical upper bound (MAI-limited and noise-free) in optical
CDMA star networks applying prime coding is given by,

γmax =
q2

σ2(k − 1)
. (4.15)

That is the theoretical upper bound is limited by the number of active users and the sup-
plied code correlation properties.

4.1.3 Centralized Optical Power Control: Network Partitioning

If the optical star network is partitioned into an access part (with j-th link attenuation of
gj) and a broadcast part (with i-th link attenuation of ĝi) as labeled on Figure 4.1. Then, for
the noise-free case we can state the following theorem,

Theorem 4.1 In a MAI-limited (noise-free) star coupled OCDMA network using temporal encod-
ing with code weight q and code cross-correlation variance σ2, the maximum achievable SIR at the
receiving nodes equals the maximum achievable CIR at the star coupler output times a processing
gain factor of q2/σ2, i.e., the fiber lengths after the star coupler play no role in optimum power
evaluation.

Proof 4.1 Using Gij = gj ĝi in (4.9) we have,

γi =
Gampq

2Pi

Gampσ2
K∑

j=1;j 6=i

Pj
gj

gi
+ 2Nsp

giĝi

> γmin (4.16)

Setting the noise term to zero, and noting that the CIR at the output of the access part of the network
is given by,

Γi =
Pigi

K∑
j=1;j 6=i

Pjgj

=
Pi

K∑
j=1;j 6=i

Pj
gj

gi

(4.17)

Therefore, The noise-free SIR at the receiving node can be set using the noise-free CIR at the output
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of the star coupler regardless of any attenuation that takes place after the coupler.
Furthermore, by using Gij = gj ĝi in (4.7) the interference matrix elements are given by,

Hij =
{

0 when i = j.
gj

gi
when i 6= j.

(4.18)

Therefore, it is clear that the fiber cables after the star coupler do not play a role in the MAI encoun-
tered by the receiving nodes. The proof is complete.

The result in Theorem 4.1 makes it easier to apply distributed power control algorithms as
demonstrated in the following.

4.1.4 Distributed Optical Power Control

The positive side of the centralized algorithm is that it provides the optimum power setting
which can be used as a framework to compare other techniques. On the other hand, the
main draw back of the centralized algorithm is the need for a central node with all infor-
mation (network wide) about the link gains and the status of each node. The central node
calculates and informs each node of its optimum transmission power. This has to be done
whenever a node is switched ON or OFF, or when the node pairing changes. A logical so-
lution is to look for distributed algorithms that use only local information (Estimated CIR
or SIR and current power level). The optical power for the i-th node is updated according
to,

Pi(n + 1) = Ψ(Pi(n),Γi(n)) (4.19)

where Ψ(.) is called the inference function. Many techniques applied to wireless links can
be applied directly to the optical regime with only a possible difference of how the CIR is
estimated. Some of these techniques are listed in [P3, table 1]. In all listed algorithms an
estimate of the CIR is required. We propose two methods, the first one can be classified as
a semi-distributed method. In this approach, the total received power Prx(n) (signal plus
interference) at the desired node is measured (before OCDMA decoder) and sent back over
a feedback channel. The sending node i then uses the following formula to estimate the
CIR,

Γ̃i(n) =
Pi(n)Gii

Prx(n)− Pi(n)Gii
(4.20)

Since Gii is needed therefore the power control algorithm will not be fully distributed.

In the second technique the CIR is estimated, keeping in mind network partitioning and
Theorem 4.1, using,

Γ̃i(n) =
Pi(n)gi

Pstar(n)− Pi(n)gi
(4.21)

where Pstar(n) =
∑K

j=1 Pj(n)gj . Therefore, unlike the first method where the total received
power at each node is sent back to transmitting nodes, only a single quantity which is the
total optical power at the output of the star coupler is reported to all transmitting nodes
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Figure 4.2: Number of supported nodes satisfying the target SIR in a Prime coded network with and without
power control. Prime number of 31.

and used in CIR estimation. Hence, the proposed technique in (4.21) is only dependent on
local information and the power control algorithms using it will be fully distributed.

Finally, simulation results are given in [P3] to validate our theoretical findings. Figure 4.2
shows a reproduction of the system capacity in terms of number of supported node with or
without power control and a significant gain can be noticed. This figure was generated by
increasing the size of the network from 1 to 31 for each target SIR value and calculating the
size of the network in which all of its nodes can support the target SIR. Therefore, for high
target SIR values (> 35 dB) the two cases approach the smallest possible network size with
a single user. For target SIR values smaller than 15 dB all users can be supported by both
scenarios. But still in the power controlled case lower power values is needed as compared
to the non power controlled case were the users transmit at their maximum power.

4.2 Optical Power Control for Multirate Data Traffic [P4]

To adopt the prime code for multi-rate communication, the chip duration is assumed to be
fixed and the bit width is changed by a multiple integer of chips. The network supports
M -QoS classes and each class has qi codes generated according to (2.16). And the length
of the prime signature sequence of the i-th user is related to the bit and chip durations
by q2

i = Ti/Tc, where Ti is the data bit period of the i-th user and Tc is the chip period.
Therefore, nodes with larger qi correspond to lower data rates that map to a higher SIR in
case of back-to-back equal power scenario. The average variance of the cross-correlation
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magnitude between the i-th and the j-th prime signature sequences is denoted by σ2
ij and

tabulated in [P4, Table 1] for several primes, noting that σ2
ji ' σ2

ij . It is clear also that for
j = i ± 1 the value of σ2

ij will be significant, consequently the correlation properties of
the multirate code will be poor. In this work we concentrate mainly on applying power
control concepts to enhance system performance, hence, we adopt the simple multirate
coding scheme described above. For more advanced and complex optical prime codes
with favorable correlation properties and supporting multimedia traffic see [106].

The use of power control in Section 4.1 for single data rate traffic can be extended to the
multirate traffic case. Using,

Hij =

{
0 if i = j

σ2
ijGij

Gii
if i 6= j

(4.22)

and Λ whose elements are,
Λi =

γi

q2
i

(4.23)

The value of Λi is set by γi and q2
i therefore it contains information about the SIR and data

rate requirements and can be considered as an indicator of the QoS level. For a single QoS,
Λ matrix is reduced to a single element. Likewise, the elements of the scaled noise vector
u are given by,

ui =
Λi

GampGii
σ2

n,i (4.24)

Then, the optimum power can be evaluated using (4.14).

4.2.1 Spectral Radius Analysis

In a K-node star network where each node can select its rate from a set of Q values and its
target SIR from a set of S values, there are QKSK possible SIR-rate combinations. For any
combination, the matrix [I−ΛH] in (4.14) is invertible and positive if,

ρ(ΛH) < 1 (4.25)

If ρ(ΛH) ≥ 1 then the system is called infeasible which means that some or all nodes
will never be able to achieve their target SIR. In this case one should relax the system QoS
requirements to make it feasible by either reducing the target QoS of some nodes, or one
or more nodes could be switched off.

To quantify the feasibility of the power control problem solution we investigate the spectral
radius in probabilistic terms. Based on extensive numerical simulations, the spectral radius
could be modeled as a truncated Gaussian distribution. The mean and variance of this
random variable are denoted by E[ρ(ΛH)] and Var[ρ(ΛH)] respectively. Therefore, the
probability of feasibility can be evaluated by integrating the truncated Gaussian random
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Figure 4.3: Estimated and theoretical PDF of ρ(ΛH).

variable from −∞ to 1. Hence, the probability of feasible network is,

P [ρ(ΛH) < 1] = 1−Q

(
1− E[ρ(ΛH)]√

Var[ρ(ΛH)]

)
(4.26)

where Q(x) is the integral of the normalized Gaussian function from x to infinity. A scal-
ing factor of the truncated Gaussian (equals 1/Q(−E[ρ(ΛH)]/Var[ρ(ΛH)])) is neglected
because it is approximately unity for E[ρ(ΛH)]/Var[ρ(ΛH)] > 5. For typical values used in
[P4] we have E[ρ(ΛH)]/Var[ρ(ΛH)] À 5 .

As an example we simulated an optical network with the following parameters. We gen-
erated 5000 network realizations and in each realization each user can select its rate, SIR,
fiber lengths combination from q = {23, 31, 37}, 50 to 100, and 2 to 50 km; respectively. For
each realization we evaluate ρ(ΛH). Also, the mean and variance of the spectral radius
is evaluated and their ratio is E[ρ(ΛH)]/Var[ρ(ΛH)] = 259 which means that the scaling
factor of the truncated gaussian can be neglected. Then a histogram of the result is plotted
along with theoretically calculated PDF and a clear agreement is shown in Figure 4.3.

Since there is no closed form expression for the spectral radius ρ(ΛH) in (4.26) in terms
of the marginal spectral radiuses of H and Λ, therefore, we consider its upper and lower
bounds as,

ρ(H)min (Λ) ≤ ρ(ΛH) ≤ ρ(H)max (Λ) (4.27)

Using (4.22) and σ2 = E{σ2
ij}, the spectral radius of H is equal to ρ (H) = σ2(K−1). Then,
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Figure 4.4: Rate-Reduction algorithm.

remembering (4.23) we can write,

σ2(K − 1)
γmin

q2
max

≤ ρ(ΛH) ≤ σ2(K − 1)
γmax

q2
min

(4.28)

where γmin, γmax, q2
min and q2

max are the minimum target SIR, maximum target SIR, min-
imum code length (proportional to maximum rate), and maximum code length (propor-
tional to minimum rate), respectively. Consequently, the designed network QoS is guaran-
teed if the maximum allowable SIR and the minimum code length are selected to satisfy,

γmax <
q2
min

σ2(K − 1)
(4.29)

4.2.2 Rate reduction algorithm

If the condition in (4.29) is met, then the QoS of all users will be satisfied. This leads to
inefficient usage of network resources since the upper bound is far from the actual values of
the spectral radius. Hence, we consider the case when the guaranteed feasibility condition
(4.25) is violated and study the CDF of the relating spectral radius for the various QoS
levels. Under certain QoS requirements the network will be in the outage condition, i.e.,
the spectral radius is greater than one and the target QoSs cannot be met using power
control. Therefore, we apply a removal algorithm to improve system feasibility. Instead
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Figure 4.5: CDF of spectral radius with different RRs.

of switching off some nodes completely we propose a removal algorithm that keeps all
the nodes on but with reduced data rate. We call this algorithm as the Rate Reduction
(RR) algorithm. The RR algorithm can be categorized according to the number of nodes k

subject to reducing their rate as k−RR. Therefore, 1-RR means that only one node is subject
to rate reduction, 2-RR refers to rate reduction in two nodes, and so on. We use an indicator
variable to select the candidate nodes subject to k-RR as,

Ii =
Λi

Ltx
i

(4.30)

Therefore, the indicator variable is maximum for nodes with the highest QoS requirement
and shortest fibers from the star coupler, since these nodes are expected to cause the high-
est interference in the network. If the rate of the nodes with the highest indicators are
reduced, then the upper bound in (4.28) decreases. Consequently, the mean and variance
of the truncated Gaussian spectral radius will be decreased leading to increased probabil-
ity of feasibility according to (4.26). A flowchart of the proposed technique is shown in
Figure 4.4. The main disadvantage of the proposed k-RR algorithm is that it is a central-
ized algorithm. Finally, a numerical simulation of the proposed technique was conducted

in [P4] and reproduced here for quick referencing. We generated 104 network realizations
from which we calculated the CDF of the spectral radius for the Rate Reduction Algorithm.
For the applied network parameters, the mean and variance of the network spectral radius
are found to be 0.98 and .0036 respectively. Using (4.26) then it is found that, when no RR
is applied, around 62% of the time the QoS network requirements can be fulfilled. The
same can be deduced from Fig. 4.5 which indicates the validity of the truncated Gaussian



50 CHAPTER 4. OPTICAL POWER CONTROL

assumption. The network feasibility is increased to around 87%, 97%, and 99% using the 1-
RR, 2-RR and 3-RR, respectively. Hence, by using a 3-RR algorithm one can find a feasible
network for 99 % of the time.

4.3 Optical Nonlinear Power Control (ONPC) [P5]

The work in previous sections assumes the use of optical preamplifiers with the ASE as
the noise source and neglecting the effect of photodetection. In this section we consider
the effect of the photodetection nonlinearity on the power control solution without optical
preamplifiers. We relate the SIR after the photodetector to the incident optical power due to
the desired and MAI signals. Then we seek to solve for the optimum transmit power setting
that result in satisfying the required target SIR values. In this case we have two major
differences compared to the conventional power control. First, the SIR value is related to
the square of the users’ transmit power. Consequently, linear solution to the problem can
not be applied and an iterative method is proposed. Second, the photodetector shot noise
creates a self interference term which is not considered in the conventional power control
as part of the MAI. Therefore, increasing the transmit power of any user is not always
beneficial for selfish users.

The noise at the photodetector output is given by,

Ni = σ2
t + σ2

s,i (4.31)

where σ2
t is the thermal noise power given by,

σ2
t =

4kBT

RL
FnB (4.32)

and σ2
s,i is the shot noise power given by,

σ2
s,i = 2e<BPr,i (4.33)

where B[Hz] is the receiver noise equivalent bandwidth. In (4.32) and (4.33), e denotes the
electron’s charge, and kB is the Boltezmann′s constant. We assume some typical parame-
ters for the noise figure of Fn to 3 [dB], temperature to T= 300o[K], the load resistance RL to
100 Ω, and photodiode’s responsitivity < to 1.25 [A/W]. Hence, the Signal to Interference
Ratio (SIR) at the photodetector output can be defined as,

γi =

(<W 2PiGii

)2

<2α2

(
∑
j 6=i

PjGij

)2

+ Ni

(4.34)

Then, expanding (4.34) using (4.32) and (4.33) and defining Ii =
∑
j 6=i

PjGij as the MAI and
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µ = 2e<B we get,

γi =

(<W 2PiGii

)2

<2α2I2
i + µαIi + µW 2PiGii + σ2

t

(4.35)

It can be seen that the SIR depends inversely on the square of MAI (first term in the de-
nominator) due to the nonlinearity in the detection process. Similarly, the SIR depends
inversely on the linear summation of optical power from all users due to the shot noise
term; therefore, each user will suffer a self interference which will be high for short range
(Gii in the denominator is large) low data rate nodes if no power control is applied. In [P5]
we solved (4.35) and the power update procedure is found to be,

Pi = Γi

(
1 +

√
1 + λi

)
(4.36)

where,
Γi =

µγi

2<2W 2Gii
, (4.37)

and,

λi =
4

µ2γi

[<4α2I2
i + µ<2αIi + <2σ2

t

]
(4.38)

= K1I
2
i + K2Ii + K3 (4.39)

From (4.36) it is clear that the power update for the i-th user depends on the power level
of all other users, i.e., on the MAI. Therefore, we can write (4.36) as a set of nonlinear
equations as,

Pi = fi(P), i = 1, 2, ..., K (4.40)

where P = [P1, P2, · · · , PK ]T is the transmitted power vector. The power control is defined
in this setup by a set of second order equations. The convergence analysis of this algorithm
is given in the next section.

4.3.1 Convergence Analysis of the ONPC Algorithm

Equation (4.40) is in form of fixed point iteration, and the optimum power control values
can be found iteratively as,

Pi (t + 1) = fi (P (t)) , ∀i = 1, · · · ,K (4.41)

or in a vector form,
P (t + 1) = F (P (t)) , (4.42)

where
F (P (t)) = [f1 (P (t)) , · · · , fN (P (t))]′

The convergence of the iterative power control algorithm is investigated in light of the-
ory of standard interference function [107]. The interference function F(•) is called stan-
dard when the following properties are satisfied for all the components of the nonnegative
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power vector P :

• Positivity: F (P) > 0;

• Monotonicity: if P ≥ V then F (P) ≥ F (V ) > 0;

• Scalability: for all ε > 1, εF (P) > F (εP).

The following theorems are valid for the Standard Interference Functions [107]:

Theorem 4.2 If the standard power control algorithm has a fixed point, then that fixed point is
unique.

Proof 4.2 See [107].

Theorem 4.3 If F(P) is feasible, then for any initial power vector P(0), the standard power control
algorithm converges to a unique fixed point P∗.

Proof 4.3 See [107].

Theorem 4.4 If F(P) is feasible, then from any initial power vector P(0), the asynchronous stan-
dard power control algorithm converges to a unique fixed point P∗.

Proof 4.4 See [107].

Based on the previous theorems we can introduce the following proposition:

Proposition 4.1 For any P(0), the ONPC algorithm (4.36)-(4.40) will always converge to a unique
fixed point P∗.

Proof 4.5 We will prove that the ONPC algorithm is a standard power control algorithm. We start
with the following observations

(a) Ii(P) =
∑
j 6=i

PjGij ≥ 0.

(b) If P ≥ V, then Ii(P) ≥ Ii(V).

(c) For any real scalar ε, Ii(εP) =
∑
j 6=i

εPjGij = εIi(P).

Then,

1. Positivity: P > 0, F (P) > 0

fi (P) = Γi

(
1 +

√
1 + K1I2

i + K2Ii + K3

)
,

∵ Γi > 0, K1 > 0, K2 > 0, K3 > 0, and from (a) Ii (P) > 0
then fi (P) > 0 ∀i

2. Monotonicity: Let P > V > 0,
Let P = V + B ⇒ fi (P) = Γi

(
1 +

√
1 + K1I2

i (P) + K2Ii (P) + K3

)

= Γi

(
1 +

√
1 + K1I2

i (V + B) + K2Ii (V + B) + K3

)

I2
i (V + B) > I2

i (V) + I2
i (B)
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⇒ fi (P) > Γi

(
1 +

√
1 + K1I2

i (V) + K1I2
i (B) + K2Ii (V) + K2Ii (B) + K3

)

since Ii (B) > 0,
fi (P) > Γi

(
1 +

√
1 + K1I2

i (V) + K1I2
i (B) + K2Ii (V) + K2Ii (B) + K3

)
>

Γi

(
1 +

√
1 + K1I2

i (V) + K2Ii (V) + K3

)
= fi (V)∀i

3. Scalability: Let ε is scalar and greater than one (ε > 1):

εfi (P) = εΓi

(
1 +

√
1 + K1I2

i (P) + K2Ii (P) + K3

)

= εΓi + Γi

√
ε2 + ε2K1I2

i (P) + ε2K2Ii (P) + ε2K3

> Γi + Γi

√
ε2 + ε2K1I2

i (P) + ε2K2Ii (P) + ε2K3

> Γi + Γi

√
1 + ε2K1I2

i (P) + εK2Ii (P) + K3 = fi (εP) ∀i
Therefore, the ONPC algorithm is a standard interference function and will converge to a unique
point.

4.3.2 ONPC Feasibility

According to Proposition 4.1, the ONPC converges to a unique solution but it is not clear
if that unique point satisfies the target SIR requirements, i.e., if there is a feasible solution.
The solution feasibility for the iterative procedure in (4.41) can be analyzed using the D
matrix defined as [104],

D = [dij ] =
[

∂fi

∂Pj

]
(4.43)

Then using (4.36)-(4.39), and the chain rule we get,

dij =

{
0

1
2Γi (2K1Ii + K2) (1 + λi)

−1/2 Gij

if i = j

if i 6= j
(4.44)

It is well known that, [108], if the spectral radius of the matrix D is less than one, i.e.,
ρ (D) < 1, then the map in (4.41) is a contracting map and therefore converges to a fixed
point. Note that the elements of the D matrix in (4.44) are not fixed, but they depend on
the level of the MAI.

Proposition 4.2 If the solution of the ONPC algorithm is feasible, then, for lower levels of MAI
the ONPC converges to the solution faster.

Proof 4.6 Since for any positive power vector the MAI is also positive and since for any two power
vectors such that P1 > P2 we have the corresponding two MAI interference vectors I1 > I2 where
P1,P2, I ∈ <N . Hence, using (4.44) we have D1 > D2. Furthermore, since for any positive
matrices such that D1 > D2 we have ρ (D1) > ρ (D2) and since the speed of convergence is higher
for lower spectral radiuses, then the proof is complete.

Simulation results of the ONPC can be found in [P5]. In Figure 4.6 an alternative is shown
where a target SIR is changed continuously and the actual SIR is plotted for the far-node
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and close-node. It is clear that the algorithm converges to a fixed point but in some cases
(time epoch 40 to 78) when the target SIR is higher than the maximum achievable, therefore,
the spectral radius of the D matrix is higher than one an the solution is infeasible.
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Figure 4.6: Target and actual SIR variations of the far and close nodes.



Chapter 5

Conclusions

5.1 Thesis results

In this thesis three main topics related to optical CDMA were covered. Firstly, OOCs are
extended to support multirate traffic data and also polarization domain is used to double
the number of supported users. Secondly, power control is investigated to overcome the
MAI induced near-far effect. Thirdly, polarization-encoding is proposed as a new method
of optical CDMA.

The mark position difference set approach was used to generate multiclass-OOCs, polarized-
OOC, and multiclass-polarized-OOCs. This approach is flexible and gives a simplified way
of upper bounding the number of codes in the code set. The mark position difference ap-
proach simplifies the generation of OOC code sets with arbitrary length and weight that
satisfying the desired correlation properties. This is beneficial in systems supporting mul-
timedia applications with different data rates and quality of service. Codes with higher
weight give better quality of service, while longer codes support lower data rates. Fur-
thermore, the binomially distributed interference was approximated by Poisson variable
which significantly simplified BER evaluation for the multiclass code with acceptable ac-
curacy. Since the number of codes in conventional OOCs is small, the Polarized-OOC was
proposed. The Polarized-OOC is the same as the OOC with added optical polarizers and
polarization rotators in the branches of the parallel optical delay line encoder. Each mark
position in the Polarized-OOC is polarization rotated to two orthogonal states. This ap-
proach doubles the upper bound on the OOC code cardinality. The important feature is
that only slow polarization control at the receiver is needed. On the other hand, random
polarization drifts during transmission through the optical fiber is expected to have mini-
mal effect, as these drifts will be common to all chips in the coded data.

Optical CDMA is an interference limited system, thus, measure should be taken to reduce
the effect of the MAI. In optical star networks the variance of the user distances from the
star coupler can be significant causing the close users to overpower the far users. Also,

55
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lower rate users with higher code weights will have higher processing gains. Power control
was proposed to balance the power for all users in such a way that the SIR at each node
is equal. The well-known centralized power control algorithm was considered for optical
star networks using prime codes. To simplify, only the fiber attenuation was considered.
Dispersion and non-linear effects were neglected. It has been shown that by using the
optimum transmit power levels, the quality of service of the users could be made equal.
Also it has been shown that, in the noiseless case, the only parameters needed to find the
optimum power are the fiber attenuations from the transmitting nodes to the coupler.

By relating the output SIR to the received optical power the SIR will depend nonlinearly on
the MAI. Based on this observation the use of a nonlinear iterative power control algorithm
was proposed. Convergence analysis also was given and the visibility of solution was
investigated. The case of multiclass traffic was also considered under the power control
theme. We proposed the use of an algorithm to enhance the feasibility of the power control
solution. The algorithm is based on reducing the rate of the nodes with the highest effect
on the network.

The use of the SOP for OCDMA networks is proposed and investigated briefly in this
work. The SOP of the optical beam is alternated between two orthogonal SOPs according
to a given code. We used simulations to demonstrate the effectiveness of the proposed
technique.

5.2 Future Work

The author feels that more work is needed on many areas to make possible the production
of commercial and cost effective OCDMA systems. On the coding topic, intelligent code
design and construction that reduce or eliminate the effect of MAI and can support higher
number of users is still an open area. Multi-dimensional codes that use wavelength and
time dimensions can be considered to increase the throughput of optical systems. On the
other hand, efficient and cost effective optical CDMA encoders and decoders are needed.
Integrated optics can be considered to provide the required efficiency. The availability of
such devices will significantly enhance the performance of OCDMA and make it more
competitive with the well-developed WDM systems.

Existing OCDMA schemes suffer from several disadvantages such as, the required fast op-
tical pulse generation in temporal OCDMA to allow the accommodation of more users,
the requirement of high number of multi-wavelength transmitters and susceptibility to
wavelength-dependent impairments in frequency-hopping OCDMA, the high multi-user
interference effects in spectral encoding OCDMA. On the other hand, two-dimensional
incoherent OCDMA is being widely studied due to its robust performance, flexibility of
bandwidth provisioning, and use of standard commercial-off-the-shelf technologies. In
addition, it shows a high degree of robustness to amplification and transmission effects
in fiber since the codes are not phase sensitive. A future study is required that combine
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short code length temporal OCDMA, spectral (phase or amplitude) encoding OCDMA,
wavelength, and/or polarization spreading to generate a multidimensional OCDMA sig-
nal with expected favorable performance. It is expected that the system capacity in terms
of number of simultaneous users will be enhanced. Furthermore, the data rate of each
individual user could be increased giving rise to increased total system throughput and
spectral efficiency. Joining the different OCDMA schemes will require the design of new
codes keeping in mind the limitations of each scheme.

The effect of optical fiber channel impairments such as, dispersion, non-linear interactions
need to be quantified for accurate judgment of the link performance. Noise mechanisms,
such as thermal noise and shot noise should be considered for long fiber spans. On the
other hand, the dominating effect of multi-user interference should be characterized. Solu-
tions such as the use optical multi-user detectors, optical power control can also be consid-
ered.
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