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In this work epitaxial growth and in situ characterisation of dilute nitride quantum well (QW) structures are
studied. Dilute nitrides are III-V compound semiconductors with low (typically < 5%) composition of nitrogen
in the lattice. Metal organic vapor phase epitaxial (MOVPE)system was used to grow the structures and in
situ reflectance monitoring in normal incidence at a wavelength of 635 nm was utilised to study the growth
process of the structures. Ex situ characterisation was performed by x-ray diffractometry and photoluminescence
measurements.

The nitrogen content of (In)GaAsN was found to depend on manyMOVPE growth parameters. Increased ni-
trogen content was obtained with decreasing growth temperature, increasing DMHy/V and TBAs/III ratios and
when nitrogen (N2) was used as a carrier gas instead of hydrogen (H2).

In situ reflectance data was measured during growth of GaAsN/GaAs, InGaAs/GaAs and InGaAsN/GaAs multi
quantum well (MQW) structures. The reflectance curve was observed to be different when MQW structures with
different compositions were grown. The reflectance data wasanalysed by an experimental method utilising the
dependence of the reflectance change observed during growthof the QW on the QW composition. Additionally,
reflectance curves for multi layer stacks were calculated and the measured curves were compared to the calcu-
lated ones. With both methods the sample composition can be determinedin situ if the growth rates of the layers
are known.

In the process of comparing calculated and measured reflectance curves, the high temperature complex refractive
indices of the various QW materials were obtained. The imaginary part of the complex refractive index of
(In)GaAsN was found to be linearly dependent on the nitrogencontent, as well as both real and imaginary parts
of the complex refractive index of InGaAs depended linearlyon the indium content. However, changing the
nitrogen content did not change the real part of the complex refractive index of (In)GaAsN.

The in situ analysis methods of MQW structures developed in this work can be used to obtain information about
the growth process as well as about the materials themselves.
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Tässä väitöstyössä tutkittiin typpeä sisältävien kvanttikaivorakenteiden epitaktista valmistusta ja karakterisoin-
tia in situ. Rakenteet valmistettiin käyttäen metallo-orgaanista kaasufaasiepitaksiaa (engl. metal organic va-
por phase epitaxy, MOVPE) ja valmistuksenaikainen tarkkailu toteutettiin MOVPE-laitteeseen kytketyllä koh-
tisuoran heijastuksen mittauslaitteistolla käyttäen 635nm aallonpituutta. Valmistuksen jälkeisessä rakenteiden
karakterisoinnissa käytettiin röntgendiffraktio- ja fotoluminesenssimittauksia.

Monien valmistusparametrien havaittiin vaikuttavan näytteiden typpipitoisuuteen MOVPE-prosessin aikana.
Matalassa lämpötilassa valmistettujen näytteiden typpipitoisuus havaittiin suuremmaksi kuin korkeassa lämpöti-
lassa valmistettujen näytteiden. Samaten DMHy/V-suhteensuurentaminen ja TBAs/III-suhteen suurentaminen
kasvattivat typpipitoisuutta. Typpipitoisuuden havaittiin olevan suurempi näytteissä, joiden valmistuksessa oli
käytetty typpeä (N2) kantajakaasuna vedyn (H2) sijaan.

GaAsN/GaAs, InGaAs/GaAs ja InGaAsN/GaAs monikvanttikaivorakenteiden (engl. multi quantum well,
MQW) valmistusta tarkkailtiin heijastusmittauksin. Heijastuskäyrän havaittiin muuttuvan näytteiden koostu-
muksen muuttuessa. Heijastusdata analysoitiin käyttämällä kokeellista menetelmää, joka hyödyntää kvant-
tikaivon valmistuksenaikaisen heijastusmuutoksen ja kaivon koostumuksen välistä yhteyttä. Tämän lisäksi usean
kerroksen rakenteille laskettiin heijastuskäyriä ja verrattiin niitä mitattuihin käyriin. Molemmilla metodeilla
voidaan määrittää kvanttikaivon koostumus, mikäli kerrosten kasvunopeudet tunnetaan.

Laskettuja ja mitattuja heijastuskäyriä vertailemalla saatiin selvitettyä kvanttikaivomateriaalien kompleksiset
taitekertoimet valmistuslämpötilassa. (In)GaAsN:n kompleksisen taitekertoimen imaginaariosan havaittiin
muuttuvan lineaarisesti typpipitoisuuden funktiona, kuten myös InGaAs:n kompleksisen taitekertoimen reaali- ja
imaginaariosat riippuivat lineaarisesti indiumpitoisuudesta. Typpipitoisuuden muutoksen ei kuitenkaan havaittu
vaikuttavan (In)GaAsN:n reaaliosaan.

Tässä työssä kehitetyillä MQW-rakenteiden in situ -karakterisointimenetelmillä voidaan saada tietoa valmistus-
prosessista sekä valmistettavasta materiaalista itsestään.
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I O. Reentilä, M. Mattila, M. Sopanen, and H. Lipsanen, Nitrogen content
of GaAsN quantum wells by in-situ monitoring during MOVPE growth,
Journal of Crystal Growth 290 345–349 (2006)
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1 Introduction

Optoelectronics is a research field, which deals with the interaction of light and the
electronic structure of materials. Typical optoelectronic components can generate
light out of electricity, like semiconductor lasers and light emitting diodes (LEDs),
or vice versa, electric current from light input, like solar cells and optical detectors.
These days applications of optoelectronic components as such or as a part of larger
systems can be found from a variety of technogical sectors.

Traditional semiconductor components, such as edge emitting lasers and LEDs, con-
sist of thick bulk layers fabricated on top of each other. Typical fabrication methods
are liquid phase epitaxy (LPE), metal organic vapour phase epitaxy (MOVPE) and
molecular beam epitaxy (MBE). However, modern semiconductor components tend
to take full advantage of the possibilities of low dimensional structures. The fab-
rication of such structures is complicated and dedicated fabrication processes need
to be applied. MOVPE and MBE systems can be used to fabricate quantum dots,
quantum wires and quantum wells (QWs) as well as bulk layers of semiconduc-
tors. As the growth processes get more complicated, the demand of accuracy is
also increasing. This requires the development of advanced in situ characterisation
techniques.

In the recent decades in situ monitoring of the epitaxial growth processes has proven
to be a useful tool to improve the quality and yield of the growth process [1]. In
MBE systems the in situ monitoring is often realised with the reflection high en-
ergy electron diffraction (RHEED) method, which cannot be applied to MOVPE
processes because RHEED operates only in vacuum. However, MOVPE growth
of III-V semiconductors can be monitored using several different optical monitor-
ing techniques. Such methods are for example reflectance anisotropy spectroscopy
(RAS), ellipsometric spectroscopy (ES) and reflectance measurements.

This study concentrates on the reflectance in situ monitoring of MOVPE growth.
Typically, in situ reflectance monitoring has been applied to growth of either a GaN
related material or a bulk III-V semiconductor structure. In order to grow GaN
related materials, the information provided by in situ monitoring is crucial because
of the rather complicated growth procedure of GaN on sapphire substrates [2]. In
situ monitoring of Bragg mirror structures has also proven to be very useful in
order to maximise the reflectance of the mirror by means of measuring the layer
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thicknesses in situ [3, 4]. The thicknesses or high temperature optical constants of
thick layers other than binary alloys, for example AlGaAs, InAlAs, InGaAsP and
AlGaInP can be measured easily using in situ reflectometry [5–7]. In addition, by
choosing a suitable wavelength, even the reflectance of the mirror at its operational
wavelength can be measured [8].

The optical in situ monitoring of QW growth has not been studied extensively to
date. Reports of Lum et al. [9], Zorn et al. [10] and Wolfram et al. [11] show
that growth of thin QW layers can be resolved if the monitoring wavelength is
chosen correctly. However, despite the fact that the growth regions of QWs can be
distinguished, an in situ study of the properties of the QWs has not been performed.

QWs are used as the active part of several components, for example, vertical cavity
surface emitting lasers (VCSELs) and semiconductor saturable absorber mirrors
(SESAMs). For components operating at optical telecommunication wavelengths
1300 nm and 1550 nm a material with a suitable bandgap is required. Such a
bandgap can be realised with InP based materials. Also alloy semiconductors, which
contain a low concentration of nitrogen, i.e., dilute nitrides, have been proposed as
candidates for active material of components operating at 1300 nm and 1550 nm [12].
Therefore, dilute nitrides have been studied extensively over the past decade, see
Ref. 13 and references therein. The main advantage of the dilute nitride InGaAsN
over InP based materials is the possibility to grow it directly on a GaAs substrate
and, thus, utilise GaAs processing technology and GaAs based Bragg reflectors.

It is clear from the dilute nitride studies that the fabrication conditions of dilute
nitrides tend to differ from the epitaxial processes used to grow many other materials
and that the growth conditions for dilute nitrides have to be carefully optimised
for nitrogen incorporation. Using in situ monitoring equipment helps to optimise
the growth conditions but it also provides information about the material. The
information obtained during growth can be of such nature, that it is challenging to
achieve by ex situ measurements. Additionally, for component fabrication the in
situ monitoring of the QWs within the component structure might be the simplest
way to study the thin layers in detail, because after growth the measurement of such
a complicated structure is difficult.

This thesis discusses the in situ reflectance measurements of (In)GaAs(N) MQW
structures with various compositions. The possibility to determine the QW com-
position in situ has been studied. First an experimental method, called the slope
method, was developed. It utilises the relation between the sample composition
and the reflectance change observed during growth of the first QW of the struc-
ture. To further improve the analysis process of the in situ reflectance data, matrix
method was used to calculate theoretical reflectance curves for MQW structures.
The theoretical curves were compared to the measured data and as a result the
high temperature complex refractive index of the QW material was obtained as a
function of the composition. When the complex refractive indices and the growth
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rates of all the layers are known at the growth temperature, the layer compositions
for the MQW structure can be resolved in situ.

The structure of the overview of this thesis is as follows. Chapter 2 gives a short
introduction into alloy semiconductors and into dilute nitrides as a material group.
Chapter 3 outlines the fabrication and characterisation techniques used. Chapter
4 discusses MOVPE growth of dilute nitrides and summarises the growth process
optimisation results from publications I, II, III and VI. Chapter 5 introduces the
matrix model utilised to analyse the in situ data. The analysis performed on the in
situ data is discussed in Chapter 6. Section 6.1 describes the results obtained using
the slope method and summarises the in situ results of publications I, II and III,
whereas Section 6.2 presents the results obtained by the application of the matrix
method from publications IV and V. Finally, Chapter 7 summarises the main results
of this thesis.



2 Dilute nitrides

This chapter gives a brief introduction into compound semiconductors and dilute
nitrides. First, Section 2.1 introduces compound semiconductors and some basic
concepts relevant for this thesis. In Section 2.2 the effect of nitrogen on the bandgap
of dilute nitrides is discussed, and in Section 2.3 an insight into issues related to
material quality is given. Finally, Section 2.4 discusses the applications and future
possibilities of dilute nitrides.

2.1 Compound semiconductors

Materials can be divided into metals, semiconductors and insulator on the grounds
of their electrical conductivity. The electrical conductivity is determined by the
existence and the width of the bandgap in the material. The bandgap divides the
band structure into separate conduction and valence bands. Only the electrons lying
in the conduction band and the holes in the valence band can move and, thus, con-
duct current. Because of that they are called charge carriers. Metals do not have a
bandgap and, thus, all the free outer shell electrons can carry current. In insulators
the bandgap is so wide that only an insignificant concentration of electrons is ther-
mally activated at room temperature. In semiconductors the bandgap is between
these two cases and a considerable concentration of electrons can be excited to the
conduction band by thermal energy at room temperature. The excitation of an elec-
tron leaves also a vacancy called a hole in the valence band. Because the bandgap
determines many properties of the semiconductor, for example its operational wave-
length and its ability to handle high voltage, it is a very crucial parameter when
semiconductors are considered.

Semiconductors can be divided into elemental semiconductors and compound semi-
conductors. Elemental semiconductors are materials, which have atoms of only one
element, for example, germanium and silicon. Compound semiconductors, on the
other hand, are materials, which have a combination of atoms from two or more
different groups of the periodic table in one lattice, for example GaAs (from groups
III and V) and ZnSe (from groups II and VI).

Compound semiconductors can be used to form alloys of more than two components.

4
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Materials having three components are called ternary alloys and materials with four
components are quaternary alloys. Examples of such alloys are AlGaAs (from groups
III, III and V) and InGaAsN (III-III-V-V). Alloying materials is easiest when the
sizes and the electronegativities of the atoms from the same elemental group are
close to each other, as for example is the case for AlGaAs.

The characteristics of the ternary and quaternary semiconductor alloys are usually
determined by the composition of the material. Furthermore, the characteristics are
typically changing smoothly as a function of the composition if any critical points,
such as a transition from direct to indirect bandgap, are not present. For example,
the lattice constant of the ternary alloy is described by Vegard’s law, which is a linear
approximation between the lattice constants of the constituting binary compounds
of the ternary alloy. However, the bandgap energy of a ternary alloy AxB1−xC can
be written

Eg,ABC = x · Eg,AC + (x − 1) · Eg,BC − x(1 − x)bABC (2.1)

where x is the proportion of element A in ABC, Eg,AC and Eg,BC are the bandgaps
of the binary alloys AC and BC and bABC is the bowing parameter. The bowing
parameter describes the deviation of the bandgap energy from the linear approxima-
tion. Calculation of the bandgap of a typical quaternary alloy is usually performed
using a numerical expression individual to each alloy.

Modern semiconductor technology enables fabrication of complicated materials in
complicated structures. Heterostructures are systems where two or more different
materials are grown on each other, for example InGaAs on GaAs. In an ideal
heteroepitaxial growth process the single crystalline layer copies the substrate lattice
constant in the surface plane. This is a very unique phenomenon and separates
epitaxial processes from other thin film deposition methods. The thickness of the
epitaxial layer can be varied from a few nanometers to micrometers depending on
the material combination and the growth method.

Some epitaxial methods are well suitable for fabricating nanoscale semiconductor
structures like, for example, quantum wells (QWs). Quantum wells are technologi-
cally interesting due to their large potential in many applications. QW is a structure
where a thin layer of material with a small bandgap is sandwiched between a large
bandgap material. The QW needs to be thin enough so that the electronic states of
the carriers are quantised in the direction perpendicular to the QW plane.

Dilute nitrides are III-V semiconductor alloy materials, which contain a small con-
centration of nitrogen. Dilute nitrides differ somewhat from the typical III-V semi-
conductors by their properties and behaviour. This is caused by the large difference
in the electronegativity and size between nitrogen and the other group V atoms used
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in compound semiconductors (usually arsenic or phosphorus). Typically, the host
material into which nitrogen is incorporated is GaAs or InGaAs leading to dilute
nitride alloys GaAsN and InGaAsN. However, also studies of GaPN [13–15], InPN
[16], AlGaAsN [17] and GaAsPN [18] have been reported. Usually the nitrogen con-
tent is less than 5 %, but there are reports of nitrogen contents of as high as 9.6 %
and 14 % in GaAsN [19–21].

2.2 Effect of nitrogen on bandgap

The band structure and the bandgap energy are important factors when semicon-
ductors are considered. Typically, the bandgap of a ternary alloy semiconductor can
be quite well estimated by Eq. 2.1. Additionally, the effect of the term containing
the bowing parameter b is relatively small. Usually the value of the bowing parame-
ter is less than 1 eV, even though for some antimonide alloys it is as high as 2.7 eV
(GaPSb, AlPSb) [22].

The bandgap of dilute nitrides decreases drastically when the nitrogen content of the
material increases. If the band bowing would be neglected, the bandgap of GaAsN
should be increasing with increasing nitrogen content, as the bandgaps of GaAs
and cubic GaN are 1.519 eV and 3.299 eV, respectively [22]. However, the bowing
parameter of dilute nitride alloys is large, e.g., for GaAsN it is approximately 14-
26 eV, see for example Refs. 21 and 24-26. In addition, several studies suggest that
the bowing parameter of GaAsN is dependent on the nitrogen content [20, 22–24].
Typically dilute nitride alloys containing less than 1 % of nitrogen are considered
to have a low nitrogen content. A nitrogen content larger than that is typically
considered high.

Fig. 2.1 shows the bandgap energy as a function of the GaAsN QW nitrogen content
for some of the samples fabricated for this thesis. The quantisation of the energy
levels in QWs has been neglected. The bowing parameter derived from the GaAsN
samples was 14 eV. It should be noted that the nitrogen contents of the samples
are rather high, which lead to a smaller bowing parameter than what has been
observed for low nitrogen contents (1 % or less). Nevertheless, a good agreement
with the results from similar nitrogen contents reported by others (see Refs. above)
was achieved. The inset of Fig. 2.1 shows the bandgap energy of GaAsN as a function
of the nitrogen content over the whole nitrogen content range from GaAs to cubic
GaN calculated by using the bowing parameter value of 14 eV. The calculation leads
to unphysical negative value of the bandgap in the nitrogen content range of 15-70
%, indicating that the value b = 14 eV does not apply for the whole range and that
the bowing parameter indeed has to be composition dependent.

The effect of nitrogen on the band structure of (In)GaAsN is complicated. Several
models have been introduced to explain the behaviour of the band gap energy and
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Figure 2.1: LTPL peak energy as a function of GaAsN nitrogen content.
The inset shows the bandgap (calculated with b = 14 eV) over the whole
nitrogen content range from GaAs to cubic GaN.

to describe the band structure of (In)GaAsN as a function of the nitrogen content.
Dedicated (In)GaAsN models are required, because models typically used for alloy
semiconductors, e.g., virtual-crystal approximation (VCA), do not hold for dilute
nitrides. This is because the addition of nitrogen atoms causes large perturbation
in the lattice due to the large difference in size and electronegativity between the
nitrogen and the arsenic atoms. Models used to calculate the band structure of
(In)GaAsN are, for example, the band anti-crossing (BAC) model [25–27], large
supercell empirical pseudopotential method (EPM) [28, 29] and extended ten-band
k·p model using the tight-binding Hamiltonian [30].

The BAC model is a simple method to describe the influence of nitrogen on the band
structure of (In)GaAsN. When nitrogen is added to (In)GaAs, a nitrogen related
perturbation level appears inside the conduction band, near the conduction band
edge [31]. In the BAC model, the interaction between the nitrogen resonance level
(EN) and the unperturbed semiconductor states (EM) leads to splitting of the con-
duction band into two subbands, E+ and E−, because the conduction band states
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are not allowed to cross the perturbation level. The interaction between the nitrogen
related perturbation and the unperturbed states gets stronger with increasing nitro-
gen content. The subband E− is pushed into the bandgap and the strong reduction
of the bandgap energy can be observed. In this study, the relationship given by the
BAC model between (In)GaAsN nitrogen content and the bandgap energy is used in
the process of InGaAsN nitrogen content determination. The x-ray diffraction and
photoluminescence results were employed to determine the nitrogen concentration
together with the BAC model simulations.

Generally in III-V semiconductors, both conduction and valence bands are affected
by alloying. In the case where the valence band maximum of the layer is at a higher
energy and the conduction band minimum is at lower energy than those of the host
material, the band alignment is called to be of type I. If both the valence band
maximum and the conduction band minimum are located either at a higher or at
a lower level of energy than those of the adjacent material, the band alignment is
called to be of type II. QWs have type I band alignment, and type I is preferable
for optically active components, because the both types of the carriers are confined
in the same volume.

In GaAsN the distribution of the band offset respective to GaAs is expected to be
concentrated strongly into the conduction band [32]. Although nitrogen creates a
resonant level near the conduction band edge, which causes the reduction of the
bandgap, the valence band remains relatively unchanged. There has been a wide
controversy about to which direction the valence band edge actually moves and
publications supporting both type I [33, 34] and type II [35, 36] band alignment
in GaAsN/GaAs structures exist. Intuitively type II would be logical, because
the valence band maximum of cubic GaN is 1.84 eV lower than the valence band
maximum of GaAs [37]. However, in the recent publications type I alignment is
preferred [38], meaning that the valence band maximum of GaAsN is shifted upwards
in energy compared to the valence band of GaAs. The band alignment of InGaAsN
with respect to GaAs is type I because addition of indium into GaAs causes a
relatively large increase in the valence band maximum.

2.3 Material quality related issues

Nitrogen has a strong effect on the material quality of the dilute nitride alloys. It
is nowadays commonly known that incorporating nitrogen into (In)GaAs lattice de-
creases the material quality of dilute nitrides. This is demonstrated in Fig. 2.2,
which shows low-temperature photoluminescence (LTPL) spectra of several GaAsN
multi QW (MQW) samples that contain different amounts of nitrogen. It is appar-
ent that as the nitrogen content increases the PL intensity decreases and also the
full width half maximum (FWHM) of the peak increases, both indicating reduced
material quality. The PL intensity of the GaAsN0.023 sample is over 20 times larger
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Figure 2.2: LTPL spectra measured from several annealed GaAsN MQW
samples. The nitrogen content of each sample is denoted in the figure. The
PL spectrum of the sample containing 4.6 % of nitrogen is multiplied by
four for clarity.

than the intensity measured from the GaAsN0.046 sample. Another direct indication
of the reduced material quality is short minority carrier lifetimes observed in dilute
nitrides [39, 40].

The defects in dilute nitrides have been studied extensively. Several specific defects
have been found to form in dilute nitrides, for example, arsenic antisites [41], ni-
trogen split interstitials [42] and gallium vacancies (VGa) [43–45]. Furthermore, the
number of gallium vacancies in (In)GaAsN has been observed to be considerably
higher than the number observed in samples without nitrogen [43, 44]. The forma-
tion of the gallium vacancies has been explained by the strong binding of VGa to
both nitrogen and hydrogen. The strong binding decreases the formation energy of
the vacancies and, thus, increases their concentration in the dilute nitride material
[46, 47]. Decrease in the hydrogen concentration reduces the VGa concentration, but
still more work is needed to fully understand the formation and effects of VGa as
well as the role of the other defects.

The incorporation of hydrogen into InGaAsN is an interesting phenomenon, which
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has been widely studied. Increased hydrogen incorporation has been reported when
nitrogen is present, see for example Refs. 48 and 49. It was also observed in Publica-
tion III by secondary ion mass spectrometry (SIMS) that hydrogen is incorporated
considerably more into InGaAsN quantum wells than into GaAs barriers. Addi-
tionally, the incorporation of undesired hydrogen seems to be a problem related to
MOVPE growth [48]. This can explained by the large amount of hydrogen present
in the MOVPE growth process. Hydrogenation treatments have been performed
on purpose and a decrease in photoluminescence wavelength of InGaAsN has been
found with increasing hydrogen content [49]. However, the original PL character-
istics can be restored if thermal annealing is used to remove the hydrogen atoms
from the lattice. Janotti et al. have calculated that the redshift of the InGaAsN
PL peak with increasing hydrogen concentration is caused by formation of charge
neutral H∗

2N complexes [50].

Extensive amount of work has been carried out in order to improve the material
quality after growth. Dilute nitrides are metastable materials. Metastability means
that the lattice sites of the atoms are not stable and already small amount of energy
can change the configuration of the material. Therefore, the characteristics of these
materials can be affected after growth by using such methods as thermal annealing
[51] and laser treatment [52]. Time, temperature and atmosphere have been found to
influence the effect of the thermal annealing [53–55]. In general, annealing and laser
treatment have been found to improve the characteristics of the dilute nitrides. For
example, increase in the PL intensity has been observed. However, also a blueshift
of the PL peak appears after the thermal treatment. The observation that the
configuration of the lattice is changed by after growth treatments indicates that the
material initially grows into an energetically unstable configuration [54, 56, 57].

The lattice sites of the nitrogen atoms in (In)GaAsN have been widely studied.
Theoretical lattice energy calculations show that the most preferable place for a
nitrogen atom in the InGaAsN lattice is where the nitrogen is surrounded by as
many indium atoms as possible as the nearest neighbours [58, 59]. As a result of
thermal annealing, the lattice is rearranged preferring such configuration. This is
considered to be the possible reason for the blueshift as well as for the improved PL
intensity of the photoluminescence peak of InGaAsN. However, because of optical
quality and photoluminescence peak energy of GaAsN also change as a result of the
thermal annealing treatment, the whole annealing behaviour of the material can not
be explained by the relationship between indium and nitrogen which is not present
in the GaAsN lattice. A definite explanation does not exist at this time, but studies
indicate that hydrogen atoms incorporated into the lattice during the growth might
play some role in the effects of the thermal annealing. Additionally, removal of
gallium vacancies and nitrogen complexes from the lattice have been suggested as
reasons for the enhanced luminescence intensity after annealing [42, 43, 47]. The
final explanation will probably be a combination of several reasons, some of which
might still be undiscovered.
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2.4 Applications of dilute nitrides

Dilute nitrides are interesting materials for many applications. Both GaAsN and
InGaAsN can be fabricated on GaAs substrates due to the small lattice mismatch
and, therefore, existing GaAs processing technology can be used. For some compo-
nents the possibility to use GaAs based Bragg reflectors is important. InGaAsN has
a wide wavelength range and the telecommunication wavelengths 1.3 and 1.55 µm
can be reached with a correct composition. The use of InGaAsN in several com-
ponents has been reported, for example, in laser diodes [60], vertical cavity surface
emitting lasers (VCSELs) [60–62], large area and ridge waveguide lasers [63], solar
cells [64, 65] and semiconductor saturable absorber mirrors (SESAMs) [66, 67].

Two main issues have to be considered when light emitting dilute nitride compo-
nents, such as VCSELs, operate at long wavelengths. First, the bandgap of the
material needs to be tuned so that the operational wavelength of the component is
correct. Secondly, the material quality has to be high in order to produce functional
components. Both of these goals provide currently a challenge for epitaxy. The
material quality related problems still limit the wide use of dilute nitrides in laser
components.

Solar cells are components that convert light into current. Already one p-n junction
can function as a solar cell. However, to fabricate more efficient components it is
preferable to use many junctions made of different direct bandgap semiconductors.
That way the energy is collected from a larger portion of the solar spectrum. The
quaternary alloy InGaAsN is a good candidate for one layer of the four junction
solar cell, because it can be fabricated lattice matched to GaAs and Ge and its
bandgap can be tuned to 1.0 eV. However, the minority carrier lifetime of InGaAsN
needs to be increased. The short minority carrier lifetimes reported for InGaAsN
limit the diffusion length of the generated carriers in the material and, thus, prevent
the effective operation of the solar cell [39, 40].

SESAMs are passive components that are used for mode locking and Q-switching of
lasers. The material quality issue limiting the use of dilute nitrides in active com-
ponents is not as serious when mode locking SESAMs are considered. In SESAMs
the recovery of the carriers ought to be fast in order to obtain high repetition rates.
The defects that nitrogen introduces to the material shorten the recovery time and,
thus, fast SESAMs can be produced without any additional processing. In addition,
because the lattice mismatch can be controlled by the adjustment of the indium
and nitrogen contents, the number of QWs can be large and, consequently, the
modulation depth of the component can be widely tuned. Some of the InGaAsN
QW structures studied in this thesis were used as absorbing parts of SESAM de-
vices. SESAM components were fabricated to operate at several wavelengths and
operation has been demonstrated so far for 1064 nm and 1550 nm.



3 Experimental

Chapter 3 describes the experimental procedures of sample fabrication and charac-
terisation. Section 3.1 introduces the metal organic vapour phase epitaxial system
which was used to fabricate the samples. In Section 3.2 the optical in-situ monitoring
system is described. Sections 3.3 and 3.4 introduce the x-ray diffraction and pho-
toluminescence measurement systems, respectively, used for ex situ characterisation
of the samples.

3.1 Metal organic vapour phase epitaxy

Compound semiconductor structures can be fabricated, e.g., by metal organic vapour
phase epitaxy (MOVPE) or molecular beam epitaxy (MBE). Sharp interfaces and
high accuracy of composition can be obtained by both methods, which makes it
possible to fabricate low dimensional structures. However, the two methods differ
in how the atoms are guided onto the substrate surface where the actual growth oc-
curs. In MBE systems an ultra high vacuum in the growth chamber is needed and
elemental species are evaporated on the heated substrate. In MOVPE technique a
carrier gas is used to transfer the precursor molecules into the reactor and onto the
substrate surface.

An important factor in MOVPE growth is the control of the carrier gas. Fig. 3.1
shows a schematic diagram of the low pressure MOVPE gas system, which was used
in this thesis. The typical choices for the carrier gas are hydrogen H2 and nitrogen
N2, which both are easy to purify and do not significantly participate in the growth
reactions. The ultra pure carrier gas is driven into bubblers, where the precursors
are located. In MOVPE the precursors are typically liquid (some are solid) metal
organic chemicals. The precursor molecules are saturated into the carrier gas and
the saturation concentration is controlled by the temperature and the pressure of the
bubbler. The control is achieved by placing the bubblers in temperature controlled
baths and by using pressure controllers (PCs) in bubbler gas lines. The unsaturated
carrier gas enters and the saturated carrier gas leaves the bubblers through mass
flow controllers (MFCs), which make it possible to control the flows accurately. If
very small concentrations of precursors are needed, an additional dilution flow can
be used. The gas flow from the bubbler is directed to the reactor via gas lines. In
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some systems multiple gas lines are used, for example, to separate group III and
group V precursors from each other.

In the reactor high temperature of the heated susceptor cracks the precursor mole-
cules. The metallic atoms and organic molecules from the decomposed metal organic
molecules arrive to the substrate surface by gas phase diffusion. On the surface the
atoms diffuse around in search of local energetic minima. The sticking coefficient is
a factor describing the probability of the attaching of the atom. For efficient use of
precursors, the sticking coefficient of the metal atoms should be close to one.

The growth temperature is an important parameter in MOVPE growth. The lower
boundary of the possible temperature range in the MOVPE process is determined
by the decomposition temperatures of the precursor molecules. For example, the
precursor molecules for indium and arsenic, trimethylindium and tertiarybutylar-
sine, are fully decomposed at around 350◦C and 400◦C, respectively [68]. However,
the temperature of full decomposition of trimethylgallium is as high as 470◦C [69].
Additionally, the typical nitrogen precursor for dilute nitride growth, dimethylhy-
drazine is expected to be fully decomposed at 850◦C, and about 50 % of DMHy
molecules are decomposed at 550◦C [70]. When considering the higher boundary
of the growth temperature the desorption of the group V atoms from the surface
needs to be taken into account. Additionally, at high temperature the bulk diffusion
is increased which readily leads to mixing of the interfaces between the epitaxial
layers.

The group III precursor molar flow affects the growth process in a different manner
than the group V molar flow. Typically, the combined group III molar flow de-
termines the growth rate at the mass transport limited growth temperature range
[68]. Naturally, the thickness of each layer is determined by the growth time and
the growth rate. In contrast, the group V molar flow has to be large enough so that
the sample surface is protected from desorption of the group V atoms. The ratio of
group V and group III molar flows is called V/III ratio. The V/III ratio influences
the number of vacancies created and the possible deviation from stoichiometry, as
well as, e.g., the efficiency of the doping. The molar flow ratios within the group III
or V are used to control the layer composition in ternary and quaternary materials.

The samples for this work were fabricated by two MOVPE systems. Most of the
samples were fabricated with a low pressure (LP) close coupled showerhead (CCS)
MOVPE system where the optical reflectance setup for in situ monitoring was at-
tached. Fig. 3.1 shows the schematic diagram of the CCS system. The reactor is
placed in a glove box having a nitrogen ambient to minimise contamination in the
process. The gases arrive into the showerhead through two gas lines. The shower-
head directs the gas flows to the susceptor and the gases carrying the group III and
group V precursor molecules mix only after the showerhead. The use of showerhead
design leads to more homogeneous growth profile and reduces the possibility of gas
phase pre-reactions between the different precursors. The maximum amount of sub-
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Figure 3.1: Schematic diagram of the low pressure CCS MOVPE system.

strates in one run is 3×2”wafers. A temperature range up to 1200◦C and a pressure
range of 50-800 torr are possible with the CCS system. The heating is realised
with a resistive heater under the graphite susceptor. Trimethylindium (TMIn),
trimethylgallium (TMGa), trimethylaluminium (TMAl) tertiarybutylarsine (TBAs)
and dimethylhydrazine (DMHy) have been used as precursors for indium, gallium,
aluminium, arsenic and nitrogen, respectively.

Some of the samples were grown (in publication VI) and some of the ex situ anneal-
ing treatments were performed at atmospheric pressure using a horizontal reactor
MOVPE system having a maximum substrate size of 2×2 cm2 and a temperature
range up to 900◦C. In this MOVPE system, an infrared lamp is used to heat the
graphite susceptor to the growth temperature. The same precursor chemicals were
used in both systems.

3.2 Optical in situ monitoring system

In situ monitoring system provides direct information about the growth process of
the samples during growth. The use of the reflectance measurement is based on the
interference of the light reflecting from the interfaces between different materials.
When a layer with a complex refractive index nc1 = n1 + iκ1 grows on substrate
with a complex refractive index ncs = ns+iκs, the incident light is reflected from the
surface of the layer and from the interface of the materials if ncs 6= nc1. Furthermore,
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these two light rays, having travelled different optical distances, interfere with each
other. Thus, the overall reflectance is a periodical function of the layer thickness if
absorption in the material is small and the layer thickness adequate. The oscillations
are called Fabry-Perot oscillations, and they can be used to determine layer thickness
d or the refractive index n from the reflectance curve. The maxima of the interference
pattern appear

d =
mλ

2n
, (3.1)

where m is an even integer and λ is the measurement wavelength. Correspondingly,
the minima of the interference pattern appear

d′ =
(m + 1/2)λ

2n
. (3.2)

In Eqs. 3.1 and 3.2 the thickness of the layer d (d′) can expressed as a product of
the growth time and growth rate: d = rgt. The growth rate can be determined if n
is known. Similarly, n can be determined if the growth rate is known. Because n is
a function of the layer composition, the composition of a ternary alloy layer can be
determined if the growth rate is known.

Absorption in the material causes damping of the oscillations of the reflectance
curve. The effect of the absorption can be taken into account by the imaginary part
when complex refractive index nc = n+iκ is used. The value of κ can be determined
from the Fabry-Perot oscillations by measuring the intensity ratio of two consecutive
peaks I1/I0 and their time difference ∆t. Intensities I0 and I1 are values from which
the reflectance of the layer surface has been substracted. The imaginary part of the
complex refractive index, κ, can be written as

κ =
λ

4πrg∆t
ln

(

I0

I1

)

. (3.3)

However, when thin layers, such as quantum wells, are grown, the thickness of each
layer is too small for the whole period of a Fabry-Perot oscillation to appear and
a rather different shape is seen in the reflectance curve. In order to see changes
caused by such thin layers it is important to choose a suitable wavelength for in situ
monitoring [9].

In this work, an optical in situ monitoring system attached to the CCS MOVPE
system was used. Fig. 3.2 shows a schematic picture of the commercial normal
incidence reflectance setup. The optical ports of the in situ reflectance setup are
located on top of the reactor chamber. The input and output light signals are carried
via optical fibers to the actual measurement unit. The light source is a halogen lamp.
Wavelength of 635 nm was used to study the structures. As the susceptor rotates,
the reflectance measurement is performed for a certain area of the substrate surface
on every rotation and the reflectance signal is averaged over the area. This increases
the accuracy of the method over a single point measurement.
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Figure 3.2: Schematic of the in situ reflectance measurement system.

3.3 X-ray diffractometry

X-ray diffraction (XRD) is a relatively fast and non-destructive method for char-
acterisation of crystalline semiconductors. XRD characterisation is based on the
diffraction of x-rays from the crystalline lattice planes. The angle θ between the
diffracted beam and the diffracting lattice planes of the material can be described
by the Bragg’s law

2d sin θ = nλ (3.4)

where d is the distance between two sequential lattice planes, n is an integer and
λ is the x-ray wavelength. The lattice constant a0 and d are related by equation
d = a0(h

2 + k2 + l2)−1/2 where h, k and l are the Miller indices of the diffracting
lattice plane. Assuming a near perfect crystal the lattice constant is a function of the
composition of the layer and thus the composition of the sample can be determined
from the diffraction pattern. The layer thicknesses can be determined from the
fringes of the diffraction pattern.

A commercially available high-resolution x-ray diffraction (HR-XRD) apparatus was
used to characterise the samples for this thesis. It has high accuracy when deter-
mining layer thicknesses of multilayer structures as well as binary and ternary alloy
compositions. ω − 2θ configuration was used in the measurements (ω is the angle
between the incoming beam and the sample surface). If the offset angle between the
lattice planes and the sample surface is zero, then ω = θ. However, usually there
is a constant offset angle between ω and θ. The measured ω − 2θ HR-XRD curves
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Figure 3.3: Typical result measured from a GaInNAs/GaAs MQW struc-
ture by HR-XRD (upper curve) and a simulation fitted to that (lower curve).
The vertical offset between the curves is added for clarity.

were analysed with a simulation software.

Fig. 3.3 shows a typical HR-XRD curve from an InGaAsN/GaAs MQW struc-
ture. The simulated curve (lower curve in the figure) is used to determine the
lattice constant of InGaAsN and the layer thicknesses. When characterising MQW
structures consisting of one ternary and one binary alloy, e.g., GaAsN/GaAs and
InGaAs/GaAs, the composition determination by fitting is simple because of the
relation between the ternary alloy lattice constant and the layer composition is
unambiguous. For example, adding nitrogen into GaAs lattice decreases the lat-
tice constant and thus the GaAsN (004) peak appears at a larger angle than the
GaAs (004) peak. Similarly, when indium is added into GaAs, the lattice constant
compared to GaAs increases and the (004) peak of InGaAs is at smaller angles
compared to the GaAs (004) peak. However, if a quaternary alloy system, such
as InxGa1−xAs1−yNy, is studied with HR-XRD, the composition of the sample can
not be directly calculated from the lattice constant acquired by the measurement,
because there are two composition variables x and y affecting the lattice constant.
Thus, x or y or their relation needs to be fixed in the fitting procedure. This can be
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attained by employing a complementing measurement in addition to the HR-XRD.
Nevertheless, the determination of the layer thicknesses using the HR-XRD curve is
reliable also in the case of the quaternary layers because the determination of the
thickness is independent of the layer composition.

3.4 Photoluminescence spectroscopy

The measurement of the optical properties of the samples is an important part of the
research of III-V semiconductor structures in most of the cases. The main optical
characterisation tool used in this study was photoluminescence (PL) spectroscopy,
though also some reflectivity, absorption and time-resolved PL measurements were
performed.

In PL measurements the sample is excited by laser irradiation. The photon en-
ergy of the exciting laser light has to be chosen so that it is capable to generate
electron-hole pairs in the material, i.e., the photon energy has to be larger than the
bandgap. The excited carriers thermalise, diffuse and relax into energy levels near
the band edges. Then, the electrons and holes may recombine spontaneously caus-
ing the material to luminesce isotropically. Transitions between the energy levels
determine the spectrum of the luminescence. Thus, phenomena that influence the
band structure of the semiconductors influence also the photoluminescence spectra.
Such factors are, for example, temperature, composition and strain of the sample
as well as the structure and quantum effects present in the sample. Additionally,
signatures of doping or other impurity levels and excitons as well as defects can ap-
pear in the PL spectrum. Anyway, in direct bandgap alloy semiconductors the peak
having the highest intensity is usually caused by recombination of carriers located
near the band edges.

In the PL measurement system used in this work, a pump laser at 532 nm was used
with various output powers. The laser beam was focused onto the sample with a set
of mirrors and lenses. For low temperature measurements, the sample was placed
into a cryostat and cooled down to the temperature of 10 K at minimum. Measure-
ments at room temperature were also performed. The luminescence was collected
from as large solid angle as possible in order to maximise the signal. The collected
light was divided into its spectral components by a monochromator. Typically, a
nitrogen cooled germanium detector was used after monochromator to measure the
intensity of the spectral component. A computer was used to scan the selected wave-
length area by controlling the grating of the monochromator. The computer was
also used to record the measured intensities, i.e., the spectrum of the luminescence.



4 MOVPE growth parameter optimisation

for InGaAsN

This chapter discusses the MOVPE growth parameter optimisation for (In)GaAsN
growth. The experimental aspects of the MOVPE technique were introduced in
Section 3.1. Section 4.1 summarises the effect of growth and annealing temperatures
on the nitrogen incorporation and Section 4.2 presents the effect of precursor flows
on the nitrogen content. Section 4.3 outlines the importance of the choice of the
carrier gas.

4.1 Growth and annealing temperatures

All the studied structures for this thesis were fabricated by MOVPE. The samples
were MQW structures consisting of three or four (In)GaAs(N) QWs and GaAs barri-
ers. The samples were not intentionally doped in any way. Semi-insulating epiready
GaAs wafers with thickness of 350 µm were used as substrates in all the growth
runs, except for the samples grown on germanium substrates for Publication VI.

The growth temperature is one of the first parameters to be optimised when dilute
nitrides are grown. It has been found that lower growth temperatures than in typical
III-V growth (over 600◦C) have to be used to obtain significant nitrogen incorpo-
ration. Additionally, the overall trend is that the nitrogen content increases when
the growth temperature decreases, i.e., the nitrogen incorporation is temperature
dependent. This is typical for dilute nitride growth regardless of the growth method
used, see for example Ref. 73 and references therein. The optimal dilute nitride
growth temperature considering both material quality and nitrogen incorporation
was found to be 575◦C (a thermocouple reading) for the CCS MOVPE and 570◦C
(also a thermocouple reading) for the horizontal reactor MOVPE.

The temperature set points used in the CCS system varied during the study. To fab-
ricate the samples at the same temperature at all times, the imperfect decomposition
of TMGa at the growth temperature was used for calibration. The decomposition
of TMGa depends strongly on temperature at around 570◦C [69]. Therefore, the
growth temperature was adjusted so that the indium content of an InGaAs MQW
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sample was always the same. This automatically leads to similar growth tempera-
tures.

Annealing treatments were also performed in the MOVPE reactors. The annealing
temperatures used in this study were 750◦C and 700 ◦C for the CCS and horizon-
tal reactors, respectively. The annealing time was always 10 minutes. During the
annealing treatment, a sufficient TBAs flow was driven into the reactor in order to
protect the topmost GaAs surface from arsenic desorption and consequent deterio-
ration.

4.2 Precursor molar flows

In MOVPE growth the sample composition is determined by the ratios of the pre-
cursors in the reactor. In order to incorporate nitrogen into the InGaAs lattice very
large DMHy/V molar flows ratios are required. However, nitrogen content of the
samples in this thesis was found to be sensitive also to molar flow ratios which did not
include DMHy. Additionally, it has been reported that the nitrogen incorporation
efficiency depends also on the choice of precursors [71–73].

First, the nitrogen incorporation into GaAsN was studied. Fig. 4.1 shows the depen-
dence of GaAsN nitrogen content on the TBAs/III molar flow. The nitrogen content
is increasing with increasing TBAs/III molar flow ratio. The samples were grown
at reactor pressures of 100 torr, 300 torr and 700 torr (approximately atmospheric
pressure). The TMGa and DMHy flows to the reactor were identical for all the
samples, which means that the DMHy/(TBAs+DMHy) molar flow ratio decreased
with increasing TBAs flow and with increasing TBAs/III ratio. Thus, the nitrogen
content of GaAsN is increased when the DMHy/V molar flow ratio is decreased.
This result is discussed in publication I. A similar result has been achieved by Der-
luyn et al. at low pressure [74]. Their results show that the amount of TBAs in
the reactor, in addition to the TBAs/III and DMHy/V ratios, is affecting the nitro-
gen incorporation. The nitrogen content of their samples increased with increasing
TBAs flow and constant DMHy flow until an abrupt decrease was observed. In
other words, in the nitrogen content vs. TBAs/III ratio there is a TBAs/III ratio
where the nitrogen incorporation is at its maximum. At smaller TBAs/III ratios
the nitrogen incorporation is increasing with increasing TBAs/III ratio and at larger
TBAs/III ratios the nitrogen content of the sample decreases when the TBAs/III
ratio is increased.

Our results as well as the results of Derluyn et al. could be caused by increased
decomposition of DMHy precursor in TBAs rich atmosphere. However, Derluyn et
al. suggest that the increase in nitrogen content when TBAs/III flow is increased
is caused by surface related issues and that the reason of increased nitrogen content
would be that the arsenic coverage of the surface promotes the adsorption of the
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Figure 4.1: GaAsN nitrogen content as a function of the TBAs/III molar
flow ratio used during the growth of the QWs. Samples grown at different
pressures are denoted with different symbols.

DMHy molecules. When the arsenic coverage is too high the DMHy molecules are
desorbed and the nitrogen content in the lattice starts to decrease. In addition to
these results, Toivonen et al. observed a different behaviour of the nitrogen content
when growing the samples at atmospheric pressure [53]. Their results indicate that
the TBAs/III molar flow ratio should be minimised in order to obtain maximal
nitrogen incorporation. The controversy of the results might be explained assuming
that the samples of Toivonen et al. were grown in the TBAs/III range larger than
the value of maximum nitrogen incorporation. In that case the results of Toivonen
et al. are in agreement with our results as well as with the results of Derluyn et al.

The nitrogen incorporation into InGaAs was studied by changing the DMHy flow
and keeping all the other flows as well as the growth temperature and pressure
constant. Typically the dependence between the precursor flow and the sample
concentration is straightforward. For example, at small indium contents the InGaAs
indium content increases linearly as the TMIn molar flow is increased. However, the
nitrogen content of InGaAsN is a superlinear function of the DMHy flow, which was
clearly observed in publications II and III. Similar results have also been achieved
by others [75].
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Figure 4.2: InGaAsN nitrogen content as a function of the DMHy flow.
The DMHy/V molar flow ratio increased from 0 to 0.95 when DMHy flow
range was 0-450 sccm.

Fig. 4.2 shows the InGaAsN nitrogen content as a function of the DMHy flow for
samples containing 12, 23 and 27 % indium. The superlinear behaviour is observed
for all the curves. The highest nitrogen contents at all DMHy flows were obtained
from the samples with the lowest indium contents, i.e., the nitrogen incorporation
is less efficient with large indium contents. This has been previously reported, for
example, by Bhat et al., Friedman et al. and by Moto et al. [76–78].

There has been speculation about what might be the reason for the lower nitrogen
incorporation efficiency when indium is present in the reactor. Some explanations
do exist. Reactions between indium and nitrogen precursors have been more or
less excluded, because lowered nitrogen incorporation has been reported in MOVPE
reactors where the precursors mix just before the substrate and, therefore, prere-
actions are unlikely [78]. Additionally, the phenomenon has been observed also in
MBE growth, where prereactions are not an issue [77]. It has been proposed that
the weaker bonding of In-N compared to that of Ga-N might affect the nitrogen
incorporation or that the surface segregation of indium during the growth of In-
GaAs reduces the nitrogen incorporation into the lattice [77]. Zhang and Zunger
have suggested that nitrogen surface solubility to GaAs is enhanced compared to the
bulk solubility, and that in the presence of indium adatoms the surface reconstruc-
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tion is changed [79]. However, Suemune et al. have reported an enhanced nitrogen
incorporation in the presence of indium in their MOMBE process [80].

Fig. 4.2 also shows the room temperature PL peak wavelengths for the most nitrogen
rich samples in each series. The PL spectra were measured from as-grown samples.
The same PL wavelength, approximately 1300 nm, can be achieved using several
sample compositions, leading to fairly different characteristics of the material. For
optically active components the indium content should be maximised in order to
avoid the defects caused by nitrogen. However, e.g., for mode locking SESAM
structures a fast recovery time is required and, thus, larger nitrogen content is
preferred.

4.3 Choice of carrier gas

The choice of the carrier gas is another factor which can be used to tune the nitrogen
content of an (In)GaAsN sample. The typical choice for carrier gas in dilute nitride
growth process is hydrogen (H2) but the use of nitrogen gas (N2) has also been
reported [81, 82].

Fig. 4.3 shows results measured from two InGaAsN/GaAs MQW series, one grown
in H2 and the other in N2. The InGaAsN nitrogen content is shown as a function of
the DMHy molar flow and a similar threshold like behaviour to what is shown in Fig.
4.2 is found regardless of the choice of the carrier gas. The samples grown in H2 and
N2 ambients had nominally the same growth parameters, expect for the carrier gas.
However, the indium contents of the samples were 18 % and 14 % for samples grown
in H2 and N2 ambients, respectively. The lower indium content of the samples grown
in N2 is considered to be caused by the lower thermal conductivity of the N2 gas:
because the heat is not transferred from the susceptor as efficiently as it is transferred
in H2 ambient, the susceptor and, therefore, the substrate surface remain at slightly
higher temperature in N2 ambient. As written previously, the TMGa precursor
does not completely decompose in the dilute nitride growth temperatures. Thus, if
the temperature in N2 is higher, the fraction of the decomposed TMGa is higher,
TMIn/TMGa molar flow ratio is lower and consequently the indium content of the
sample is lower.

HR-XRD analysis showed that the growth rate in N2 was decreased by 37 % com-
pared to the growth rate in H2. The growth rate decrease is supposed to be caused
by the smaller diffusion coefficient of the metal-organics in N2 gas [81]. The precur-
sors are also decomposed differently in different atmospheres, which might influence
the growth rates.

The possibility of the slightly higher surface temperature and the reduced growth
rate observed when N2 carrier gas was used probably affect the nitrogen incorpo-
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Figure 4.3: Effect of the carrier gas on the nitrogen incorporation into
InGaAs.

ration, but they alone are not sufficient to explain it entirely. The threshold value
of the nitrogen incorporation is lower when the samples are grown in N2 and the
difference in the nitrogen content increases as the DMHy molar flow is increased.
In addition to the data shown in Fig. 4.3, a sample with a DMHy molar flow of
1100 µmol/min was grown in N2. The sample was deteriorated and the nitrogen
content could not be determined by HR-XRD analysis. If the curve in Fig. 4.3 for
N2 grown samples is followed, the sample grown with 1100 µmol/min would have
a nitrogen content of approximately 6 % or even higher. Other groups have found
a critical nitrogen content, above of which the material quality deteriorates rapidly
[83, 84]. It is supposed that the critical nitrogen content in these growth conditions
was exceeded which caused the sample deterioration. However, when growth was
performed in H2, DMHy flow of 1100 µmol/min leads to a nitrogen content of only 2
%. Based on these results the nitrogen incorporation into the QWs is more efficient
when the structure is grown in N2.

Effect of the choice of the carrier gas on hydrogen incorporation was also briefly
studied. The unintentional and undesired incorporation of hydrogen into the In-
GaAsN lattice was found to be more efficient when H2 was used as a carrier gas, as
reported in Publication III. For both carrier gases the hydrogen incorporation to
the InGaAsN QWs was much larger than to GaAs barriers. This is considered to be
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caused by the strong nitrogen-hydrogen bond formed between the atoms. Hydrogen
is not believed to be incorporated from the molecular carrier gas, H2, but more
likely from the atomic hydrogen cracked from the precursors. An overview of the
hydrogen incorporation and its effects on the material were given in Section 2.3.



5 Calculation and simulation of reflectance

curves

Chapter 5 describes the calculation method of the theoretical reflectance curves.
Section 5.1 explains the theory of reflection from a multi layer stack with increasing
layer thickness and Section 5.2 outlines the simulation of the measured reflectance
data.

5.1 Theoretical calculation of in situ reflectance curve

The in situ reflectance measurement is based on the reflection of light from interfaces
and the interference of the reflected light rays, as was explained briefly in Section 3.2.
To calculate the reflectance curve for a multi layer stack a matrix method is used.
Matrix method has been successfully used for example for ex situ layer thickness
measurements by Tarof et al. [85]. A schematic picture of a multilayer stack and
the direct reflections of the transmitted beam at each interface is shown at the right
hand side of Fig. 5.1. Multiple reflections are neglected in the figure for clarity.

First, the case of two layers having different refractive indices will be considered.
The left hand side of Fig. 5.1 shows the electric fields of the propagating beam above
and below one interface. E+ and E ′

+ are the fields propagating forward in layers
above and below the interface, respectively. Correspondingly, E− is the backward
propagating field in the upper layer and E ′

−
is the backward propagating field in the

lower layer. E ′

+ and E ′

−
are taken to be at a distance of l from the interface. The

fields in the layers are related by an interface matrix Mi and a propagation matrix
Mp by

[

E+

E−

]

= MiMp

[

E ′

+

E ′

−

]

. (5.1)

Mi describes the reflection and transmission at the interface and Mp describes the
propagation of the fields in the layer. They can be written

Mi =
1

τ

[

1 ρ
ρ 1

]

and Mp =

[

ejkl 0
0 e−jkl

]

, (5.2)
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Figure 5.1: Schematic picture of a multi layer stack with two types of
layers and the propagation of a light beam in it. Only the direct reflections
are denoted in the figure, the rest are ignored for clarity. Also, fields E+,
E−, E ′

+ and E ′

−
propagating in two layers are denoted.

where k = 2πnc/λ0 and ρ and τ are the reflection and transmission coefficients,
respectively, given by

ρ =
n′

c − nc

n′

c + nc

, τ =
2n′

c

n′

c + nc

(5.3)

with nc being the complex refractive index on the upper layer and n′

c the complex
refractive index on the lower layer. The use of complex refractive indices is required
because absorption in the materials cannot be neglected.

The forward and backward propagating electric fields in a structure with m interfaces
can be obtained by using a product of all the Mi and Mp matrices over the whole
structure, i.e.,

[

E+

E−

]

= Mi1Mp1 · · ·Mp(m−1)Mim

[

E ′

+

0

]

(5.4)

where E ′

−
= 0 because there is not any backward propagating field in the substrate.

The in situ reflectance monitoring system measures the intensity of reflected light
as a function of time. The measured reflectance is simply the absolute value of the
ratio of E− and E+ squared

R =

∣

∣

∣

∣

∣

E−

E+

∣

∣

∣

∣

∣

2

. (5.5)

Based on this matrix method a simulation algorithm was implemented. To get the
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time evolution of the reflectance the thickness of the topmost layer was increased
according to the growth rate. In the fitting procedure of the experimental data the
least squares minimisation was utilised. The important parameters for fitting the
measured data with the matrix method algorithm are the complex refractive index
nc = n + iκ and the growth rate of each layer.

Fig. 5.2 shows the reflectance curve measured during growth of a GaAs on Al0.89GaAs
structure with thick GaAs and AlGaAs layers (315 nm and 270 nm, respectively).
The growth temperatures of the layers were 690◦C and 670◦C for Al0.89GaAs and
GaAs, respectively. The difference of 20◦C in the growth temperature does not
change the value of reflectance significantly, as is shown in the figure (the temper-
ature ramp is denoted). This two layer structure was grown on GaAs substrate,
which causes difference in the complex refractive index between the substrate and
the AlGaAs layer, and later there is a difference in the complex refractive indices
between the epitaxial layers of AlGaAs and GaAs. Because of the different complex
refractive indices and because the layers are thick enough, several complete Fabry-
Perot oscillations are observed during growth of both layers. The measured curve is
denoted with open circles and the fit calculated using the matrix method is shown
with a solid line.
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Figure 5.2: Reflectance curve measured during growth of GaAs on AlGaAs
structure (open circles) and a theoretical reflectance curve (solid line). Sev-
eral periods of Fabry-Perot oscillations occur during growth of both mate-
rials.
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There is a very good agreement between the measured and calculated curves in Fig.
5.2. By fitting, complex refractive indices 3.3 − 0.03i and 4.2 − 0.3i were obtained
for AlGaAs and GaAs, respectively. The values are in good agreement with the
results reported previously by others [6, 86, 87]. The much stronger damping of
the reflectance signal during growth of the GaAs layer in is caused by the larger
imaginary part of nc,GaAs compared to that of Al0.89GaAs at 635 nm.

5.2 Simulation of reflectance data

In situ reflectance measurement is sensitive to changes of the complex refractive
index of the layers. However, in real life the changes which are observed in the
in situ reflectance curve originate also from, e.g., temperature changes and the
native oxide removal process. Fig. 5.3 shows a complete reflectance curve measured
during the growth process of a GaAsN/GaAs MQW structure. The curve shows the
reflectance change with respect to the original reflectance level as a function of the
growth time.

What is not shown in Fig. 5.3 is that the material quality during growth affects
the reflectance level. For example, if the surface is considerably roughened during
the growth process, the reflectance value decreases due to the scattering of light
on the surface. In heteroepitaxial growth the changes at the interface, for example
serious intermixing, can be observed. Similarly, with increasing material quality and
consequently decreasing scattering the reflectance increases. However, if growth of
high quality material identical to the substrate is grown directly on the substrate,
changes in the reflectance do not occur. This is visible in Fig. 5.3 when the two
GaAs buffers are grown (the first at 670◦C and the second at 575◦C, the growth
regions are denoted in the figure). The reflectance value remains constant during
GaAs on GaAs growth.

From Fig. 5.3 it is clearly seen that the growth temperature has a significant effect on
the reflectance level. It is well known that the complex refractive index of a certain
material is a function of temperature. Therefore, all the QW structures studied for
this thesis were fabricated at approximately the same temperature. In addition,
the growth temperature dependence of the complex refractive index of GaAs was
studied by growing thick GaAs layers on AlGaAs layers at different temperatures
(see Fig. 5.2 for an example). This was done also to get a reliable value for nc,GaAs at
the dilute nitride growth temperature for the matrix method simulations, because
the use of previously reported room temperature values for the optical constants
of (Al)GaAs [88] do not give accurate results at elevated temperatures. Values of
4.0− 0.3i, 4.1− 0.3i and 4.2− 0.3i were obtained for GaAs at growth temperatures
of 575◦C, 620◦C and 670◦C, respectively.

The growth region of a GaAsN/GaAs MQW structure is also denoted in Fig. 5.3.
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Figure 5.3: Reflectance curve measured during a process run of a
GaAsN/GaAs MQW structure. Different origins of the reflectance changes
are denoted in the figure.

A reflectance curve shape typical for a thin layer structure can be observed. In
the reflectance curve measured during growth of the MQW structure the complete
Fabry-Perot oscillations are not observed. Instead, the reflectance curve of the MQW
structure consists of several sections with more or less linear change in reflectance
as the material being grown is changed. This absence of the complete Fabry-Perot
oscillations means that Eqs. 3.1, 3.2 and 3.3 can not be applied to extract n and κ of
the layers in a MQW structure. However, this thesis presents a study of the use of
fitting the theoretical reflectance curves calculated by the matrix method to analyse
the reflectance curves of thin layer structures. It was observed that the method is
applicable for dilute nitride MQW in situ analysis.

When calculating the theoretical reflectance curve for the fitting process, the com-
plex refractive index and the growth rate of each layer in the structure are needed.
All these parameters can be free in the fitting process. However, to obtain reliable
data from the QW material the number of free parameters was reduced. First of all,
the complex refractive index of the GaAs barriers, nc,GaAs, was fixed to 4.0 − 0.3i.
The value was obtained during growth of the GaAs on AlGaAs bulk layer structure
grown at 575◦C. Additionally, the growth rates of the layers were fixed to correspond
to the layer thicknesses obtained by XRD measurements. Naturally, growth rate is
an individual parameter for each sample. Thus, after fixing the value of nc,GaAs and
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Figure 5.4: Theoretical reflectance curves calculated with different values
of n and with a constant κ = −0.374. The experimental curve is measured
during an InGaAs/GaAs MQW structure growth.

the growth rates of the layers in the fitting procedure, the only parameter adjusted
in the fitting was the complex refractive index of the QW material. In other words,
the result of the fitting process is nc,QW = nQW + iκQW. Finally, to compensate the
vertical offset between the measured data and the theoretical one, the calculated
reflectance was adjusted to the GaAs buffer reflectance level.

To demonstrate the sensitivity of the method and to distinguish the effects of n
and κ on the reflectance curves of thin layer structures, curves were calculated
by keeping the other one fixed and changing the other. Fig. 5.4 shows several
calculated reflectance curves and one experimental curve for an InGaAs/GaAs triple
QW structure. The reflectance curve is given with respect to the GaAs buffer layer
reflectance value. The indium content of the QWs was 19 %. The calculated curves
have been obtained by changing the value of n from 4.000 to 4.070 and the value of
κ has been fixed to -0.374. The best fit was found with a value of n = 4.041. Fig. 5.5
shows the same experimental curve and several calculated reflectance curves in which
the value of κ has been changed between -0.325 and -0.400 and n has been fixed to
4.041. The best fit was obtained with a value of κ = −0.374. Thus, by simulation
the best fit is obtained using a complex refractive index of nc = 4.041 − 0.374i.
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Figure 5.5: Theoretical reflectance curves calculated with different values
of κ and with a constant n = 4.041. The experimental curve is measured
during an InGaAs/GaAs MQW structure growth.

Figs. 5.4 and 5.5 illustrate the effects which the real and imaginary parts of the
complex refractive index have to the shape of the reflectance curve. n and κ tend
to change the reflectance curve differently. n influences the overall reflectance level
of the curve whereas κ causes mainly a change in the slope of the curve obtained
during growth of the QWs. Thus, as the changes in n and κ have so different
consequences on the shape of the reflectance curve, they can be determined more or
less independently from the in situ data.

The complete Fabry-Perot oscillations do not occur during growth of three or four
QWs with typical barriers because the layers are too thin. However, the Fabry-Perot
oscillations are present in the shape of those reflectance curves as well. Fig. 5.6 shows
the measured and calculated reflectance curves for a stack of 20 InGaAsN/GaAs
QWs. Additionally, a curve calculated using the effective complex refractive index
of the QW stack, i.e., thickness weighted average of the complex refractive indices
of InGaAsN and GaAs, is shown in the figure. The value of nc,eff was 4.010-0.353i.
The growth rate of the virtual layer was also a weighted average of the growth rates
of the barriers and QWs and had a value of 0.303 nm/s. Thus, the curve would
appear if a bulk layer with nc,eff = 4.010 − 0.353i would be grown with the growth
rate of 0.303 nm/s. This curve is called the average bulk curve.



33

0 200 400 600 800 1000 1200 1400 1600

0.296

0.298

0.300

0.302

0.304

0.306

0.308

 

 

 measurement
 calculated with individual wells
 calculated as average bulk

R
ef

le
ct

an
ce

Time (s)

Figure 5.6: In situ curve measured during growth of a stack of 20 In-
GaAsN/GaAs QWs, and a matrix method simulation fitted to that. The
corresponding average bulk curve is shown with a thick black line.

Fig. 5.6 shows that the measured reflectance curve is very well in agreement with the
simulation curve calculated with QWs and barriers. However, it is also seen that
the shape of the average bulk curve is present in the reflectance curve measured
during growth of QW structures. Thus, the Fabry-Perot oscillations are part of the
reflectance curves of thin layer structures even though whole oscillations during the
growth of single material can not be observed.



6 Determination of dilute nitride QW

composition and quality by optical in situ

monitoring

This chapter describes the main results obtained by in situ reflectance measurements
on QW structures. Section 6.1 introduces a straight forward method to determine
the QW composition. We call this technique the slope method. In Section 6.2 the
in situ reflectance data is compared with theoretically calculated reflectance curves,
which allows us to study the whole MQW structure. Finally, Section 6.3 discusses
observations made on the quality of the structures during growth.

6.1 Slope method

As shown in Chapter 5, changes in the in situ reflectance curve occur during the
growth of layers having different complex refractive indices. When the layer thick-
nesses are small compared to the wavelength, complete Fabry-Perot oscillations do
not appear but the reflectance curve is composed of short sections of changing re-
flectance. During growth of each QW and barrier layer, the reflectance change can
be approximated as a linear function of time, because each section represents only a
very small fraction of a complete Fabry-Perot oscillation period. Here, the method
which utilises this linearity in the QW composition determination process is called
the slope method. The slope method and its use in practice are discussed in Publica-
tions I, II and III. The slope method can be used to analyse, e.g., layer composition
based on purely experimental data.

Fig. 6.1 shows the in situ reflectance curve measured during the growth process of an
InGaAsN/GaAs MQW structure as a function of the growth time. The typical shape
of the in situ reflectance curve of a MQW structure of this material combination is
shown: the reflectance signal is increasing during QW growth and decreasing during
barrier growth.

Parameters which are important for the use of the slope method are the reflectance
change during growth of the QW, ∆R, and the growth time of the QW, ∆t. Their
ratio, the slope ∆R/∆t is shown in Fig. 6.1 as a solid line on the first QW. ∆R
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Figure 6.1: In situ reflectance curve measured during MOVPE growth of
an InGaAsN/GaAs MQW structure. Linear fit to curve during growth of
the first QW is also shown.

increases when the complex refractive index difference between InGaAsN and GaAs
increases.

The rest of the results and discussion of the slope method in this section considers
only the first QW of the MQW structure. The first QW is chosen to be studied in
detail because of simplicity: when the first QW is grown, it is grown directly and
only on GaAs. This means that there is only two interfaces for the incident light
to reflect from, the atmosphere-QW interface and the QW-GaAs interface. If the
other layers of the structure are under study, also all the interfaces between the QW
and barrier layers already grown need to be considered.

In order to compare samples which have different growth rates, a growth rate cor-
rection is made to the slope ∆R/∆t. The growth rate correction means that the
slope ∆R/∆t is divided by the growth rate rg of each layer. Then the growth rate
corrected slope becomes k = ∆R/∆t · 1/rg = ∆R/∆t ·∆t/∆d = ∆R/∆d, where ∆t
and ∆d are the growth time and thickness of the layer. It should be noted that in
order to make the growth rate correction effective, the real growth rate rg has to
be used in the correction. In this study rg was obtained from the layer thicknesses



36

-1 0 1 2 3 4 5 6

0
1
2
3
4
5
6
7
8
9

10
11
12
13

 

 

S
lo

pe
 o

f t
he

 1
st

 Q
W

 (1
0-

4 x
1/

nm
)

QW nitrogen content (%)

In0.18Ga0.82As on GaAs

the inclination A of the fit
is 1.3x10-41/(nm%)

A = 0.67x10-41/(nm%)
7 %
12 %

15 %
17 %

Figure 6.2: Growth rate corrected slopes k of the first QWs as a function of
the QW nitrogen content for GaAsN, In0.18GaAsN and InGaAs. Linear fits
forced via the [N]=0 data points are also shown for GaAsN and In0.18GaAsN.

determined by the HR-XRD analysis.

The growth rate corrected slopes k = ∆R/∆d of the first QWs for samples with dif-
ferent compositions are shown in Fig. 6.2. Data points for GaAsN and In0.18GaAsN
are shown as a function of the nitrogen content and additionally some InGaAs data
points are also shown. The slope k of the first QW increases with increasing nitrogen
and indium contents.

Fig. 6.2 shows also linear fits to the values of k for GaAsN and InGaAsN series as
a function of the nitrogen content. The inclination A = ∆R/(∆d ·∆[N ]) = k/∆[N ]
is different for indium contents 0 and 18 % as the values of A = 0.0067 nm−1 and
A = 0.013 nm−1 were obtained for GaAsN and In0.18GaAsN, respectively.

The value of A is constant over this nitrogen content range but it changes as a
function of the indium content and needs to be determined experimentally for each
indium content. This means that both indium and nitrogen content can not be
determined simultaneously by the slope method. However, when the indium content
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and the value of A are known, the nitrogen content of the sample can be determined
using the equation

[N ] =
kInGaAsN − kInGaAs

A
, (6.1)

where ki is the growth rate corrected reflectance slope ∆R/∆d for material i. Nat-
urally, Eq. 6.1 holds also for GaAsN when the indium content is taken to be zero
and kGaAs = 0.

The same method was used to study the InGaAs/GaAs QW samples with various
indium contents. Linear dependence with A = 0.0022 nm−1 was obtained as a
function of the indium content (fitted to data points in the indium content range
0-19 %, figure not shown here). The value of kInGaAs or the indium content (when
the other one is known) can be obtained using the Eq. 6.1 as it can be used for
GaAsN and GaAs.

The value of A for InGaAs was observed to be smaller than that for GaAsN. Addi-
tionally, A for InGaAs was much smaller than A for InGaAsN for changing nitrogen
content. Thus, a conclusion can be made that the effect of nitrogen on k is larger
than the effect of indium, and also that the influence of nitrogen seems to be in-
creased in more indium rich material.

The accuracy of the method is rather good, when the first QW of the structure is
considered. Typical deviation from the linear fit in the nitrogen content of GaAsN,
for example, is less than 0.5 %-units. The slopes of the barriers and the other QWs
can also be determined from the reflectance curve. However, the field of application
of the slope method is more or less limited to the study of the first QW because
clearly the study of the other layers is more complicated and the accuracy of the
method is not as high. Fig. 6.1 shows that the reflectance curves measured during
the QW and barrier growth are actually not linear. Especially clear it is for the
barriers, which all show nonlinear tendencies. For these reasons it is favourable to
use another method for the analysis of the complete MQW structure.

6.2 Experimental data and matrix method

Matrix method can be used to calculate the reflectance curve utilising the interface
and propagation matrices. The calculation was introduced in Section 5.1. In this
section the matrix method is used to analyse the measured in situ reflectance data
by comparing measured and calculated reflectance curves. As a result of the fitting
process, values for the complex refractive indices of the materials can be obtained.
The real and imaginary parts of the complex refractive index of (In)GaAs(N) are
related directly to the alloy composition, as will be shown.

For all the results and discussion of this section, the growth rates of all the layers
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Figure 6.3: Real and imaginary parts of the complex refractive index
of InGaAs as a function of the indium content. Linear dependencies are
illustrated with linear fits to both parts. The linear fits are forced via the
GaAs data points.

were determined via HR-XRD measurements and simulations and the growth rate
was not adjusted during the fitting procedure. Additionally, nc,GaAs = 4.0−0.3i was
obtained from the bulk layer growth at 575◦C and it was kept constant during all
fitting steps. When doing so, the number of free parameters was reduced to only
nc = n + iκ of the QW material.

First, InGaAs/GaAs triple QW structures were studied. Fig. 6.3 shows the real and
imaginary parts, nInGaAs and κInGaAs, of the complex refractive index of InGaAs as
a function of the indium content. The indium content range of 0-27 % was studied.
Both n and κ change as the indium content is changed and they show a clear linear
tendency. The linear fits shown in Fig. 6.3 were forced via the GaAs points.

From the linear fit, the real part of the complex refractive index of InGaAs can be
written as

nInGaAs = nGaAs + Bn,InGaAs · [In] (6.2)

where Bn,InGaAs is the slope of the linear fit and has a value of 0.197. If the value
of nInGaAs is assumed to follow the linear approximation between the values nInAs

and nGaAs, we get BInGaAs = nInAs − nGaAs. Baek et al. have reported a value
4.255 for nInAs at 535◦C at the detection wavelength of 632.8 nm [7], which would
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Figure 6.4: Calculated reflectance curves for InGaAs/GaAs triple QW
structures with different indium contents. The calculations have been per-
formed using nInGaAs and κInGaAs obtained by Eqs. 6.2 and 6.3.

lead to BInGaAs = 0.255. The difference to the value measured here is probably
due to difference in temperature and the possible nonlinear behaviour of n. For the
imaginary part of the complex refractive index of InGaAs, κInGaAs,

κInGaAs = κGaAs + Bκ,InGaAs · [In] (6.3)

where Bκ,InGaAs is the slope of the linear fit, which has a value of −0.373.

The indium content of InGaAs can be determined from Eqs. 6.2 and 6.3 by mea-
suring either nInGaAs or κInGaAs or both when the constants BInGaAs are known.
However, it can be observed that Bκ,InGaAs > Bn,InGaAs, which indicates that κInGaAs

is more sensitive to changes of the indium content than nInGaAs. Because of that, the
accuracy of the determination does not increase if both parts are utilised and, thus,
in the case of InGaAs ternary alloy system the imaginary part is recommended over
the real part for composition determination. Also, as Fig. 6.3 shows, the scattering
of the data points is larger for the real part and, therefore, using nInGaAs causes
larger error to the indium content determined in situ.

Fig. 6.4 shows calculated reflectance curves of InGaAs/GaAs triple QW structures
with various indium contents. In the calculations, nInGaAs and κInGaAs have been
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Figure 6.5: Real part of InGaAsN complex refractive index as a function
of the nitrogen content for several indium contents.

obtained using Eqs. 6.2 and 6.3 for each indium content. The effect of the increasing
indium content is clearly seen in the figure. From this figure also the power of the
physical matrix method over the experimental slope method becomes clear: when
the growth rates of the layers and the constants Bi are known, the reflectance curve of
the whole structure with a certain indium content can be calculated with the matrix
method. An important advantage is also that all the QWs in the MQW structure
can be analysed separately, i.e., the composition variations between different QWs
can be observed. However, such a work was not included in this study.

Next, the reflectance curves measured during growth of (In)GaAsN MQW samples
were studied. Fig. 6.5 shows the real part of the complex refractive index of InGaAsN
as a function of the nitrogen content for several indium contents. The value of
nInGaAsN scatters around the value of nInGaAs for all the investigated indium contents.
The trend for all the series is that the real part of the refractive index of InGaAsN
does not change as a function of the nitrogen content, i.e.,

nInGaAsN = nInGaAs. (6.4)

This is noteworthy because clear linear increasing tendency was obtained for InGaAs
with increasing indium content and because low nitrogen concentration is known to
change several other properties of (In)GaAsN.
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To complete the study of nc,InGaAsN, Fig. 6.6 shows the imaginary part of the complex
refractive index of InGaAsN as a function of the nitrogen content for several indium
contents. A clear dependence of κInGaAsN on the nitrogen content is seen for all the
indium contents studied. Furthermore, the dependency seems to be linear, as was
found earlier for κInGaAs. The linear fits to the data points are shown in the figure.
The imaginary part of the complex refractive index of InGaAsN κInGaAsN can be
written as

κInGaAsN = κInGaAs + C([In]) · [N ] (6.5)

where κInGaAs is the value of κ without nitrogen and C([In]) is the indium content
dependent slope of the linear fit. The value of C in Eq. 6.5 is indeed dependent on
the indium content of the material, as is shown in Fig. 6.6. Based on the values of
C([In]) obtained with the indium contents 0 %, 12 % and 17 % it can be perceived
that the indium content dependence of C([In]) is nonlinear. However, the linear
dependence of κInGaAsN on the nitrogen content of the material is rather important
for the in situ characterisation of QWs of this quaternary alloy.

When studying the complete composition of InGaAsN in situ, nInGaAsN can be used
to determine the indium content because nInGaAsN does not depend on the nitrogen
content. Moreover, nInGaAsN = nInGaAs is linearly dependent on the indium content
of the sample. After the indium content is known from the real part Eq. 6.5 can
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be used with the valid C([In]) for the determination of the QW nitrogen content.
Thus, the complex refractive index measured during the growth process can be
used to determine the composition of the total composition of the quaternary alloy
InGaAsN QWs.

The accuracy of the determination of the total composition of InGaAsN QWs is
complicated to estimate. Because of its nature, n is more sensitive to all sorts
of unidealities appearing during growth and measurement: the overall level of the
reflectance signal can change for many reasons. In addition, the accurate determi-
nation of n usually requires a growth of a MQW structure, whereas the value of κ
can be quite accurately determined during growth of a single QW. Furthermore, the
value Bn,InGaAs is over ten times smaller than for example C(0.17) indicating a much
weaker dependence on the composition and, thus, lower sensitivity to the indium
content. However, both parts of nc,InGaAsN are needed in composition determination
of an InGaAsN MQW sample. Moreover, the indium composition using nInGaAsN

needs to be determined first in order to obtain the nitrogen content. Thus, inaccu-
racy in the determination of the indium content is straightforwardly transferred into
C([In]) and into the determination of the nitrogen content. As a result, to make
the measurement and the determination process of the composition more reliable it
would be favourable that the sensitivity of n to unidealities would be decreased. For
example, the intensity of the light source could be kept constant more accurately
using a feedback from the measurement of the source intensity. In addition, more
work is required to explore the indium content dependence of the constant C([In])
in Eq. 6.5.

Another issue which requires a thorough study is the determination of the growth
rate during growth of thin layer structures. At the moment, the determination of
the growth rates of the layers need ex situ measurements. However, for ternary
alloys the determination of the growth rate and the composition might be possible,
if the relation between n and κ is known. For InGaAs, the relation can be obtained
through Eqs. 6.2 and 6.3, i.e.,

nInGaAs = nGaAs +
Bn,InGaAs(κInGaAs − κGaAs)

Bκ,InGaAs

. (6.6)

The preliminary fits to the experimental InGaAs MQW data show that a decent fit
can be found. This would be a significant advantage for the in situ monitoring of
the MQW structures fabricated from InGaAs material system. Anyway, the growth
rate of the GaAs barrier layers can be determined in situ, because nc for GaAs is
known.
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6.3 Observing layer quality during growth

The in situ reflectance curve can also be used to estimate material quality during
growth. The quality analysis performed by in situ reflectance monitoring is qualita-
tive but still sometimes provides necessary information about the structure.

Dilute nitride studies often consider maximising the nitrogen content. However, it
is quite well known that beyond a certain nitrogen composition, the material qual-
ity might decrease drastically [83, 84]. Fig. 6.7 shows reflectance curves measured
during growth of a high quality (6.7a) and poor quality (6.7b) GaAsN/GaAs MQW
structures. Deterioration of the structure in 6.7b is caused by exceeding the critical
nitrogen content. The deterioration of the structure can occur during growth of
other material systems, for example, when the critical thickness of a layer is ex-
ceeded and similarly it shows in the in situ reflectance curve. By monitoring growth
in situ, the deterioration can be observed immediately when it occurs.

There are two major issues, which separate Figs. 6.7a and b from each other and
illustrate the difference between the reflectance curves of the high quality and poor
quality MQW structures. First, the overall reflectance level stays approximately the
same during growth of the whole structure in the high quality sample (Fig. 6.7a).
However, the overall level of the reflectance continuously decreases as the number of
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Figure 6.7: Reflectance curve measured during growth of a high quality
sample (a) and a poor quality sample (b). The difference in the starting
level of the reflectance is due to the lack of normalising the signal when
these samples were grown and does not affect the result.
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QWs is increased in the reflectance curve measured from the poor material quality
sample (Fig. 6.7b). This alone indicates that the surface of the material is getting
rough and thus scatters more light.

Secondly, because the layer thicknesses are so small that complete Fabry-Perot os-
cillations do not appear, the changes in the reflectance should be approximately
linearly increasing (during growth of the QWs) or decreasing (during growth of the
barriers). This, however, is true only for the high quality sample. For the sample
with low material quality, a linear behaviour of the reflectance can only be observed
during growth of the first QW. In the beginning of growth of each barrier, i.e., at
the point where DMHy flow to the reactor is switched off, a drastic drop of the
reflectance is observed. After the drop, a recovery of the reflectance is observed
during the barrier growth indicating that the quality of the surface is improving as
the GaAs barrier is grown.

Deterioration of (M)QW structure can occur during growth for any material system
for several reasons. Fig. 6.7 indicates that in this case the overlarge nitrogen content
in the GaAsN layers hinders the growth process of the layers. These observations
of the deterioration of the structure can not be made with any direct method after
growth and the in situ reflectance curve provides valuable information when the
reason of the deterioration is studied. Therefore, it is crucial to observe the growth
process also from structure quality point of view.



7 Summary

Dilute nitrides are III-V semiconductors, which contain a low concentration of nitro-
gen. GaAs based dilute nitrides GaAsN and InGaAsN can be used in applications
operating at optical communications wavelengths 1300 nm and 1550 nm due to the
strong reduction of the bandgap introduced by nitrogen. However, to date their use
in active devices has been limited by the defects caused by nitrogen.

In this thesis, metal organic vapour phase epitaxy (MOVPE) was used to grow
(In)GaAs(N)/GaAs multi quantum well (MQW) samples. The growth process was
monitored with a normal incidence reflectance setup at the wavelength of 635 nm.
Ex situ sample characterisation was performed with high resolution x-ray diffraction
(HR-XRD) and photoluminescence (PL) measurements.

Several MOVPE growth parameters were found to affect the nitrogen content of
(In)GaAsN samples. The nitrogen content of GaAsN QWs was found to increase
with increasing TBAs/III molar flow ratio when DMHy molar flow was kept con-
stant. The nitrogen content of InGaAsN samples increased with increasing DMHy
molar flow when all the other flows remained constant. In addition, the effect of
the carrier gas was studied by changing the hydrogen carrier gas (H2) to nitrogen
carrier gas (N2). The growth rate and indium content of the samples grown in N2

were observed to be lower and the nitrogen content higher. The unintentional in-
corporation of hydrogen was also studied. An increased hydrogen concentration was
observed in the nitrogen containing QWs compared to the barrier layers in all the
samples. Additionally, the hydrogen concentration was higher in the samples grown
in H2 ambient.

In situ reflectance curves with complete Fabry-Perot oscillations were used to de-
termine the complex refractive index of bulk GaAs at the growth temperature.
Complete Fabry-Perot oscillations were not observed in the reflectance curves when
MQW structures were grown due to the small thickness of the layers. The re-
flectance curves consisted of several approximately linear parts with sharp changes
at the material interfaces.

The reflectance curves measured during the growth process of the MQW structures
were found to be different for different sample compositions. First, a truly ex-
perimental method for determination of the QW composition was developed. The
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method utilises the relation between the sample composition and the reflectance
slope obtained during growth of the first QW of the MQW structure. Therefore,
it was called the slope method. A growth rate correction was needed to compare
samples with different growth rates. The slope of the first QW was found to increase
linearly when the indium and nitrogen contents of InGaAs and GaAsN, respectively,
increased. The slope of the quaternary alloy InGaAsN was affected by both nitrogen
and indium contents and, therefore, both cannot be determined simultaneously in
situ with this method. Additionally, the slope method is more or less limited to the
composition determination of the first QW.

Next, theoretical reflectance curves for multi layer stacks were calculated using the
matrix method. In the fitting procedure the calculated curve was compared to the
measured curve. As a result of the fitting, complex refractive index of the QW
material was obtained. The growth rates of the layers were fixed by determining
the growth rates from the layer thicknesses obtained by HR-XRD. Also the complex
refractive index of GaAs was fixed to the previously measured value.

The real and imaginary parts of the complex refractive index of InGaAs(N) were
found to be linearly dependent on the indium content over the nitrogen content range
studied. Also the imaginary part of the complex refractive index of (In)GaAsN was
found to be linearly dependent on the nitrogen content. However, the real part
of the complex refractive index of (In)GaAsN did not change as a function of the
nitrogen content. These dependencies are important for the in situ determination of
the QW composition by matrix method simulations. When ternary alloy InGaAs is
considered, the imaginary part of the complex refractive index is preferable over the
real part for composition determination because it is more sensitive to the changes
of the indium content. When GaAsN is considered, the imaginary part must be
utilised because the real part does not depend on the nitrogen content.

The determination of the composition of the quaternary alloy InGaAsN is also pos-
sible using in situ reflectance curve measured during growth of the MQW structure.
Because the real part of the complex refractive index of InGaAsN is not affected by
the nitrogen content, the real part can be used to determine the indium content of
the sample. After that, the nitrogen content of the QWs can be determined from
the imaginary part of the complex refractive index.

The results obtained from in situ monitoring of MQW structures were promising.
However, improvements in the measurement system need to be done in order to
make the determination of the composition more accurate and to enable the use of
this method in commercial monitoring. In addition, the possibility to obtain both
the composition and the growth rate in situ from the reflectance curve should be
studied carefully. As a final goal, a feedback loop between the in situ measurement
and analysis and the MOVPE growth control system could be envisaged, so that
the data obtained during growth would be used to adjust the growth parameters in
real time.
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[83] F. Höhnsdorf, J. Koch, C. Agert and W. Stolz, J. Cryst. Growth 195, 391
(1998).
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