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Neighborhood preservation in nonlinearprojetion methods: An experimental studyJarkko Venna and Samuel KaskiHelsinki University of TehnologyNeural Networks Researh CentreP.O. Box 5400, FIN-02015 HUT, Finlandfjarkko.venna,samuel.kaskig�hut.fiAbstrat. Several measures have been proposed for omparing non-linear projetion methods but so far no omparisons have taken intoaount one of their most important properties, the trustworthiness ofthe resulting neighborhood or proximity relationships. One of the mainuses of nonlinear mapping methods is to visualize multivariate data, andin suh visualizations it is ruial that the visualized proximities an betrusted upon: If two data samples are lose to eah other on the displaythey should be lose-by in the original spae as well. A loal measureof trustworthiness is proposed and it is shown for three data sets thatneighborhood relationships visualized by the Self-Organizing Map andits variant, the Generative Topographi Mapping, are more trustworthythan visualizations produed by traditional multidimensional saling-based nonlinear projetion methods.1 IntrodutionNonlinear projetion methods map a set of multivariate data samples into alower-dimensional spae, usually two-dimensional, in whih the samples an bevisualized. Suh visualizations are useful espeially in exploratory analyses: Theyprovide overviews of the similarity relationships in high-dimensional data setsthat would be hard to aquire without the visualizations.The methods di�er in what properties of the data set they try to preserve.The simplest methods, suh as the prinipal omponent analysis (PCA) [3℄, arebased on linear projetion. A more omplex set of traditional methods, that arebased on multidimensional saling (MDS) [10℄, try to preserve the pairwise dis-tanes of the data samples as well as possible. That is, the pairwise distanesafter the projetion approximate the original distanes. In a variant of nonlinearMDS, nonmetri MDS [8℄, only the rank order of the distanes is to be pre-served. Another variant, Sammon mapping [9℄, emphasizes the preservation ofloal (short) distanes relative to the larger ones.The Self-Organizing Map (SOM)[6, 7℄ is a di�erent kind of a method that �tsa disretized nonlinear surfae to the distribution of the input data. The datasamples are projeted to the map display by �nding the losest loation on thedisretized surfae. In the end of the �tting proedure eah disrete grid point



on the surfae is loated in the entroid of all data projeted onto it and itsneighbors on the surfae. The proedure impliitly de�nes a mapping from theinput spae onto the map grid that aims at keeping lose-by grid points lose-byin the original data spae.There exist several related algorithms and variants. In this study we will onlyonsider the generative topographi mapping (GTM) [1℄, a probabilisti variantof the SOM. The GTM is a generative model of the probability distribution ofthe data, de�ned by postulating a latent spae, a mapping from the latent spaeto the input spae, and a noise model. The latent spae orresponds to the SOMgrid, and samples an be projeted to it by �nding their maximum a posteriorloations.In literature the methods have been ompared using several measures. Sinethe methods are obviously good for di�erent purposes it is not sensible to searhfor the overall best method but to use the \goodness measures" to haraterizein whih kinds of tasks eah method is good at.Most of the methods try to preserve the pairwise distanes of the data samples[2℄, even though the emphasis of the methods varies. The SOM does not belongto this group, however. Several measures have been used to ompare the SOMto other nonlinear projetion methods and to measure the properties of theSOM, but aording to our knowledge one key property has not been measuredthus far: Whether the data points mapped lose-by on the displays are generallylose-by in the input spae as well. The goal of this study is to test empiriallywhih methods are best with respet to this key property of trustworthiness ofthe neighborhood relationships in the resulting displays.2 Neighborhood PreservationPreservation of neighborhoods or proximity relationships has often been men-tioned as the key property of SOMs, and several di�erent kinds of more or lessheuristi measures of neighborhood preservation have been proposed. In this pa-per the main purpose is not to ompare these methods or to develop yet anothermethod. Our goal is to point out that, aording to our knowledge, a key aspetrelated to neighborhood preservation in nonlinear projetion methods has notbeen measured so far, and to ompare the methods with respet to that aspetthat we all the trustworthiness of the neighborhoods in the visualization.For disrete data we de�ne neighborhoods of data vetors as sets onsistingof the k losest data vetors, for relatively small k. Topologial onepts havebeen de�ned in terms of \arbitrarily small" neighborhoods but for disrete datawe have to resort to �nite neighborhoods. When the data are projeted, theneighborhood is preserved if the set of the k nearest neighbors does not hange.Two kinds of errors are possible. Either new data may enter the neighborhoodof a data vetor in the projetion, or some of the data vetors originally withinthe neighborhood may be projeted further away on the 2D graphial display.The latter kinds of errors result from disontinuities in the mapping, and theyhave been measured extensively when quantifying the neighborhood preservation



of SOMs (see e.g. [5℄). As a result of disontinuities not all of the proximities inthe original data are visible after the projetions.We argue that the former kinds of errors are even more harmful sine theyredue the trustworthiness of the proximities or neighborhood relationships thatare visible on the display after the projetion: Some data points that seem to belose to eah other may atually be quite dissimilar. Aording to our knowledgethis property of the projetion methods has not been measured previously; forSOMs the auray has been measured as \quantization errors" in the inputspae, but not in the output spae.If the data manifold is higher-dimensional than the display, then both kindsof errors annot be avoided and all projetion methods must make a tradeo�. Inthis paper we will onentrate on measuring the new property of trustworthiness.The disontinuities in the mapping will be measured by the preservation ofneighborhoods to show the tradeo�s.In priniple, the errors ould be measured simply as the average number ofdata items that enter or leave the neighborhoods in the projetion. We haveused slightly more informative measures: Trustworthiness of the neighborhoodsis quanti�ed by measuring how far from the original neighborhood the newdata points entering a neighborhood ome. The distanes are measured as rankorders; similar results have been obtained with Eulidean distanes as well (un-published). Using the notation in Table 1 the measure for trustworthiness of theprojeted result is de�ned asM1(k) = 1� 2Nk(2N � 3k � 1) NXi=1 Xxj2Uk(xi) (r(xi ;xj)� k) ; (1)where the term before the summation sales the values of the measure betweenzero and one1.Preservation of the original neighborhoods is measured byM2(k) = 1� 2Nk(2N � 3k � 1) NXi=1 Xxj2Vk(xi) (r̂(xi;xj)� k) : (2)3 Test SettingThree datasets were used: UCI2 9-dimensional Glass identi�ation database(Glass) having 214 data vetors; UCI 34-dimensional ionosphere database (Iono-sphere) having 350 data vetors; and 20-dimensional Phoneti3 dataset having1962 data vetors.The resolution and exibility of SOM and GTM an be freely seleted, andneed be �xed for the omparison. The number of grid points on the map or latent1 For larity we have only inluded the saling for neighborhoods of size k < N=22 http://www.is.ui.edu/�mlearn/MLRepository.html3 Inluded in LVQ PAK, available at http://www.is.hut.�/researh/software.shtml



Table 1. Symbols used in de�ning the error measuresxi 2 Rn ; i = 1; : : : ; N data vetorCk(xi) the set of those k data vetors that are losest to xi in the original data spaeĈk(xi) the set of those k data vetors that are losest to xi after projetionUk(xi) the set of data vetors xj for whih xj 2 Ĉk(xi) ^ xj 62 Ck(xi) holdsVk(xi) the set of data vetors xj for whih xj 62 Ĉk(xi) ^ xj 2 Ck(xi) holdsr(xi;xj); i 6= j the rank of xj when the data vetors are ordered based on their Eu-lidean distane from the data vetor xi in the original data spaer̂(xi;xj); i 6= j the rank of xj when the data vetors are ordered based on their distanefrom the data vetor xi after projetionspae, whih governs the resolution of the projetion, was set about equal to thenumber of data points. The exibility or sti�ness of the SOM is determined bythe �nal radius � of the neighborhood funtion that governs adaptation duringthe learning proess. The radius was seleted aording to the goodness measuregiven in [4℄.4 We used the neighborhood funtion h(d) = 1� d2=�2, for d <= �and h(d) = 0 otherwise. The argument d refers to the distane on the map grid,the unit being the distane between neighboring map nodes.The exibility of the GTM is governed by the number and width of the basisfuntions that map the latent grid to the input spae. For eah data set thevalues that gave the best log-likelihood on a validation set were hosen.Note that sine the map grids of SOM and GTM are disrete, several datapoints may be projeted onto the same points and hene there will be ties inthe rank ordering of the distanes between the projeted data points. To makethese methods omparable to the rest, we assume that in the ase of ties all rankorders are equally likely, and ompute averages of the error measures.4 ResultsTrustworthiness of the visualized neighborhood relationships. When interpret-ing the visualizations it is partiularly important that the small neighborhoods,having a small value of k, are trustworthy. They are the most salient relation-ships between the data items. In Fig. 1a the trustworthiness of the projetedproximities is measured for the three data sets. The SOM and GTM preserveproximities (at small values of k up to 5-10% of the size of the datasets tested)better than the other methods, whereas the MDS-based methods are mostlybetter at preserving the global ordering (large values of k). NMDS is the best ofthe traditional methods, being onsistently better than Sammon mapping andPCA. The relative order of the SOM and the GTM di�ers on di�erent datasets;4 Beause the measure works better if there is more data per grid point, the numberof grid points on the map was set to about 1=10 of the number data points (butto at least 50) for the seletion of the sti�ness. The results were saled bak to thelarger map.
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GTM   k kFig. 1. Trustworthiness of the neighborhoods after projetion (a) and preservation ofthe original neighborhoods (b) for two data sets as a funtion of the neighborhood sizek. The results on the third data set (Glass) were similar.the explanation is probably related to the di�erent methods used in seletingtheir sti�ness (f. the disussion about sti�ness and trustworthiness below).Preservation of the original neighborhoods. While preservation of the originalneighborhoods, measured in Fig. 1b, is not as important as the trustworthinessof the projetion, it gives insight to the tradeo�s done in the projetion. PCAand NMDS are the overall best methods: They perform similarly on all datasetsand are onsistently among the best methods. For small neighborhoods (smallk) the SOM is among the best methods as well.Flexibility of mapping inreases trustworthiness of small neighborhoods. It seemsplausible that there is a onnetion between the sti�ness of the mappings and thedi�erent kinds of errors. If the mapping is sti� (the linear PCA is the extremeexample), then lose-by points will be projeted lose to eah other. Unlessthe data lies within a low-dimensional (linear) subspae of the original spae,however, data points originally far away may \ollapse" into the same loation.



We next investigated how the sti�ness of the SOM a�ets the kinds of errorsmade.The more exible the SOM is (the smaller the �) the more trustworthy thesmall neighborhoods are (Fig. 2a), as expeted. There is a tradeo� in that thetrustworthiness of the larger neighborhoods dereases.The relation between the sti�ness and the preservation of the original neigh-borhoods is not as lear, however, and requires more investigation. For largerneighborhoods it holds that the sti�er the map the better the neighborhoods arepreserved (Fig. 2b), but for very small neighborhoods the sti�est map (� = 20)makes most errors.a: Trustworthiness of the b: Preservation of thevisualization original neighborhoods
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SOM σ=20 k kFig. 2. The e�et of the sti�ness of the SOM on trustworthiness of the visualizedneighborhoods (a) and preservation of the original neighborhoods (b), as a funtionof the neighborhood size k. The sti�ness was varied by varying the �nal neighborhoodradius � on a SOM of a �xed size. The sti�ness of the GTM shown for omparison wasseleted by maximum likelihood on a validation set. Data set: Phoneti.5 ConlusionsThe experimental results showed that the neighborhood relationships on theSOM and GTM displays are more trustworthy than on MDS-based displays.That is, if two data samples are lose to eah other on the visualizations, theyare more likely to be lose to eah other in the original high-dimensional spaeas well. Moreover, the apaity of the SOM in preserving the original neighbor-hoods, the other aspet of neighborhood preservation, seems to be omparableto the other methods.The trustworthiness of the loal neighborhoods an still be improved by in-reasing the exibility of the mapping, by reduing the radius of the neigh-borhood funtion of the SOM. The ost is that larger neighborhoods (longerdistanes) are not preserved as well.
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