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Chapter 1

Introduction

Ad hoc networks are envisioned as a key technologybiquitous networking. It
is a suitable technology for embedded network devio multiple environments
such as vehicles, mobile telephones and persopéiapes. As ainfrastructure-
less technology, it will allow users to create theirgtmnal Area Networks (PAN).
The benefit of Ad hoc networks is that users caate the network automatically
when needed and tear it down if it is not requia@gmore. The network can be
created at any point in time for any communicatimrpose such as leisure,
military or disaster situations. Ad hoc networkvéan undefined lifetime since
they can be up and running momentarily or permayneastiong as there is a group
of users that are willing to be part of the network

Nowadays, mobile computers and personalized apigica are indispensable.
Users demand connectivity at any time at any plagen where the appropriate
infrastructure is not available. In this kind oEsarios, it is necessary that wireless
devices learn how to communicate among themselithewt routers, base stations
or service providers. Ad hoc networks could be gbéition to fulfil these user
needs but they present new challenges that haveeeotprimary concerns in fixed

networks deployment until now.

1.1 Networking Requirements in Ad hoc Networks
In Ad hoc networks the link state information chesgvhenever users move and

create interferences to each other. Ad hoc netwarksself-established without



previous knowledge of the environment. Ad hoc nageglire a set of mechanisms
to allow the devices to be autonomously integrated configured as part of the

Ad hoc network.

Network scalability is the ability to expand or veg the number of nodes and size
of the network while maintaining similar performanfor each user. Ad hoc nodes
have to perform the routing functionality and maint the network topology
information, while keeping track of the connectiwith other nodes. They must
also be able to react fast to network changes gndmndically adapt to the new
topology. Therefore, the overall Ad hoc networkfpenance is affected by the

size of the network, the number of nodes, theirifitpland resources.

Ad hoc nodes cannot rely on a fixed server thatldvanform about the services
available in the Ad hoc network. Therefore, eactlenneeds its own mechanism to
discover the network capabilities and configurelftso the services available in
the Ad hoc network. Besides these, Ad hoc netwbikge to interconnect with
other IP based technologies such as fixed Wirdlesal Area Networks (WLAN)
and 3G networks. For that reason, Ad hoc nodes lavact as routers and
constantly search for the services available iméitevorks. The nodes that become
part of Ad hoc networks contribute to the overadtwork performance while
spending their own resources. This leads to a lgargy consumption that

exhausts the batteries of the nodes.

1.2 Objectives of the Thesis

In recent years it has been proven that there issimgle protocol that
accommodates different conditions in Ad hoc netwddq [2]. Moreover, not all
the nodes have the same requirements in terms dfilitpoand resources.
Therefore, it is difficult to design a single protd that simultaneously meets all

the network variations and the different node regqaents.

The objective of this thesis is to design and imm@at a new hybrid routing
approach named Scalable Ad hoc Routing ProtocoRf®AThe main purpose of



SARP is to enable Ad hoc networks scalability. Té&pgproach has to be able to
meet the demands of the Ad hoc network when iteeslor increases the size and
the number of nodes. Moreover, it has to be swgtdbt nodes with different
mobility and resource constrains. Test bed resatd simulations of existing
routing protocols are used as the basis for SARIRydeA mathematical model of
Ad hoc networks is defined to evaluate SARP pertotoe and optimize the

protocol.

A protocol enabling Ad hoc networks scalability wegs that some nodes spend
additional resources, which may lead into unfaisn&shis thesis proposes a new
algorithm assessed using game theory [3] that gesva rewarding mechanism for
the Ad hoc nodes contributing towards network dulitg. Besides that, a cross-
layer architecture is designed to implement theardimg algorithm. With this
approach the Ad hoc nodes obtain a fair added valugturn for their contribution

to the routing functionality.

SARP is integrated with the cross-layer architectdor enabling network
scalability and implementing the rewarding mechanisThe analysis of the
existing protocols together with the mathematicaldei evaluation supported the
selection of the Ad hoc On Demand Distance Vecd®DV [4]) as the basis for

SARP implementation.

1.3 Our Contribution

We have studied the different routing protocolsduge Ad hoc networks, and
found that each protocol has different drawbacks benefits depending on the
network topology. We propose a network model basethe results obtained from

simulations and a test bed.

Our main contribution is the following:

1. We run simulations to evaluate the performance ifferéent Ad hoc

routing protocols. The author in cooperation witlthes students



implemented a test bed with a voice over IP apptioa and the results
were compared to the ones obtained in the simulati®he outcome of
this work is part of the MobileMAN EU project 1STO21-38113 [5].

2. Based on the results from the simulations and ¢kt lied, we propose a
routing protocol to fix some of the drawbacks o&atéve, proactive and
some hybrid routing protocols. Using those resadtdaseline, we devise a
mathematical model to evaluate the network perfoceaof existing Ad
hoc routing protocols and compare the results with proposed routing
protocol.

3. We apply game theory [3] to analyse the incentieegiired to deploy the
proposed routing protocol. Moreover, based on #Hraeanalysis, a cross-
layer architecture with a rewarding system is psagbfor implementing
the incentives.

The author’s original contributions can be foundthis thesis and the following

publications.

The author instructed nine Master Thesis as prelnyi work leading to
this thesis. Preliminary results of what will bebpished in this thesis were
reported in the respective nine Master Thesis aimd fonference papers
based on those Master Thesis. In particular, Mabhessis [6] includes
part of the simulation results presented in ChapteMaster Thesis [7],
[8], [9], [10], [11] and [12] develop the Ad hocstebed, and Master Thesis
[13] and [14] provide the test bed performance ltespartly used in
Chapter 2.

The early simulations and the initial hybrid rogtiproposal included in
Chapter 2 can be found in [15]. Some of the tedtresults in Chapter 2
are published in [16]. The performance metrics rhdaessed on the
simulation and test bed results that are used ¢pgse the new fully
distributed virtual backbone (FDVB) algorithm ishbished in [17]. A
subset of the implementation presented in Chapteckiding the route



cache replication and the original proposal of E¥/B based on smart
nodes is published in [18] and [19]. The architexfproposed in Chapter
4 to implement the FDVB for supporting network sdxdlity can be found
in [20] and [21]. Preliminary work including the tmerk incentives to

implement the proposed hybrid routing protocolublshed in [22].

In addition to the publications directly relatedAd hoc networking, the
author previously contributed to Internet addregsimumbering and IN
interoperability routing research. Those are usadthis work as

background to analyse scalability in IP network3][24] and [25].

Therefore, part of the content included in sev&hhpters of this thesis can be
found in existing publications. However, this tiesicludes improved versions of
the work presented in those publications. ChapténcRides new propositions
obtained from recent simulations. Chapter 3 costan updated version of the
performance models and simulation results not deduin previous publications.
Chapter 4 contributes with new conclusions obtaiaéelr reformulating the game
analysis, which are not published in any previouskw The instructed Master
Theses include an early protocol design that has bgdated in Chapter 5 with
new algorithms identified after obtaining some jpnahary test results from
prototype implementations. Therefore, the work mhigld in the Master Thesis,
conference papers and journals include the predinginesults used as baseline for
this work. Nevertheless, this thesis presents newlifgs and conclusions

formulated with more detail than in previous puélions.

This thesis is structured as a monograph insteah @frticle dissertation to present
a more coherent and accurate report of the worke don the author and the
students working on this subject. This thesis miesi a comprehensive
presentation of the results and a progressive sigaty the subject. Therefore, this
work starts with simulations and a test bed to gl@the basic analysis that is
followed by a mathematical model to evaluate théwoek performance. To

conclude, we introduce a theoretical analysis basedgame theory to describe the



incentives for implementing the proposed routingtpcol and support scalability
in Ad hoc networks.

1.4 Structure of the Thesis

Chapter 2 presents the performance evaluation @tiex Ad hoc routing
protocols. The results demonstrate that there isimgle protocol suitable for all
the Ad hoc networks. This chapter also highliglits scalability limitations of
some of the existing routing protocols. Based am ferformance evaluation we
design a novel hybrid routing approach for Ad hetworks named Scalable Ad
hoc Routing Protocol (SARP). SARP is specified alilly distributed virtual
backbone (FDVB) algorithm.

Chapter 3 defines a mathematical model to eval&A&P performance and
optimize the protocol. The results are used toipére optimal requirements for
the FDVB algorithm.

Chapter 4 presents the incentives for the nodesatticipate in SARP routing
functionality. In this chapter game theory [3] [g&ed to demonstrate that SARP

requires a cross-layer architecture implementirgnaarding mechanism.
Chapter 5 describes the SARP implementation on db@m reactive routing
protocol, the Ad hoc On demand Distance Vector (AQO4]. A novel

architecture based on a cross-layer interaction thg routing protocol is studied.

Chapter 6 presents our conclusions and future work.



Chapter 2

Ad hoc Routing Protocols Analysis

This chapter introduces a performance evaluatiorexa$ting Ad hoc routing
protocols. The performance results presented is tiapter, obtained from
simulations and validated using a test bed, dematesthat there is no single
protocol suitable for all the Ad hoc networks [26fhis chapter highlights the
performance of reactive, proactive and hybrid mgtiprotocols in terms of

scalability.

2.1 Addressing and Reachability

In Ad hoc networks, the nodes perform the addrgsaird routing functionalities
making scalability a critical issue in large netksrBefore studying the existing
Ad hoc routing protocols and their performancefedént addressing approaches
are analysed. As baseline for our study, we brisglyiew the different solutions
that have been implemented in fixed networks tallethe scalability problems in

addressing.

Addressing is hierarchical (e.g. country code, kroode and subscriber number) in
existing fixed networks such as Plain Old Teleph&eyvice (POTS) [27] where
each switch maintains a specific numbering bloék.networks addressing was
originally flat [28] but when the number of hostenoected to the network
increased, a mechanism to emulate a hierarchiclkssing structure dividing the
addressing space into groups (i.e. address clas€sC and D) was established.

The number of nodes kept increasing and the adeesgilability was reduced.



Therefore, a more flexible hierarchical scheme, tbiassless Inter-Domain
Routing (CIDR) [29] was implemented for a more @#int usage of the existing

address space.

Maintaining the names and IP addresses of all ds¢shin the network up to date,
required a continuous exchange of messages resiitimetwork congestion. Thus,
new protocols such as the Dynamic Name Service (OB, and the Dynamic

Host Configuration Protocol (DHCP) [31] were regair

In Ad hoc networks a similar approach has to be¥atd due to scalability issues.
Most of the Ad hoc routing protocols have a flatlia$sing structure where each
node keeps the addresses of the rest of the nsideékarly to Internet when it was
created. However, as history shows, this approsctot suitable when the number
of nodes in the network is large. The nodes havedre all IP addresses in their
routing tables and they have to maintain the tapplmformation up to date.
Therefore, a hierarchical addressing structureerguired for scalable Ad hoc
networks. The drawback is that Ad hoc networks oamely on a fixed entity that

assigns the blocks of addresses, making the adugessignificant challenge.

In fixed IP networks moving from flat to hierarchiaddressing is feasible because
all the nodes are static and they can easily bepg under sub networks. The IP
address space remains flat but it is divided intchs to emulate hierarchical
addressing. Moreover, users want mobility and cotiviey with their devices
anywhere. DHCP [31] and Mobile IP [32] are the n@tbms for maintaining the
flat addressing but still allowing the nodes mabithrough different sub networks.
DHCP dynamically assigns a new IP address to tliesiaccessing the network.
Mobile IP enables nodes to be reachable throudérdiit sub networks using their
static IP address. Ad hoc networks could have adphe same mechanisms (i.e.
DHCP or Mobile IP) allowing the nodes to obtainIBnaddress or maintain their
static IP address when joining the Ad hoc netwétdwever, due to the nature of

Ad hoc networks [33], the availability of DHCP sers or Mobile IP agents cannot



be guaranteed. Instead the Ad hoc nodes must actherIP addresses on their

own and configure themselves as part of the Adredeork.

In fixed networks routers or gateways provide tlmiting and addressing

functionality and the nodes only store the addgshe DNS, DHCP server and

gateway for routing purposes. In principle, fixedtworks are made of many

networks (i.e. Autonomous Systems) connected bierswr gateways as depicted
in Figure 1. The routers are nodes that use rogingpcols such as Open Shortest
Path First (OSPF) [34] to maintain addressing imftion and find the routes

between source and destination nodes within thee sandifferent sub networks.

The gateways are routers that maintain addressfogmation about sub networks

they are bridging using routing protocols such fzs Border Gateway Protocol

(BGP) [35].
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Figure 1. Routing protocols between autonomous sysns.

When a router receives a packet, it checks thendisin address looking up the
longest match in the routing table and forward® ithe next router closer to the
destination. If no match for the destination adglissound in the router, the packet
will be forwarded to the default route tied to zémdhe routing table. The default




route address points to the gateway that maindlisessing information of the

other sub networks.

Ad hoc nodes act as routers that cannot rely onfixey infrastructure devices
such as gateways, DHCP or DNS for addressing assist Therefore, Ad hoc
nodes have to include all necessary routing andreadohg functionalities
themselves. This means that they must store atingpunformation and need a
mechanism to discover the routes to other nodesdite outside the local sub

network.

Scalable Ad hoc networks require a hierarchicalresking structure, where the
network is partitioned into sub networks or clustdfigure 2 represents a cluster-
based network with four clusters.

....
''''

o
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<) Inter cluster communication

—> Intra cluster communication

----- cluster boundaries

Figure 2. Cluster-based network routing.

A cluster-based network is a network divided inéwvesal clusters. Each cluster

consists of a single cluster head and multipletelusodes. The cluster head is a
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node that performs the routing functionality asewjnto gateways in fixed
networks. When a cluster node needs to find a rtwta destination node not
located in the same cluster, it will contact thestér head that acts as a gateway.
The cluster head communicates with other clustadfién different clusters to find

the route to the destination node.

The communication between nodes in the same clistemown as intra cluster
communication. Cluster heads establish the intestet communication with nodes
outside their own cluster. Cluster heads requiditiathal resources to perform the
gateway functionality. The cluster-based routingrdases the network reliability
because the cluster head may become the bottlenkxkover, the algorithm for

selecting the optimal cluster head among the exjstiuster nodes is cumbersome.

Nevertheless, from a preliminary analysis on theluion of the public Internet a
hypothesis can be formulatealcluster-based routing protocol where the changes
in IP addresses and route updates are localised and do not span the entire
network, is required to guarantee scalability in Ad hoc networks.

The evolution path taken in the fixed Internet twve the scalability problem
might not be valid for Ad hoc networks and therendis mathematical analysis to
prove that a cluster-based routing protocol is dhey solution to make Ad hoc
routing scalable. Therefore, in order to verifysthlaim, next section describes the
state of the art in some of the existing Ad hoctirmu protocols and their
performance. Ad hoc routing protocols can be digskiinto three categories

reactive, proactive and hybrid [5].

2.2 Reactive Ad hoc Routing Protocols

Reactive Ad hoc routing protocols determine a matfdemand only, meaning that
they search for a single path when a message neddsdelivered. In this section
we briefly describe the Ad hoc On Demand Distanaetyr (AODV) [4], the
Dynamic Source Routing (DSR) [36] and the Tempgralrdered Routing
Algorithm (TORA) [37] as the most widely used reéaetAd hoc routing protocols.
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In AODV the originating node initiates a Route Regiu(RREQ) message that is
flooded through the network to the destination. ifttermediate nodes in the route
record the RREQ message. A Route Reply (RREP) sinisassage is sent back to
the originating node as the acknowledgement folgwithe reverse routes
established by the received RREQ message. Thematkate nodes in the route
also record the RREP message in their routing tdiduture use. Each node
keeps the most recently used route informationtsitache. Therefore, AODV is a
simple protocol and does not require excessiveurees on the nodes. However,
the routing information available in the nodesiisited, and the route discovery
process may take too much time. The initial RRE®eist with TTL=1 and if no

RREP is received within a certain time, the TTlinsremented and a new RREQ
is sent. Thus, if the destination node is not cleseugh, the network is flooded
several times during the RREQ process before aermufound or an error is

notified.

DSR is similar to AODV where RREQ and RREP messagesalso used for
discovering the route to the destination. The nuifference is that in this case,
these messages also include the entire path infamnéi.e. addresses of the
intermediate nodes). The drawback is that the raofiermation generates an
overhead that can be excessive when the numberop$ lbr node mobility

increases.

TORA is a reactive routing protocol with some ptoae enhancements where a
link between nodes is established creating a Giceétcyclic Graph (DAG) of the
route from the source to the destination. The nguthessages are distributed to a
set of nodes following the graph around the chartggdlogy. TORA provides
multiple routes to a destination quickly with minim overhead. In TORA the
optimal routes are of secondary importance versesdelay and overhead of

discovering new routes.

12



2.3 Proactive Ad hoc Routing Protocols

The proactive protocols are the traditional routimgptocols used in fixed IP
networks. These protocols maintain a table with tbeting information, and
perform periodic updates to keep it consistenthis section we will introduce the
Destination Sequenced Distance Vector Routing (DBS[3¥] and the Optimised
Link State Routing (OLSR) [39] as the most représiive proactive Ad hoc
routing protocols.

DSDV looks for the optimal path using the Bellmaordralgorithm [40]. It uses a
full dump or incremental packets to reduce thefitrajenerated by the routing
updates in the network topology. However, it createn excessive overhead

because it constantly tries to find the optimahpat

OLSR defines Multipoint Relay (MPR) nodes for exohag the routing
information periodically. The nodes select the IddRR node that will announce
the routing information to other MPR nodes in thetwork. The MPR nodes
calculate the routing information for reaching othedes in the network.

2.4 Hybrid Ad hoc Routing Protocols
This section introduces a hybrid model that combimeactive and proactive

routing protocols but also a location assistedinguprotocol.

The Zone Routing Protocol (ZRP) [41] is a hybridting protocol that divides the
network into zones. The Intra-Zone Routing Proto@@RP) implements the

routing within the zone, while the Inter-zone RagtiProtocol (IERP) implements
the routing between zones. ZRP provides a hiergatlrchitecture where each

node has to maintain additional topological infotimrarequiring extra memory.
The Location Aided Routing (LAR) [42] is a locatiassisted routing protocol that

uses location information for the routing functibtya LAR works similarly to

DSR but it uses location information to limit theea where the route request is
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flooded. The originating node knows the neighbdorstion and based on that

selects the closest nodes to the destination asetttehop in the route request.

2.5 Ad hoc Routing Protocols Evaluation

We have described different routing protocols andseld on the basic
characteristics of reactive and proactive routimggrols we can formulate a set of
propositions. The propositions will consider theant of system variables such as
used routing protocol type, node mobility and numtifenodes (i.e. hode density)
on performance measures such as routing overheezkrgage of packet loss, end
to end packet delay and percentage of optimal sodtethis stage we are not able
to indicate whether there is a linear or polynomédtionship between the system

variables and the performance measures.

AODV, DSR and OLSR, TBRF are the experimental prok® standardized in the
IETF as reactive and proactive routing protocolle Touting protocols under
consideration in this evaluation are AODV and OL&Rhe most representative of

reactive and proactive categories.

In our propositions we assume that the followingditons do not change: bit rate,
number of flows and size of the Ad hoc network. ustnow formulate the set of

propositions using the notations introduced in €dband Table 2.

Table 1. System variables.

Proactive | Proactive | Proactive | Reactive | Reactive | Reactive | Number | Node
routing routing routing routing routing routing of nodes | mobility
protocol | protocol | protocol | protocol | protocol | protocol | inthe
and UDP | and TCP and UDP | and TCP | network
flows flows flows flows or node
density
P Pu Pt R Ru Rt N M

Table 2. Performance metrics.

Routing overhead

End to end packet
delay

Percentage of packet
loss

Percentage of optimal
routes

Q

D

L

II
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Proposition 1. Routing overhead increases with nodeanobility in both

proactive and reactive routing protocols.

P1.1For Mi>Ms, Qe(M1)>Qe(M>)
P1.2 For M;>M,, QR(M 1)>QR(M2)

P1.3For M>Mieshola 2p(M)> Qr(M) >0

M; and M represent different values for mobility. The dativesQp"(M)>0 and
Qr (M)>0 are used to demonstrate that overhead functmmeases with mobility,
and they will be applied for the mathematical asialyn the rest of the chapter.
The routing overhead increases with node mobility t the extra route discovery
transactions generated in reactive protocols amdrtiute updates required in
proactive routing protocols. We expect that thetingu overhead of proactive
routing protocols increases more than the routingrftead of reactive protocols
because the route updates need to span all nodeslimks break due to mobility.
We assume that the routing overhead of reactivéngprotocols is lower than the
routing overhead of proactive protocols becausg thrd existing routes need to be

re-established during a link break.

Proposition 2. End to end packet delay increases thi node mobility in both

proactive and reactive routing protocols.
P2.1For M;>M,, DP(M1)>DP(M2)
P2.2For M;>M,, DR(M1)>DR(M2)

P2.3For M>Mthresho|d DP(M)>DR(M)20

M; and M represent different values for mobility. The datives ' (M)>0 and
Dr"(M)>0 are used to demonstrate that delay function &s&a® with mobility, and
they will be applied for the mathematical analysithe rest of the chapter.

In proactive routing protocols, the end to end gadelay increases when there is

network congestion because of the increment in ribmber of transactions
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required to exchange topology information with @k nodes. The end to end
packet delay increases with node mobility in reectiouting protocols because of
the increment of route discovery transactions. Waeet that the packet delay in
reactive routing protocols is lower than in proaetprotocols because the route
information is fresh since it is acquired right dref starting the flow. We assume
that the packet delay in proactive routing protec higher than in reactive
protocols because the routing information may ladestvhen starting the packet
flow, and the link breaks due to mobility creatediéidnal traffic increasing the

congestion in all nodes.

Proposition 3. Percentage of packet loss increasedth node mobility in both

proactive and reactive protocols.
P3.1For M;>M,, LP(M1)>LP(M2)
P3.2 For Mi>M,, Lr(M{)>Lgr(M,)

P3.3For M>Mineshola  Le(M)>Lr(M)>0

M; and M represent different values for mobility. The datives L' (M)>0 and
LrR'(M)>0 are used to demonstrate that packet loss fundticreases with
mobility, and they will be applied for the mathemat analysis in the rest of the
chapter.

When mobility increases, links are more frequeriitpken and percentage of
packet loss increases. We expect the mobility wdtease the link breaks that in
proactive protocols will result in additional traffand congestion in all nodes. The
reactive protocols have more fresh routing infoforatvhen starting the packet

flow that will result in lower packet loss thanproactive protocols.

Proposition 4. Percentage of optimal routes decreas in both proactive and

reactive routing protocols when node mobility incrases.

P4.1 For Mi>M,, TTp(M1)<IIp(My)
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P4.2 For M;>My, TIr(M1)<IIg(My)

M; and M represent different values for mobility. The dativesIly (M)<0 and
IIg"(M) <0 are used to demonstrate that optimal routes iimatecreases with
mobility, and they will be applied for the mathemat analysis in the rest of the
chapter.

When the nodes move new shorter routes may appehitaakes time for a
routing protocol to discover those optimal roufBlsis problem occurs more often

when node mobility increases.

Proposition 5. Percentage of optimal routes obtairtewith proactive routing

protocols is higher than with reactive protocols.

P5.11Ts(M)>TTx(M)

The routing protocols obtain the network topologysdéd on periodic routing
updates (i.e. proactive) or on demand route diggofies. reactive). The proactive
routing protocols apply an additional algorithm otlee discovered routes to select
the most optimal route (e.g. lower number of hops).a consequence, proactive
routing protocols obtain a higher percentage ofnaglt routes compared to the
routes obtained with reactive routing protocols. a@vhmobility increases, the

routes obtained become stale due to frequent liakds.

Proposition 6. Routing overhead increases with thaumber of nodes in both

proactive and reactive routing protocols.
P6.1For Ni>N,, Qp(Np)>Qp(Ny)

P6.2For Ni>N,, Qr(Ny)>Qr(N,)

N; and N represent different values for the number of noddee derivatives
Qp (N) >0 andQg'(N) >0 are used to demonstrate that routing overheactitum
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increases with the number of nodes, and they wilapplied for the mathematical
analysis in the rest of the chapter.

The proactive routing protocols have to share thaimg information with all the
other nodes in the network, which increases th&ngunformation per node as a
function of the total number of nodes in the netwdihe reactive routing protocols
have to increase the TTL in the route requestdohrall the nodes in the network.
Therefore, when the node density increases the naguests are sent by higher
number of nodes but few of the messages are repadeww nodes, thus decreasing

the route discovery efficiency.

Proposition 7. For the same number of nodes and mdity conditions the

routing overhead is higher in proactive than in reative protocols.

P7.105(M,N)>Qx(M,N)

The routing overhead increases with the number ailea due to additional
topology information required in proactive protaobnd the additional route

requests forwarded by each of the intermediate \odeeactive protocols.

Proposition 8. End to end packet delay increases thithe number of nodes in
both proactive and reactive routing protocols.

P8.1For Ny>N,, Ds(N1)>Ds(N,)

P8.2For Ni>N,, Dg(N1)>Dgr(N.)

N, and N represent different values for the number of noddee derivatives
Dr'(N) >0 and I'(N) >0 are used to demonstrate that delay function asa®
with the number of nodes, and they will be appfiatthe mathematical analysis in
the rest of the chapter.

In this proposition, N denotes both the density strednumber of nodes on the end

to end path.
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Proposition 9. Percentage of packet loss increasegh the number of nodes in

both proactive and reactive routing protocols.
P9.1For Ni>N,, Lp(N1)>Lp(Ny)

P9.2For Ni>N,, Lr(N1)>Lg(Ny)

N; and N represent different values for the number of noddee derivatives
Le"(N) >0 and Ig'(N) >0 are used to demonstrate that packet loss function
increases with the number of nodes, and they wilapplied for the mathematical
analysis in the rest of the chapter.

When the number of nodes increases, the netwosk ggeigested because of the
additional signalling, causing an increment of plaeket delay and the percentage
of packet loss. According to Proposition 1, thetiray overhead increases with
mobility, therefore the throughput will decreasdueing the available bandwidth

and increasing the percentage of packet loss.

Proposition 10. Percentage of optimal routes obtaed with proactive and

reactive routing protocols decreases with the numbvef nodes.
P10.1For N>N,, TTp(N1)<IIs(Ny)

P10.2For N;>N,, TIg(N1)<ITr(Ny)

N; and N represent different values for the number of noddee derivatives
ITs"(N)<O andIIz"(N)<O are used to demonstrate that optimal routes ifumct
decreases with the number of nodes, and they wiligplied for the mathematical
analysis in the rest of the chapter.

When calculating the optimal routes, increasingrthmber of nodes will decrease
the efficiency of the protocols because of the tolthl topology information

collected from all the nodes that has to be prazkss
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2.6 Proactive versus Reactive Simulation Comparison

In previous section we have formulated a numbepropositions based on our
gualitative understanding of the behaviour of ad houting protocols. In this
section, we include results from a large set ofutitions and in section 2.8 we
provide the measurements obtained from our testtdegek confirmation of the
accuracy of our propositions. In order to maketthasformation from quantitative
numeric results obtained from simulations to gadlie statements we fit the

simulation results into parametric equations thitimmze approximation error.

The purpose of the parametric equations is notfieat the behaviours of all Ad
hoc networks under certain conditions. However, fual is to explore the
behaviour of Ad hoc networks under different rogtiprotocols qualitatively in
order to have a good understanding of the deskptetffs of routing protocols.
Therefore, we use both simulations and measurentensiudy the behaviour.
Based on our own experience, we consider that tawynsimulation results have
been published that fit poorly to the measured Wielbia gained from a test bed or
a real network. The limitation of measurements, tbe other hand, is that
generalizing the results is difficult. Thereforeg wlo not believe it would be
possible to propose a grand theory and verify thwhe means in our disposal.
However, our aim is to improve on routing protoctdsign and justify design
choices without having such a theory by using m#asurements and simulations,
by explaining the differences between the two dndg tverifying our work on a

qualitative level.

In this section, simulation results justifying thdvantages and drawbacks of the
reactive and proactive Ad hoc routing protocold i presented [15]. The routing
protocols comparison has been done using ns-2 aiorul43] version 2.27 with
standard IEEE 802.11 MAC protocol, which is usethim simulations and test bed
included in this thesis. We also verify some of fhepositions introduced in

section 2.5
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The results are obtained from the average of thilations rounds performed
continuously in order to reduce any possible efteat to initialization process of
the simulator. In the simulations we consider thiWing parameters:
- Simulation area: 1500m x 300m.
- Simulation time: 900 seconds.
- Traffic flows:
1. Constant Bit Rate (CBR) with UDP transport: 20 IRidirectional
flows.
2. Traffic with TCP transport: 20 IP unidirectionabws.
- Connection rate: 8 packets/second.
- Packet size: 65 bytes.
- Number of nodes: 50 nodes using random waypointlityopattern.
- Pause time between node movements: 0, 30, 60,30%0),600 and 900

seconds.

In the simulations we consider the mobility asakierage speed of the node during
the simulation.

M = Mmaxtmoving +Otpause - Mmaxtmoving Where M = M m

t t

andM =0 :
ax tmoving =ts'rmlalion tmoving =0

simulation simulation
We run simulations with the same parameters butgusither UDP or TCP as
transport protocol for the traffic flows to compatee effect of congestion and

reliable traffic control mechanisms.

The literature shows that different mobility patteraffect Ad hoc networks
performance results [44]. Ad hoc networks will bepkbyed under different
mobility patterns and the routing protocols have gerform in different
environments. Therefore, in the simulations, thdesofollow a different mobility
pattern after each waiting time as characterisethénrandom waypoint model
[45].

It has been demonstrated that the random waypuiutel is not the most accurate mobility pattern watwill
use it for simplicity assuming that it is good egbu

21



The simulations are made considering that the mitvi® handling the traffic
generated by 20 active connections transmittingékets/second. The simulations
reflect the performance of Ad hoc networks withl rdme applications under
different mobility conditions and using differerduting and transport protocols.
The simulations last for 900 seconds, thus a pduse of 900 seconds is
equivalent to static nodes that do not move duttiegsimulation.

Both reactive (i.e. AODV, TORA, DSR) and proactiveuting protocols (i.e.
DSDV, OLSR) are covered in the simulations. Theuation results presented in
this section are inaccurate due to the random hetwaef the nodes. Therefore, a
deeper analysis will be made extracting from eaichulstion the associated
equation for the most representative reactive @@DV) and proactive (i.e.
OLSR) routing protocols and specific transport peot (i.e. TCP or UDP).

The simulation results can be associated with awoatgan that can be

linearf (x) =cx+b, polynomialf (x) =b+c¢,x+c,x* +...+ ¢, X", logarithmic

f(xX)=cIlnx+b or exponentiaf (x) =ce™. The constant and b of these

equations are adjusted using the r-squared vgluie Z(Yi —\?i)z , Where,
re=l-—4"——_—=

Sy v

n
represents the value obtained in the simulation ‘&ndepresents the estimated

value from the associated equation. The r-squaretlev represents the
approximation error, thus it tends to 1 when thiees from the simulation and the

associated equation match. In following sectiorthesimulation is associated with

the equation that provides the lowest approximaﬂaimnrrz.
2.6.1 Simulation Results on Mobility

Figure 3 shows the routing overhead generated by reactidepeaoactive routing

protocols during the simulation time versus nod®ititg with UDP traffic flows.
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Figure 3. Routing overhead versus node mobility.

Proactive protocols have a higher routing overhibad reactive protocols, which
can be caused by the additional topology infornmatiey exchange. In particular,

AODV generates less routing overhead compared B8R similar conditions.

From the different equations that can be associattdthe results of the AODV
routing overhead with UDP traffic flows, the onetlwthe lowest approximation

errorr? =0.976is Eq 1.

Eql. Q. (M) =1209e""" (Kbytes)

The first derivative isy_ (M) = % — 3026007 = 303, , > 0. proving P1.2
+

I

The associated equation to the OLSR routing overtsdaulation results with

UDP traffic flows and the lowest approximation err6=083¢ is Eq 2.

Eq 2. Q,, (M) =152E°*™ (Kbytes)

The first derivative isy_ (m)=9 ) - 79 ggo0m — 714, o o, provingP1.1
N dm ’ + oo -

M-
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Figure 4 shows the routing overhead in AODV and RL&sing a transport
protocol that includes reliability and congestiorahnanisms such as TCP. The

routing overhead increases in both AODV and OLSRwgared to UDP traffic

flows.
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Figure 4. Routing overhead versus node mobility antransport protocol.

From the different equations that can be associattdthe results of the AODV

routing overhead with TCP traffic flows, the onettwihe lowest approximation

error r*> =0.456is Eq 3.
Eq 3. Q. (M) =28131e%* (Kbytes)

8 o >0, proving P1.2.

e

The first derivative isy_+(vy = 92=) _ 1 gggooran _ 618
R dmv ' + oo
The associated equation to the OLSR routing overlsgaulation results with TCP

traffic flows and the lowest approximation ermdr=024<is Eq 4.

Eq 4. Q. (M) = 40147e"™* (Kbytes)

d(Q,) 5219

M-0s(, proving
+°0M "

The first derivative isq_(m)= =5219e001M —

P1.1 and P1.3.
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The associated equations to AODV and OLSR using @f#Pmore accurate than
the same equations when using TCP (i.e. higheuarsg value) and they show
that proactive protocols have higher routing ovathéhan reactive protocols under

similar conditions, as stated in P1.3.

Figure 5 shows the end to end packet delay gemkiataeactive and proactive
routing protocols during the simulation time verswsle mobility with UDP traffic
flows. In high mobility conditions, proactive ronj protocols such as OLSR
present higher delay than reactive routing proweslstated in P2.3. In case of low

mobility, performance of reactive and proactivetimmgl protocols is similar.
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Figure 5. End to end packet delay versus node molty.

Node mobility affects the end to end packet delegdoise of different reasons such
as network congestion and loss of connectivity wdek congestion increases with
mobility due to the link breaks that generate nemotogy updates in proactive
protocols, and additional route requests initiaiadreactive protocols. The
connectivity is immediately re-established after link break by reactive protocols

but the same is performed after a periodic routkatgin proactive protocols.
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The associated equation to the AODV end to endgiatiday simulation results

with UDP traffic flows and the lowest approximatierror r* = 0.625 is Eq 5.

EQ 5. D, (M) =0.008V +0.02X(s)

The first derivative isp (M) = d(Dr) _ 0.008> 0, proving P2.2.

The associated equation to the OLSR end to endepalay simulation results

with UDP traffic flows and the lowest approximatierror r* =0.85: is Eq 6.
Eq 6. D,, (M) =0.172M - 0.302(s)

The first derivative is9 (M) = d(@e) _ 51725 0, proving P2.1
’ dM

In Eq 6 when M=0 we obtain a negative value for ¢imel to end packet delay

D,, (0)=—030: representing an approximation error.

Figure 6 shows that the end to end packet delegdisced using TCP as transport
protocol. This can be due to the fact that with T&®Fh ends maintain a connection
state, thus they will notice a link break immedwtand either trigger a route
update earlier than the normal periodic update,trmy will recalculate an
alternative route in the routing table. The differe in reactive protocols when
using either UDP or TCP is minor because reactiaopols do not maintain
routing tables. They do not have alternative roateslable to re-route the traffic
and they just issue a route request when needegl.r8édctive protocols have
similar behaviour with UDP and TCP because theyedlethe link break

immediately and initiate the route discovery toyide an alternative path.
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Figure 6. End to end packet delay versus node molbjt and transport protocol.

The associated equation to the AODV end to endgiaaiday simulation results

with TCP traffic flows and the lowest approximatiemor r* = 026 is Eq 7.
Eq 7. D, (M) = 0.0025M +0.127(s)

The first derivative isp_'(m) = d(Pr) _ 0.0003> 0, proving P2.2.
dam

The associated equation to the OLSR end to endepaltay simulation results

with TCP traffic flows and the lowest approximatiemor r> =044 is Eq 8.
Eqg 8. D, (M) =0.0076M + 0.1619s)

The first derivative isp ‘(M) = d(Bs) _ 0.0012> 0, proving P2.1.
dM

In proactive protocols, the connection controlha traffic flow decreases the delay
compared to non reliable connections when using @BBansport protocol. The
accuracy of the associated equations for UDP trdftiws is higher than the

equations for TCP flows, but still they show thia¢ tend to end packet delay is

higher in proactive routing than in reactive rogtprotocols as stated in P2.3.
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Figure 7 shows the percentage of packet loss gelenenen reactive or proactive
routing protocols are used during the simulationetiversus node mobility with
UDP traffic flows.
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Figure 7. Percentage of packet loss versus node nildlp.

We measured the packet loss as the percentageclkdtpahat did not reach the
destination from the total number of packets s€hé percentage of packet loss is
higher in case of proactive routing protocols thancase of reactive routing

protocols and increases with mobility as stateBriwposition 3.

The associated equation to the AODV percentagexckgi loss simulation results

with UDP traffic flows and the lowest approximatierror r > = 0.881is Eq 9.

Eq 9. L, (M) =0.08%"M (%)

The first derivative ig_(m) = d(La) _ g g3ge0es = 003g,, >0, proving P3.2.
am

+oo‘
M o

The associated equation to the OLSR percentagaakep loss simulation results

with UDP traffic flows and the lowest approximatierror r* =05¢€ is Eq 10.

Eq 10. L., (M) = 0.225%" (%)
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The first derivative iy _ (v =9(n) _ ggomm - 02, ., 5 o, proving P3.1.
u dM ' +oof

o
Figure 8 shows that packet loss is reduced usingamsport protocol with
connection control in the traffic flows (i.e. TCP).
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Figure 8. Percentage of packet loss versus node nilitly and transport protocol.

The associated equation to the AODV end to endgiatiday simulation results

with TCP traffic flows and the lowest approximatiemor r* = 0.488 is Eq 11.
Eq 11. L, (M) = 0.773°% (%)

The first derivative isLRl (M) = dLe) _ 0.048e%%6M = 004, , >, proving P3.2.
dM + oo

.

The associated equation to the OLSR end to endepalay simulation results

with TCP traffic flows and the lowest approximatiemor r> =077¢ is Eq 12.

EqQ 12. L, (M) = 0.2418°%™ (%)

The first derivative ig_ (v = 9(e) _ g g5ae0mm 0053, ;. proving P3.1
dm

+oo‘
M~

29




TCP includes a connection control mechanism thddges the end to end packet
delay as we can see comparing Eq 6 with Eq 8 amdlitces packet loss as we can
deduce from Eq 10 and Eq 12. Lower slopes in Ethah in Eq 12 demonstrate
that reactive protocols present shorter end to packet delay than proactive

routing protocols, proving P3.3.

Figure 9 shows the percentage of optimal routesidd by reactive and proactive
routing protocols during the simulation time versusde mobility. Proactive

routing protocols perform better than reactive irayprotocols when obtaining the
optimal routes. Proactive routing protocols maimtifie routing information up to

date and apply appropriate routing algorithms (&bortest Path [40]). The
percentage of optimal routes decreases in bothiveaand proactive protocols
with node mobility as stated in Proposition 4.
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Figure 9. Percentage of optimal routes versus nodeobility.

The associated equation to the AODV percentageptifnal routes simulation
results with UDP traffic flows and the lowest apgnoation errorr® = 0.729 is Eq
13.

Eq 13. M, (M) = 94.028- 2.864In(M )(%)
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The first derivative igg ()= 9(Mn) __2864_~ “h o <0, proving P4.2.
h dm M -0, .
The associated equation to the OLSR percentagepiifna routes simulation

results with UDP traffic flows and the lowest apyinsation errorr®=090: is Eq
14.
Eq 14.1,, (M) =100- 2.381In(M )(%)

The first derivative igy _:(v) = d(Me,) __2381_~y o _ ), proving P4.1.
! dw M -0 -

M -

Figure 10 shows that the percentage of optimaksobas increased in reactive and
proactive routing protocols when using a transpostocol with connection control

in the traffic flows such as TCP.
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Figure 10. Percentage of optimal routes versus nodeobility and transport protocol.

The associated equation to the AODV percentageptimal routes simulation
results with TCP traffic flows and the lowest appnaation errorr?® = 0.504 is Eq
15.

Eq 15. M 4 (M) = 96 85— 2.708In(M )(%)

The first derivative ig; ‘(M) = d(Mg) __2708_~<, , <o Proving P4.2.
a dMm M -0, .

M
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The associated equation to the OLSR percentagepifna routes simulation

results with TCP traffic flows and the lowest appnaation errorr®=059: is Eq
16.

Eq 16. M, (M) =100~ 0.7653n(M )(%)

The first derivative isy_(m)= d(N,) __07653_~<|, ,_ 0. proving P4.1.
dM M -0 -

o

The associated equations show that 100% of thesalitained with the proactive
protocol can be optimal in case of zero node mybdbompared to the case of
reactive protocol where with similar conditionsy8H% of the routes obtained are
optimal, which proves Proposition 5. We can see¢ tiseng a connection control
transport protocol increases the percentage omgptioutes in reactive ( Eq 13, Eq
15) and proactive (Eq 14, Eq 16) protocols. Whendbnnection control detects a
link break, it triggers either a route recalculatio proactive protocols or a route
discovery in reactive protocols. However, proact®tocols obtain a higher

percentage of optimal routes than reactive prosoasistated in P5.1.

2.6.2 Simulation Results on Scalability

We have verified some of the propositions basedtlmm results from the
simulations but the scalability effect on the rogtiprotocols when increasing the
number or density of nodes remains to be demoestrdthe simulator has some
limitations in terms of number of nodes (i.e. maxmier of nodes is 100).
Therefore, in order to study the impact on thegranince results when increasing
the number of nodes, new simulations were performigal 25, 50 and 100 nodes
keeping the same value for the rest of the paraseWe select TCP as the
transport protocol for these simulations becausprdavides similar results for
proactive and reactive protocols regarding enchtb acket delay and packet loss.
However, we have to consider that the connectiamrob mechanism in TCP

creates additional overhead.

32



Simulation results presented in Figure 11 show tatrouting overhead increases
with the number of nodes in both proactive andtreacouting protocols as stated

in Proposition 6.
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Figure 11. Routing overhead in reactive and proactie routing with 25, 50 and 100
nodes.

The associated equations with the AODV routing bead simulation results for

the different number of nodes with TCP traffic floand the lowest approximation

error r> =04t are Eq 17, Eq 18 and Eq 19.
Eq17.Q,(M,N =25 = 23782e°®* (Kbytes)
Eq 18.Q,(M,N =50) = 28131e°%? (Kbytes)

Eq 19. Q. (M,N =100 = 28802e**** (Kbytes)

In reactive routing protocols the routing overhéacreases with the number of
nodes as stated in PropositionThe simulation results could be associated with
linear equations but it has a higher approximatioror than the exponential
equation. A major increase of the routing overhiedes place when incrementing
from 25 (i.e. 2378.2Kbytes) to 50 (i.e. 2813.1KIlsytaodes, while the values for

50 and 100 nodes are similar.
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Next, we define a generic equation that includes lpaobility and the number of
nodes as variables. We take the equations obt&ioedsimulations for 25, 50 and
100 nodes, with mobility as the only variable, amd associate them with an
equation that can be linear, polynomial, logarithror exponential depending on
the associated error. The generic equation asedcist the AODV routing

overhead with TCP traffic flows is drawn up takihg equations Eq 17, Eq 18, Eq
19 and obtaining the associated equation for tleeddi.e. 2378.2, 2813.1 and
2880.2) and the slope factors (i.e. 0.032, 0.028 ar013) with the lowest

approximation error resulting in Eq 20.

Eq 20. Q. (M,N) = (2188+ 251N)e @0 (Kytes)

When comparing Eq 18 and Eqd ,, (M) =1209e%*** (Kbytes) obtained to model

the routing overhead for 50 nodes using TCP and té3Pectively, we see that the
results are different. This is due to the additiomzerhead in TCP compared to
UDP. To model the routing overhead using UDP cagid as variables the
mobility and the number of nodes, we take Eq 20 Bqd18 as reference to
estimate the generic equation associated to the\AfaDting overhead with UDP.

The base of the equation with TCP changes from 21 8# 18 to 2813.1 in Eq 20
which means an increment of 28.57% so we can etithat for UDP it will be

Q. (M,N) =1554e°%" (Kbytes) . The slope of the equation changes from 0.022 in

Eq 18 to 0.04 in Eq 20 which means an incremer@1o82% so we estimate that

for UDP it will be Q. (M,N)=1554e*** (Kbytes). The slope we obtain with

UDP is similar to the one in Eq 20 so we could edtthe factor associated with N
for UDP with the same value for TCP as in Eq 20. &¥emate that for UDP the
final slope isQ (M, N) = 1554209 (Khytes) . The base of Eq 18 for TCP is

2813.1 which is 23.27 times bigger than the basecpl for UDP. Therefore, we
use the factor associated with N for TCP in Eq &0reference (i.e. 120N) to
estimate a similar value for UDP. Thus, we model thuting overhead for UDP
taking Eq 18, Eq 20 and Eq 1 as reference, regulificq 21 which represents the
AODYV routing overhead generic equation with UDRfita
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Eq 21.Q,,(M,N) = (1554 + 5.1N)e®%*0MM (Kpytes)

The associated equations with the OLSR routing leat simulation results for
the different number of nodes with TCP traffic floand the lowest approximation

error r> =024 are Eq 22, Eq 23 and Eq 24.
Eq 22.Q, (M, N =25 =30277e*"* (Kbytes)
Eq 23.Q,,(M,N =50) = 40147 (Kbytes)

Eq 24.0,,(M,N =100 = 52974e°®* (Kbytes)

In proactive routing protocols the routing overhaaghificantly increases with the
number of nodes as stated in Proposition 6. Fragnatsociated equations, the
routing overhead value roughly increases by 100@&&hywhen doubling the
number of nodes. The slope factor doubles whemtimber of nodes increases
from 25 to 100.

The generic equation associated with the OLSR mguiverhead with TCP traffic
flows is drawn up taking the equations Eq 22, Eq BE& 24 and obtaining the
associated equation with the lowest approximatioor @esulting in Eq 25.

EQ 25. Q,, (M, N) = (1843+1134N)e0%0370000MM = (1850+ 113N )00 MM (Kpytes)

When comparing Eq 23 and Eq @, (M) =152E°*™ (Kbytes) obtained to model

the routing overhead for 50 nodes using TCP and tH3Pectively the results are
different. Both the base and slope factors arengdilower in UDP than in TCP.
Thus, we model the routing overhead using UDP talkg 23, Eq 25 and Eq 2
resulting in Egq 26 which represents the OLSR raubmerhead generic equation
with UDP traffic.

EQ 26.0Q,, (M, N) = (615+ 375N)e %= %M (Kphytes)
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Therefore, the routing overhead increases withnilmaber of nodes as stated in
Proposition 6 and the proactive routing protocalsspnt higher overhead than
reactive protocols as stated in P7.1. Increasiegntimber of nodes affects more on
the proactive protocols routing overhead while éasing the node mobility affects
more on the reactive protocols routing overhead.tfig reason, proactive routing

protocols are not scalable in large Ad hoc networks

Figure 12 shows that the end to end packet delayrigar in case of reactive and
proactive routing protocols when the increase enrtamber of nodes is small (i.e.
10.02s end to end packet delay variation whexdN2%0). When increasing the
number of nodes (i.e. N=100) the end to end padkkty is higher in proactive

than in reactive routing protocols.
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Figure 12. End to end packet delay in reactive androactive routing with 25, 50 and
100 nodes.

The associated equations with the AODV end to eacket delay simulation

results for the different number of nodes with T&#&fic flows and the lowest

approximation error® =041 are Eq 27, Eq 28 and Eq 29.

Eq 27. D, (M, N =25) = 0.00IM + 0.114(s)
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Eq 28. D, (M,N =50) = 0.0025\ +0.127(s)

Eq 29. D, (M,N =100) = 0.0037M + 0.136(s)

The end to end packet delay is almost constanth@eveen 114-136ms for M=0)
for reactive routing despite increasing of the nambf nodes when mobility is

zero. However, the end to end packet delay incseatth the number of nodes as

stated in Proposition 8.

The generic equation associated with the AODV enehd packet delay with TCP
traffic flows is drawn up taking the equations Eg, Zq 28 and Eq 29 and
obtaining the associated equation with the lowpgr@imation error resulting in
Eq 30.

Eq 30. D, (M, N) = (0.0014N)M + 0.1+ 0.01IN(s)

When comparing Eq 28 and Eq B, (M) = 0.008V +0.021(s) obtained to model

the end to end packet delay for 50 nodes using a@PUDP respectively the
results are different. The values obtained with UDPEqQ 5 are optimistic

compared to Eq 28, giving an end to end packeydelae of 21ms when mobility

is zero. The latest simulations using TCP provideamrealistic values despite of
the higher approximation error. Thus, we modelehd to end packet delay using
the same Eq 30 which represents the AODV end to paruket delay generic
equation with UDP and TCP traffic:

Dg, (M, N) = Dy (M, N) = Dg(M,N) = (0.0014N)M + 0.1+ 0.01IN(s)

The associated equations with the OLSR end to anklgb delay simulation results

for the different number of nodes with TCP traffilows and the lowest

approximation error? =04 are Eq 31, Eq 32 and Eq 33.
Eq 31. D, (M,N =25 =0.00M +0.12Xs)
Eq 32. D, (M,N =50) = 0.0076V +0.16Xs)

Eq 33. D, (M,N =100) = 0.0048M + 0.134(s)
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From the equations Eq 27, Eq 28, Eq 29, Eq 31,Zgr8l Eq 33 we observe that
proactive and reactive protocols have similar endrtd packet delay (i.e. between
114-136ms delay for mobility zero), which contradi®2.3. However, when the
number of nodes is high N=100, the end to end paddday in proactive routing
protocols show more dependency with the mobilitg. (imobility incremental
factor of 0.003) than in reactive routing protocfls. mobility incremental factor
of 0.001).

The generic equation associated with the OLSR erahtl packet delay with TCP
traffic flows is drawn up taking the equations Efj, £q 32 and Eq 33 and
obtaining the associated equation with the lowpgtr@imation error * =043 )

resulting in Eq 34.

Eq 34. D, (M,N) = (0.0025N)M +0.113+ 007N(s)

When comparing Eq 32 and Eq 6,,(M) = 0.172M -0.302(s) obtained to model

the end to end packet delay for 50 nodes using a@P UDP respectively the

results are considerable different because UDP daegrovide connection failure

detection so the routing protocol does not triggeoute update early enough. The
latest simulations provide more realistic valuespite of the higher approximation

error. Thus, we model the end to end packet dettyguthe same Eq 34 which

represents the OLSR end to end packet delay gesguition with UDP and TCP

traffic.

Dy, (M,N) =D, (M,N) =D, (M,N) = (0.0025N)M + 0.113+ 007N(s)

Reactive and proactive routing protocols are nghlyi affected by the number of
nodes from the end to end packet delay point of.vReroactive protocols present
scalability issues when the number of nodes is liga to network congestion

because of the additional routing overhead asdstatBroposition 7.

Figure 13 shows that the percentage of packetihzssases with the mobility and

the number of nodes in both reactive and proactiuing protocols. Left corner of
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the Figure 13 shows that the percentage of paokstih static conditions (i.e. the
maximum mobility is represented in Figure 13 withp@use time between
movements) and for a small number or density okesdde. N=25) is the same for
reactive and proactive routing protocols. Moreowghen the number of nodes
increases (i.e. 5IN<100), the percentage of packet loss is higher éactive

routing protocols than for proactive routing praifsc This contradicts P3.3 which
only stands in punctual cases with high mobilitg amumber or density of nodes
(i.,e. OLSR with N=100 and 30 pause time). This nsedmat regarding the

percentage of packet loss reactive routing protoar less scalable than proactive
routing protocols.

2.5
__ 20 —e— AODV/25
o
S —= AODV/50
g 1.5 +— AODV/100
- —m OLSR/25
Q
s 1.0 —m— OLSR/50
o OLSR/100
0.5
0.0 T T T T T T

900 600 300 120 60 30 0
Pause time between movements (seconds)

Figure 13. Percentage of packet loss in reactive @mproactive routing with 25, 50 and
100 nodes.

The associated equations with the AODV percentdgpaoket loss simulation

results for the different number of nodes with T@&Pws and the lowest

approximation error® = 048 are Eq 35, Eq 36 and Eq 37.
Eq 35. L, (M,N = 25) = 038*"™ (%)
Eq 36. L, (M,N =50) = 0.77e*®* (%)

Eq 37. L, (M,N =100 = 098" (%)
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The equations Eq 35, Eq 36 and Eq 37 show thapdheentage of packet loss is
low in reactive protocols but it increases with tieémber of nodes as stated in

Proposition 9.

The generic equation associated with the AODV peege of packet loss with
TCP traffic flows is drawn up taking the equatidBg 35, Eq 36, Eq 37 and
obtaining the associated equation for the basesi38, 0.77 and 0.98) and the
slope factors (i.e. 0.146, 0.062 and 0.036) with liwest approximation error
(r? = 048) resulting in Eq 38.

Eq 38. L, (M,N) = (011+0.30IN)e @12 0%MM (g5

When comparing Eq 36 and Eq 19, (M) = 0.083%%* (%) obtained to model the

packet loss for 50 nodes using TCP and UDP resgdgtihe results are roughly
10 times lower with UDP than with TCP traffic. Hoves, the dependency with the
mobility is higher in UDP than in TCP as represdrig the slope factor 0.445 in
UDP versus 0.062 in TCP which is 7 times lower. §hwe model the AODV

packet loss with UDP traffic using Eq 38 as refeeenesulting in Eq 39 which

represents the AODV packet loss generic equatitim WDP traffic.

EQ 39. Ly, (M, N) = (001+ 003N)e*** %*VM (g5)

The associated equations with the OLSR percentdgeacket loss simulation

results for the different number of nodes with T&#&fic flows and the lowest

approximation errorr? =077 are Eq 40, Eq 41 and Eq 42.
Eq 40. L, (M,N =25) = 0.283"*** (%)
Eq41. L, (M,N =50) = 0.241e***™ (%)
Eq 42. L, (M,N =100 = 0.55&"*™ (%)

The generic equation associated with the OLSR pé&xge of packet loss with
TCP traffic flows is drawn up taking the equatidbg 40, Eq 41 and Eq 42 and
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obtaining the associated equation with the lowpgtr@imation error resulting in
Eq 43.

Eq 43. L, (M, N) = (0.091+ 0.134N)e®7+0%0MIM (g4

When comparing Eq 41 and Eq 10, (M) = 0.22%%*" (%) obtained to model the
packet loss for 50 nodes using TCP and UDP resgdgtithe results show a major

difference in the slope factor. However, assumi@ihaccuracy of the simulations
and the associated approximation erfer077 we can still use those results as
reference. Thus, we model the OLSR packet loss Wil traffic flows using Eq
43 as reference resulting in Eq 44 which represiietigieneric equation associated
to the OLSR packet loss.

Eq 44. L, (M,N) = (009+ 013N)e M (9)

Figure 14 shows that the percentage of optimaleoobtained with reactive and
proactive routing protocols with TCP traffic decsea with the number of nodes as

stated in Proposition 10.

TR ‘-\H/

S 98 1 —e— AODV/25
2 96 —=— AODV/50
‘g AODV/100
x 944 —m— OLSR/25
© Y -
E g0 ) /"= | -m-OLSR/50
& \ / OLSR/100

% \V

88 T T T T T T

900 600 300 120 60 30 0
Pause time between movements (seconds)

Figure 14. Percentage of optimal routes in proact® and reactive routing with 25, 50
and 100 nodes.
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Proactive routing protocols exchange topology imfation periodically and can
implement different algorithms to optimise the msit The reactive routing
protocols implement route optimisation during thlmute request based on the

number of hops and sequence numbers to avoid loops.

The associated equations with the AODV percentdggtimal routes simulation
results for the different number of nodes with Te&ffic flows and the lowest

approximation error? = 0.504 are Eq 45, Eq 46 and Eq 47.
Eq 45.1, (M, N =25 =986~ 269In(M)(%)
Eq 46.M,(M,N =50) =968~ 27In(M)(%)

Eq47.M,(M,N =100) = 90.8- 0.3In(M )(%)

The generic equation associated with the AODV peege of optimal routes with

TCP traffic flows is drawn up taking the equatidhg 45, Eq 46 and Eq 47 and
obtaining the associated equation with the lowppr@imation error resulting in

Eq 48.

Eq 48.M, (M,N) = (103- 39N) - (42-12N)In(M )(%)

When comparing Eq 46 and Eq 13, (M) =94.028- 2.864In(M )(%) obtained to

model the percentage of optimal routes for 50 nodssig TCP and UDP
respectively, the results are similar due to thet flaat the transport protocols used
for the traffic flows do not affect the obtainin§aptimal routes. Moreover, in both
cases the approximation error is similed =0.729 and r? =0.504. Thus, we
model the AODV percentage of optimal routes withRJBaffic flows using Eq 48
which represents the generic equation associatdd tve AODV percentage of
optimal routes.

Me(M,N) =M, (M,N)=T,(M,N) = (103- 39N) - (42-1.2N)In(M )(%)
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The associated equations with the OLSR percentbggtomal routes simulation

results for the different number of nodes with Té&fic flows and the lowest

approximation errorr? =061 are Eq 49, Eq 50 and Eq 51.
Eq 49.M, (M,N = 25 =100- 104In(M )(%)
Eq 50. M, (M,N =50) =100~ 076In(M )(%)

Eq 51.Mm, (M,N =100) = 99.6 - 036In(M )(%)

The generic equation associated with the OLSR p&age of optimal routes with

TCP traffic flows is drawn up taking the equatidbg 49, Eq 50 and Eq 51 and
obtaining the associated equation with the lowpgtr@imation error resulting in

Eq 52.

EQ52.M, (M,N) = 986- 013N)In(M)(%)

When comparing Eq 50 and Eq 1A.,,(M) =100-2.381In(M )(%) obtained to

model the percentage of optimal routes for 50 nodsisrg TCP and UDP
respectively the results show that the logarithfaictors have a difference of 3
times lower in TCP than UDP. However, we model @eSR percentage of
optimal routes taking the more optimistic equatisith the lower logarithmic

factor and using Eq 52 to represent the generiatemjuassociated with the OLSR
percentage of optimal routes.

M., (M,N)=M,(M,N)=T,(M,N) = (986- 013N)In(M)(%)

In reactive protocols the percentage of optimatesulecreases with the number of
nodes while in proactive protocols the impact of tiumber of nodes is low.
Therefore, when obtaining optimal routes, the igactouting protocols are not

scalable.
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2.6.3 Complexity in Reactive and Proactive Routingrotocols

Table 3 compares reactive and proactive protogolgetims of complexity. The
storage complexity indicates the size of the routing table requirgatach protocol.
The communication complexity indicates the processing resources required to find
routes or perform a route update operation. N @mntie number or density of
nodes in the Ad hoc network, and complexity is espnted with the big-O
notation.

Table 3. Comparative of reactive and proactive rouhg complexity.

Reactive Routing Proactive Routing

AODV DSR OLSR TORA DSDV
Storage Complexity O(e) O(e) O(N¥ O(N) O(N)
Communication Complexity | O(2N)’ O(2N) O(NY O(N) O(N)

1 Requires maintaining in the cache only the mostmlg used routes.

2 Requires maintaining tables with entries for adl ttodes in the network.

3 Requires additional route discovery and maintenéimaeincreases with high mobility.
4 Routing information is periodically maintained update in all the nodes.

2.7 Ad hoc Routing Protocols Simulation Conclusions

The reactive routing protocols under analysis hetear drawbacks such as the
excessive flooding traffic in the route discoverndahe route acquisition delay.

When the network is congested, the routing infoiomats lost and a consecutive

set of control packets are issued to re-establishlinks, increasing the routing

latency (i.e. time the routing protocol requires fabtaining the route to the

destination node) and percentage of packet losthelfHello messages are not
received, then error requests are issued and nate mequests are sent to re-
establish the link. Thus, the reactive protocolsidbscale when the load and node
density increase. Moreover, the reactive routingquols do not have knowledge
about the QoS in the path before the route is ksitielol and the routes are not

optimised.

The reactive routing protocols suffer from high ting latency and percentage of
packet loss, which increase with mobility and larggworks. The percentage of
optimal routes calculated with reactive protocods lower than in proactive

protocols and it decreases in large networks. Araathge of reactive protocols
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like AODV is that they maintain only the active tes in the routing table, which
minimizes the memory required in the node. Morepthes protocol itself is simple
so the computational requirements are minimal,rehtey the lifetime of the node
in the Ad hoc network. The routing overhead is egl@nt to additional packet
processing, thus reactive protocols will have lovpawer consumption than
proactive protocols. In simulations with a smaltmher of nodes, AODV has lower
percentage of packet loss than OLSR. Thereforeeiwarks with light traffic and

low mobility reactive protocols are scalable beeaos the small bandwidth and

storage requirements.

The proactive routing protocols under analysis ta@ntopology information up to
date with periodic update messages. The proaabiveng protocols minimize the
route discovery delay, which minimizes the percgetaf packet loss since the
routes are known in advance and no additionalmgutiverhead and processing are
required. However, under high mobility conditionsome and more routes
established based on the previous periodic updetente stale leading to an
increased percentage of packet loss.

The proactive routing protocols have low routintetecy since all the routes are
available immediately even in large networks. Theaptive routing protocols
calculate the most optimal routes since they apgphp count based routing
algorithms. The proactive routing protocols hawghler percentage of packet loss
than reactive protocols in networks with reducednbar of nodes and high
mobility as depicted in Figure 7. However, if thaartsport protocol includes
connection control mechanism (i.e. TCP) that dstkck breaks and triggers route
update or route recalculation, then proactive paitopresent lower percentage of

packet loss than reactive protocols as depicté&digare 13.

A drawback of proactive routing protocols is tHa\t require a constant bandwidth
and cause a processing overhead to maintain thagomformation up to date.
This overhead increases with the number of noddsnaobility since the updates

have to be more frequent to maintain accurate mgutiformation. The proactive
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routing protocols have lower routing latency bugtido not react quickly enough
to topology changes. The proactive routing proted¢wve been enhanced towards
hybrid and hierarchical solutions to deal with th@alability problem in Ad hoc
networks. OLSR reduces the control and processugghead by selecting some
nodes (i.e. Multipoint Relay nodes) within the netkw to maintain the routing
information. The link information updates are prgg@ed between MPR nodes
only, reliving the rest of the nodes from parti¢ipg in the topology maintenance.
Other optimizations consist of exchanging only tléferential updates,
implementing hybrid solutions such as ZRP [41] tleatnbines reactive and
proactive routing protocols or routing protocolsttluse the nodes location data
such as LAR [42].

In order to analyse the performance of the hybrigtqrols versus reactive and
proactive, we run additional simulations in theZnsith similar parameters.

- Simulation area: 1500m x 300m.

- Transmitter range: 250m and 2Mbit bandwidth.

- Simulation time: 900 seconds.

- Constant Bit Rate (CBR) traffic with UDP transpdlb IP unidirectional

connections.

- Connection rate: 5 packets/second.

- Packet size: 65 bytes.

- Number of nodes: 50 nodes using random waypointlityopattern.

- Pause time between node movements: 0, 30, 60,3®0),600 and 900

seconds.

Figure 15 and Figure 16 show the results of theitiaddl simulations run

including hybrid routing.
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Figure 16. Routing overhead versus mobility in reaéve, proactive and hybrid
routing.

Figure 15 and Figure 16 show the throughput andimgwverhead for AODV,
DSR, DSDV, LAR and ZRP, comparing two scenariosp zeode mobility and
random pause time (i.e. static nodes and randomilitylb Mobility affects
similarly the throughput of the different routingopocols while the routing
overhead is different for both static and mobilelem The simulations have been
executed for ZRP with the radius of 1 hop and thkegw the same throughput
results as for AODV. If we extend the ZRP radiuséweral hops, where proactive
routing is used, then it will have a similar belwavi to DSDV where the routing
overhead is not affected by mobility. The routingidead with static nodes is the
same for AODV and ZRP but it is 15% higher for 2Z®i#h random mobility. LAR
introduces the highest routing overhead for theesarobility conditions.
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In addition to the hybrid routing protocols suchZ&P and LAR, other alternatives
have been proposed to improve the reaction timénkobreaks of the proactive
routing protocols. One of them is a cross-layehigecture to receive information
directly from the link layer in order to react gkl to topology changes when
route breaks happen [46]. Despite of this whenrteégvork size increases, the
bandwidth and processing overhead can still reagkslthat cannot be afforded by
Ad hoc nodes. Another alternative consists of mg¥iem flat to a more scalable
hierarchical routing as proposed in the Fuzzy ®dhtink State (FSLS) routing
[47]. FSLS defines a multilevel routing update arehy where each level has a
different routing packet size and frequency ofringting updates. FSLS minimizes
the flooding traffic but increases the complexityhem defining levels with
different updates frequency. In this thesis we wailalyse a third alternative, which
consists of a new hybrid routing approach based\@DV. AODV is extended
with scalability optimizations in order to redu¢e trouting latency, the percentage
of packet loss and increase the routing efficiemtyen mobility, the number of

nodes or the network size increase.

2.8 Ad hoc Routing Protocols Test Bed

The goal of this section is to verify that simutai$ results are aligned with the
values obtained from real Ad hoc networks. The &tmns results highlight the
overall performance results but they do not refteetrequirements of applications
in real Ad hoc networks, or they may differ fromsuéis in real devices with
limited resources. The simulations provide Ad hetworks performance results
considering a wide range in the variation of partamgesuch as node density and
node mobility. A small-scale experimental Ad hoctwegk introduces new
parameters such as number of hops and route disctatency that affect the
performance. Therefore, in order to verify the aacy of the simulations and
measure the effect of those new parameters, wa set of tests with real Ad hoc
nodes, different routing protocols and a real tModP application. The tests were
carried out using different devices and in varitatations to avoid any bias by

environmental factors.
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Figure 17 shows the Ad hoc routing framework immeted to build up the test
bed. It is a software package with several moduhgsgementing different routing
protocols (e.g. AODV, OLSR). A common module allothe different protocols
running simultaneously in the node to store andesgcthe same routing

information. The framework also includes a reaktisolP application.

Terminal Applications

‘ VolIP (own SIP stack) ‘

‘ Real Time Protocol ‘

AdHoc_Framework

Common Module

Routing Module Routing Module
Service Module
/ | Node classification

AODV OLSR
Common Cache

Ad Hoc Yy
Framework API O N Routing&Service
V< X

Generic Ad Hoc Module Common

Access kernel Module API

(O Kernel Ad Hoc API

Figure 17. Ad hoc routing framework.

2.8.1 Testing a Real Time Voice over IP Application

This section analyses the Ad hoc test bed resoittarf application with real time
requirements like Voice over IP (VolP). The seldcteaffic with a Constant Bit
Rate (CBR) of 15packets/second over UDP used irsitim@lations is similar to
real time VoIP sessions transmitting 20ms voicekptscencapsulated with GSM
codec [48] and using Real Time Protocol (RTP) [#8btocol over UDP as

represented in Figure 18.
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12 bytes 33 bytes

RTP Header

0 8 16 2 31
\Y |P|X|CC IV|PT Sequence Number

Time stamp

Synchronizatipn Source identifier (SSRC)

\/\/\/\/

Figure 18. VoIP packet structure.

IP protocol offers a best-effort approach where fihekets can be lost, delivered
with different delay, out of order, corrupted orptloated. RTP provides packet
sequence order and timing information for recorcsing the audio stream in the
receiver. VoIP applications have to implement ie teceiver the appropriate
techniques to buffer and re-order the packets dwige a voice service resilient to

a percentage of packet loss and variable packetbdelay.

The VoIP test bed consists of the underlying Ad hetworking stack and the real
time VolP application including the Session Initat Protocol (SIP) [50]
signalling protocol, the transport protocol (i.eTH) and the components for

capturing the voice in the sender and playing ékba the receiver.

The VolP application in the transmitter starts amgpling the analogue audio
signal, digitalizing it to audio bytes at a samglinequency. The typical sampling
frequency value (i.e. PCM format) for audio streas8000 Hz with 8 bits per
sample, which results in a 64 kbps audio strearffowimg, the VolP application
breaks down the sampled audio into small packess #ine compressed using
specific algorithms (e.g. GSM codec [48]) to geteraudio frames that will be
transmitted using RTP [49]. GSM codec takes anastteam sampled at 8000 Hz
and 13 bits per sample. GSM audio frames contains20f audio recorded at 8
samples/ms with 13 bits/sample that result in 2g@&<$ of uncompressed audio
data per frame. The GSM codec generates a 33 lagleepof compressed audio
(i.e. compression ratio is then 33/260 = 12.69%).
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Figure 19 represents the model of the sender atever including the different

processes that take place between capturing th® aocthe microphone, the

sampling and GSM codec processing until the audimé is sent over the network

via RTP message. The receiver’s VolP applicatitegacare of receiving the RTP

messages from the network

(i.e. socket module), ackipg them (i.e.

decompresses the audio frames using the selectétl ®8ec), interpreting the

sequence numbering and implementing the bufferingualio frames to ensure

continuous playback. After buffering enough frantég, receiver reconstructs the

audio samples and plays them back.

Hardware oS Software os Hardware
~_
~X— H Sampler § Quantizer H A - || Codec RTP H Socket 1 H-H NIC
. D (GSM)
Filter
oS Software oS Hardware
—~_ ]
( g iAW Y Jwer L) Codec || prp L gooker H nic
Filter D Buffering (GSM)

Figure 19. Audio sender and receiver model.

In this model there are different buffers that eiffdne end to end delay. The audio

device system used in the test bed (i.e. Open SBysi@m; OSS [51]) implements

different buffers for playback and recording. Th8®provides an interface for the

applications to interact directly with the audiavdr. Thus, the VolP application

can specify the number and length of the recording playback buffers. In real

time applications it is recommended to keep theiabdffers small in order to

speed up the processing. The VolP application iggube audio driver to allocate

two buffers of 512bytes each that will allow redagl 256 audio samples (i.e.

256/8 KHz = 32ms audio fragment) of 16bits on elafier. The VolP application

also requests the audio driver several buffershin receiver side to store the

decoded audio before playback in order to comperegdditional network delays.

An additional buffer to consider in the model i tfitter buffer that the VolP

application implements to correct the inter arrivdglay difference between

consecutive packets. The jitter delay has higherabgity in Ad hoc networks
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because of the additional parameters involved saglprocessing delay in the
intermediate nodes, and dynamic route changes.jiftbe buffer length has an

impact on the quality of the audio session. Indrepthe jitter buffer length will

reduce the perceived pauses in audio playback.r&higts in smooth playback but
will increase the overall delay. ITU-T quality resmendation [52] is a maximum
delay of 400 ms, and 250 ms for an audio sessiarth® other hand, if we reduce
the jitter buffer length, the overall delay decesasHowever, the overall result is a
low quality session with a lot of pauses in theypkck. Therefore, the length of
the jitter buffer has to be balanced between thege extremes, to keep a

reasonable quality of service.

The number and length of the audio system buffexetan impact on the end to
end delay and needs to be optimised in order teiggayood performance. On the
sender side the audio device has to record futhsegs before delivering the audio
samples back to the VoIP application. Thus, langiels have to be filled before
the application is able to encapsulate the audioth® receiver side, if the amount
of audio data in the buffer is not enough, the pék is stopped resulting in
popping sound. The application has to guaranteeginaudio data in the buffers

to provide a continuous playback.

The RTP payload length is another parameter tliettafthe system performance.
The RTP payload consists of the number of GSM atrdimes included in each
RTP message. If the RTP payload increases, the plaback at the receiver will
be enhanced since each packet holds enough autfiotaglay until the next
packet arrives. However, increasing the payload nwdanger recording time
resulting in a higher overall delay. In additiohoihe packet is lost, a larger amount

of audio data is lost resulting in longer pausethéplayback.

We performed several tests [53], [14] changingjititer buffer length between 60
and 100ms, increasing the RTP payload from 1 t&$M audio frames per RTP
message and changing the number and length ofitlie device buffers (i.e. from
1 buffer of 512 or 1024bytes to 8 buffers of 5121624bytes). In the test results

52



we experience that changing the RTP payload uniffereht test conditions has a
direct effect on the overall performance. Selecang@TP payload length of only 1
or 2 GSM audio frames per RTP message providew/dingt quality regardless of
the network conditions. Instead, a RTP payload irnfrom 3 to 5 GSM audio

frames per RTP message provides the best qualitgruifferent test conditions.

Thus, in network conditions with a higher percestad packet loss using a RTP
payload of 3 GSM audio frames per RTP messageeibeist approach. However,
in situations with lower percentage of packet lasgl higher bandwidth, a RTP

payload length of 5 GSM audio frames provides arekant quality.

The results from those tests show that independeifitthe routing protocol (i.e.
AODV or OLSR) and under different test conditiohs following settings provide
the best performance of the system.

— GSM audio frames per RTP message: 3.

— Jitter buffer length: 60ms.

— Audio buffer in the recording side: 1 (1024bytes).

— Audio device buffers in the playback side: 4 (51i2kyx 4).

The next objective of the test bed is to measueeotrerall performance of VolP
sessions in Ad hoc networks considering AODV andSRL[16] as the routing
protocols.

In Ad hoc networks, VolP applications have to dealh new requirements
because of node mobility and self-created naturghefnetwork. The Ad hoc
routing protocols do not affect the VolP sessionseothe route is established.
However, the routing protocols have to ensure biiaoutes and react quickly to
route changes to guarantee a smooth audio pachketrgle Using the test bed we
analysed the performance from signalling overhead, to end packet delay and

routing latency (i.e. route re-establishment).
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VoIP sessions were set up using 2, 3 and 4 nodemdasure the effect of
increasing the number of hops. We consider thatnwhereasing the number of
nodes we are analysing the increase in the nunildesps but we cannot measure
the effect of the node density like in the simwas. We cannot measure the effect
of mobility since the tests were performed withazemobility (i.e. all the nodes
were static while the two endpoints establishedvb® session). However, during
the tests the link was broken to measure the rgutitency and the consequent
effect on the Qo0S. Moreover, we run the test inlgdheratory with continuous link
breaks caused by metal doors, people passing byestieg scenario and other

wireless networks running at the same time (i.eKMW(LAN).

Figure 20 depicts the layout of the three testsaseformed using PDAs (i.e. HP
3850 iPAQs [54], running Familiar Linux distributio[55] including standard
implementation of IEEE 802.11 MAC protocol, 206 MHatel StrongARM

processor and 64 MB memory) with wireless card BD2.at 11Mbps, channel 10

(2.457MHz) and the following system parameters.

- Jitter buffer length: 60ms.

- Recording buffer length: 1 buffer x 1024 bytes.

- Playback buffer length: 4 buffers x 512 bytes.

- RTP payload: 3 GSM packets (GSM library v06.10 J48]
- Traffic measurement tools: Ethereal and Tcpdump. [56

- Signalling protocol: SIP [50].

- Transport protocol: JRTP library v2.9 [57].

- Ad hoc routing protocols: OLSR v0.45 and AODV vQ.91
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The layout used for the test bed is linear but wuknk breaks and fluctuations in
the signal, the environment resembles a small Ad hetwork with dynamic

topology. Thus, nodes that are 2 hops away can aalieect link when the signal
is strong. However, in other conditions, even nolbested 1 hop away can be
momentarily unreachable. Moreover, when we comparemeasurement results
with simulation results, we seek to take into actothe differences in the

measurement and simulation scenarios.

We studied the jitter delay, the end to end padedy and their distribution for

OLSR and AODV over 1 hop connection (i.e. directnroection between

endpoints) with zero node mobility. This study he tbasis for the analysis of the
system performance measures after increasing thebew of hops and node
mobility. Node mobility is implemented manually loyeaking the link between

two nodes to measure the routing latency.

Figure 21 shows the OLSR jitter delay in the aftrigh consecutive packets
identified with their RTP sequence number over D lonnection. The delay
between packets varies around the average of 60msempty spaces in the figure

are the effect of the manual link break to meagugeaouting latency.
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Figure 21. OLSR jitter delay over 1 hop connection.
Figure 22 shows the distribution of the OLSR jittdelay over the 1 hop

connection, which is around the same value (i.eng4or most of the packets with

a maximum deviation of 120ms.
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Figure 22. Distribution of the OLSR jitter delay over 1 hop connection.
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Figure 23 shows that the OLSR end to end packetyde the case of 1 hop
connection is almost constant around 140ms with es@Rceptions due to
interferences. The empty space is due to the mdmkabreak to measure the
routing latency.
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Figure 23. OLSR end to end packet delay over 1 hagnnection.

Figure 24 shows the distribution of the OLSR endetal packet delay, which

presents several peaks of different values at 1334tms, 155ms, 160ms, 170ms
and 180ms. The variation is due to the additiomat@ssing delay and the length
of the route re-establishment time after link beeadnd the interferences as

represented in Figure 23.
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Figure 24. OLSR end to end packet delay distributio over 1 hop connection

Figure 25 shows the AODV jitter delay in the arlivd consecutive packets

identified with their RTP sequence number over hop connection. The delay
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between packets is around the same value (i.e.)6m@s the ones obtained with

OLSR. However, a more dynamic variation is obseimetiODV.
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Figure 25. AODYV jitter delay over 1 hop connection.

Figure 26 shows the distribution of the AODV jitdglay over a 1 hop connection,
which in theory should be the same as with OLSEhasouting protocol does not
affect the packet delivery after the route is fouhd practice, the AODV jitter
delay distribution presents a maximum deviatiorlé@®ms, which is higher than
the one obtained for OLSR (120ms) but the peak4atsGis also visible in this
case, and the number of packets in those peakwés in AODV (43packets) than
OLSR (147packets).
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Figure 26. Distribution of the AODV jitter delay over 1 hop connection.
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End to End Packet Delay (ms)

Figure 27 shows the AODV end to end packet delagr @/ 1 hop connection,

which is similar to the values obtained for OLSR depicted in Figure 23.

However, a slightly higher and constant procesdiilgy is visible for AODV.
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Figure 27. AODV end to end packet delay over 1 hoponnection.
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Figure 28 shows the distribution of the AODV encetal packet delay over the 1

hop connection, which presents fewer peaks thanROO®e reason is that after

the route is found, unless the link is broken, AOBpends fewer resources in

additional routing processes than OLSR.
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Figure 28. AODV end to end packet delay distributia over 1 hop connection.

59



The jitter delay and end to end packet delay testlts for AODV and OLSR in
the case of 1 hop connection have been presentietan. Table 4 summarises the
results from more than 100 tests, for AODV and OLMBR1, 2 and 3 hops

connections.

Table 4. Summary of performance metrics for AODV ail OLSR over 1, 2 and 3 hop
connections.

Performance metrics AODV/1hop AODV/2hops | AODV/3hops | OLSR/1lhop OLSR/2hops OLSR/3hops
End to end packet delay

Average (ms) 163.595 168.468 195.739 158.414 166.485 187.093
Std deviation (ms) 21.915 25.299 20.854 27.250 43.669 37.638
90% percentile 188.419 202.487 228.611 187.411 227.539 244.214
Jitter delay

Average (ms) 61 62 61 60 60 61

Std deviation (ms) 31 34 32 26 33 43

90% percentile 98 99 92 92 97 99

Packet loss

Number of packets lost 1 4 15 3 4 16

% of packet loss 0.04% 0.06% 0.4% 0.09% 0.08% 0.2%
(packets lost/RTP packets) (1/2353) (4/6858) (15/3665) (3/3215) (4/4688) (16/7969)
Routing overhead

% routing overhead 7.22% 7.38% 18.17 % 3.39% 3.86% 3.58%
(Routing packets/RTP packets) (170/2353) (506/6858) (666 / 3665) (109/3215) (181/4688) (286/7969)
Re-Routing latency(seconds) 0.5 1 15 1 8 15

From this summary and considering the limitatiohshe results obtained from a
small-scale real Ad hoc network we conclude tha jitter delay grows as a
function of the number of hops. The percentage axfkpt loss is low in both
AODV and OLSR. The percentage of packet loss isg®gavith the number of
hops for both protocols. The jitter delay in theeiging node will increase with the
packet loss if it cannot be resolved with interlegvor additional buffering in

reception. The end to end packet delay tends tease equally in both AODV and
OLSR and it increases quite linearly with the numtifehops. The routing latency
in AODV is lower than OLSR and in both cases itrgases linearly with the
number of hops. The routing overhead is higher @D than in OLSR. This is

contradicting with the results from the simulatioasd Proposition 7. This is
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because we considered a small-scale Ad hoc netwbgke OLSR maintains a
small amount of routing information compared to A@Ehat has to flood the

entire network for the routing discovery proceshe Touting overhead remains
almost constant in OLSR regardless of the numbehags while in AODV

increases exponentially when the number of hopsvgréi.e. 3 hops). This

behaviour was not observed in the simulations amgparts the statement that
AODV performs efficiently in small networks but iteuting overhead increases
significantly in large networks with long end todepaths. When comparing the
results from the simulations and the test bed weeha consider that when
increasing the number of nodes N in simulations axe increasing the node
density, but when increasing the number of nodés the test bed we increase the

network coverage by increasing the number of hops.

The end to end packet delay obtained from the sitimuis for reactive routing

protocols with UDP traffic flows is modelled witlgE30:

D (M,N) = (0.0014N)M + 0.1+ 0.01IN(s)

The end to end packet delay from the simulatiomgpfoactive routing protocols
with UDP traffic flows is modelled with Eq 34:

D, (M,N) = (0.0025N)M + 0.113+ 007N(s)

Replacing the values for the number of nodes aadrtbbility used in the test bed
(i.e. N=4 and M=0) the results are the following.

De(M =0,N =4)| = 0.1+ 0.011* 4 = 144(ms)

Smulation

De(M =0,N =4) __ =195ns)

TestBed

D,(M =0,N =4)| =0.113+ 007* 4 =393ms)

Smulation

Do(M =0,N =4)___ =187(ms)

TestBed
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The end to end packet delay results from the sitimnlaand the test bed for the
reactive routing protocol are quite similar (i.eo@nd 15@50ms). This verifies the

Eq 30 obtained from the simulations. The end tomamket delay should be similar
in both reactive and proactive routing protocolsewimode mobility is zero. The
results from the simulations for proactive routimgptocol are two times higher
than the results obtained in the test bed. Theehigimd to end packet delay in
proactive routing than in reactive routing obtaimedhe simulations results is due
to the effect of the link breaks where the routlatency increases the overall
delay. The simulations provide an average end tb packet delay values that
include the required effect of the routing latemeyproactive protocols when the
links break in high mobility conditions. The simtitas consider a large area
compared to the test bed and when applying the sameer of nodes to the
equations obtained from the simulations it is quitebable that nodes are quite
disperse and they are not connected. Thus, theteffelink breaks will have a

major impact when utilising the equations obtaifredh the simulations.
Therefore, we conclude that the equations obtaired the simulations to model
the end to end packet delay are accurate enougheVds, in low mobility and low

density conditions the results are pessimistipfoactive routing protocols.

The percentage of packet loss obtained from thellations for reactive routing

protocols with UDP traffic flows is modelled witlgE39:

Le, (M, N) = (001+ 003N)e*2#025M (g)

The percentage of packet loss obtained from thelaitions for proactive routing
protocols with UDP traffic flows is modelled withgE4:

Lp, (M, N) = (009+ 013N)e M (9
Replacing the values for the number of nodes aadrbbility used in the test bed

(i.e. N=2, N=4 and M=0) the results are the follogyi
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Le (M =0,N =2)| = 001+ 003* 2 = 007(%)

Smulation

Le(M =O,N =2)[___ = 006(%)

TestBed

Le (M =0O,N = 4)| = 001+ 003* 4 = 013(%)

Smulation

Le(M =O,N =4) = 04(%)

Lo, (M =ON=2), . =009+ 013* 2= 035%)

Loy(M =0,N=2)[__ = 008(%)

TestBed

Loy (M =0O,N = 4) = 009+ 013* 4= 061(%)

Simulation

Loy(M =ON =4)__ =02(%)

TestBed

These results are quite accurate for reactivenguirotocols with reduced number
of hops but they are optimistic when the numbehapbs increases. On the other
hand the simulations are over pessimistic for greaaouting protocols but the
difference is lower when the number of hops inasasn general simulations
reflect similar behaviour to the test bed. The pstage of packet loss increases
with higher number of nodes or hops for reactivd proactive routing protocols.
However, the simulations results for proactive mgifprotocols are 3 to 4 times
higher than the values obtained in the test bed. Siimulation results for reactive
routing protocols with higher number of nodes argn&s lower than the results
obtained from the test bed. We believe, the redsdhat the equations obtained
from the simulations results are from a medium oektwthus when applying the
same equations to a small network the approximaaor is higher. If we keep the
network size and reduce the number of nodes tolatma small network then we
are reducing the node density, which increasesligtance between nodes and the
probability of link breaks. Moreover, the simulattoconsider multiple connections
at the same time while in the test bed there isingles connection. In the
simulations, several connections with differenttesuand number of hops are
established. The packet loss is measured in thééesconsidering the increase in
the number of hops, which cannot be estimatedenstmulations since the nodes

move randomly (i.e. waypoint mobility model). Thest bed provides a more
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controlled environment where we can measure thebeurof active connections,

the routes and the number of hops on each route.

Another anomaly we observe in the test bed is pinahctive routing protocols
present a lower percentage of packet loss thaniveaouting protocols for higher
number of nodes. Thus, P3.3 holds for a reducedorurof nodes but it does not
apply in case of large networks. Therefore, we katecthat the equations obtained
from the simulations to model the percentage oketdtoss are accurate when
considering a small network with a reduced numidehaps. In small networks
reactive protocols show better results. Howeves,dimulations are more accurate
when considering medium to large networks with ghi number of nodes. The
simulation results are too optimistic for reactreeiting protocols and pessimistic

for proactive routing protocols.

The routing overhead obtained from the simulatifamgreactive routing protocols
with UDP traffic flows is modelled with Eq 21:

Q.. (M,N) = (1554 + 5.1N)e @ 000MNM (K hytes)

The routing overhead obtained from the simulatimngproactive routing protocols
with UDP traffic flows is modelled with Eq 26:

Q.. (M, N) =(615+ 375N)e@H002MM (Kpytes)

Replacing the values for the number of nodes aedrtbbility used in the test bed
(i.e. M=0, N=2 and N=4) the results are the follogi

Qg (M =0,N =2)| =1554+ 5.1* 2 = 165.6(Kbytes)
Q. (M =0N=4)_  =1554+51*4=1758(Kbytes)
Q,(M=0N=2),  =615+375 2=136%Kbytes)
Q. (M =0N=4), =615+375 4=2115Kbytes)

Smulation
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The simulations were executed during 900 seconds 20 active connections,

with a packet rate of 8packets/sec and 65bytesackgi size. This means that the
total data transmitted during each simulation waS0Kbytes as calculated in Eq
53.

Eq 53. DataTransnitted = 20, * 8 * 65, 1/ pacee * 900, = 936K bytes

packet/sec

We obtain that the percentage of packet loss fernthmber of nodes and the

mobility used in the test bed (i.e. M=0, N=2 and4)\are the following.

Le,(M =ON=2), = 007(%)
Lay(M =0N =4) g, 0, = 013%)
Lo, (M =0N=2) .. = 035%)
Le, (M =0,N = 4)‘S'mulalion = 061(%)

The total data received is the data transmittedisnihe packet loss for each case.
L., (M =0,N =2) = Data_ received = 9360- 655= 935345(Kbytes)

L., (M =0,N =4) = Data_ received = 9360-11325= 924675(Kbytes)

L., (M =0,N =2) = Data_ received = 9360- 32.76 = 932724(Kbytes)

L., (M =0,N =4) = Data_ received = 9360-57.09 = 930291(Kbytes)

Therefore, the percentage of routing overheaddohease is:

1656
Q., M=0,N=2)_ = =177%
Ru( )‘ Smulation 9352.45 0
Qn(M=0N=2)| __ =738%
1758
Q. (M=0,N=4 = =1.9%
RU( )‘ Smuation Qo€ 75 0
Q. (M=0N=4) __ =1817%
Q,(M=ON=2) = 139 _y463
Smulation 0327.24
Qp (M =0,N =2)| ;4500 = 386%
2115
Q.. (M=0,N=4 = =2273%
F’U( )‘Smulatlon 930291 0

Qpy (M =0,N = 4)| o0y = 358%
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The values obtained from the simulations divergenfthe test bed results.

Figure 29 shows that the AODV routing overheadighér than in OLSR based on
the results obtained from the test bed. OLSR ke@psar overhead regardless of
the number of hops but AODV almost doubles the ingutoverhead when
increasing the number of nodes.

=8= OLSR routing overhead ‘
== AODV routing overhead
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Figure 29. AODV and OLSR routing overhead over 1, 2nd 3 hop connections.

The equations obtained from the simulations shaw bloth protocols are affected
by the number of nodes. OLSR presents higher rguirerhead than AODV for
the same number of nodes. AODV maintains an almmsstant routing overhead
with a minor percentage increase with the numberodlies. The test bed shows the
opposite results, OLSR has lower routing overhéwh tAODV and its value is
almost constant regardless of the number of nocd@DV presents a routing
overhead three times higher than OLSR when the pumibnodes increases. We
have to consider that the results from the test drednot considering the node
density like in the simulations. However, the tdmtd shows considerable
differences compared to the simulations so we @clude that the estimated
equations for modelling the routing overhead basedhe simulation results are
not accurate.
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We have to highlight that when increasing the nundfenodes in the test bed, we
are also increasing the number of hops. This léadke fact that in the test bed
AODV generates higher routing overhead because tisea dependency with the
number of hops, which cannot be reflected in theuttions. The simulations
provide an overall value that represents the aeeragults including different
factors such as number of hops, multiple connestiamning in parallel with
different paths and link breaks that may generatditianal overhead. OLSR
routing overhead results from the simulations iaseewith the number of nodes
which is not visible in the results from the testdb The simulations provide
estimated values for OLSR in small scale networken& no considerable amount
of routing overhead exists since the link inforraatto be distributed among a few

nodes is low.

Based on the results presented in this sectiononelede that the number of hops
is a relevant metric to consider when designingféicient routing protocol. It has

to be taken into account in the equations that inibderouting overhead in order
to accurately reflect the actual behaviour of ttieent protocols.

Figure 30 shows the test bed results of the rout@ency (i.e.®) versus the

number of hops, a new metric that we did not meagurthe simulations. This
metric varies with mobility but mainly with the nlo@r of hops in the path. The
routing latency affects the network QoS mainly whemsidering real time
applications that suffer from jitter and end to qratket delay. Figure 30 shows
that the routing latency in AODV and OLSR increaséth the number of hops

(i.e. ). However, AODV reacts faster in order to obtaimeav route and follows a

linear increment with a smaller factor than OLSR.

The AODV and OLSR routing latency can be modellétth \&q 54 and Eq 55.

Eq 54. @5, =05y

EQSS. &y =7y-6
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OLSR would seem to require a link layer alert me¢da (not implemented in the
test bed) to detect broken routes and the nodechasmmunicate the topology

update to their neighbours so they can re-calctit@t@&ew route.

== OLSR routing latency
=#= AODV routing latency
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8
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Figure 30. AODV and OLSR routing latency over 1, 2and 3 hop connections.

2.8.2 Test Bed Results Conclusions

In general, the results obtained from the real tiwaP application and the
simulations are comparable but there are some gagospthat we will review in
this section [17].

The simulation results are quite accurate in theeterend packet delay for AODV
but over pessimistic in the case of OLSR. The \alige OLSR in real Ad hoc

networks are lower than the ones obtained in timailsitions. This is because the
simulations include multiple connections with sedérops while in the test bed we
run a single connection with only a few hops. THeetknce is also due to the fact
that the estimated equations from the simulatiookide the mobility effect where

links can be broken, and for that reason OLSR ptese higher end to end packet

68



delay to re-establish the route. However, in tle bed, with zero mobility, both
AODV and OLSR introduce similar end to end paclettyl.

The simulation results are quite accurate when mgagsthe percentage of packet
loss for AODV in a small network but the resultg aptimistic when increasing
the network size. On the other hand, the resuéigpassimistic for OLSR in small
and large networks. The simulation results arénia With the test bed results when
increasing the number of nodes since both indit#e the percentage of packet
loss increases. The simulations indicate that AOHRA¢ lower packet loss than
OLSR which is correct with the results from thet tesd for a reduced number of
nodes but the test bed shows the opposite whegaisicrg the number of nodes.
The test bed shows that OLSR has lower packettiess AODV in medium to
large networks. Nevertheless, we have to considar the simulations provide
overall results from several connections with ataier duration where the
endpoints are selected randomly, while in the test a single bidirectional

connection is maintained between the same nodésydiie testing session.

In terms of routing overhead, OLSR shows higheueslthan AODYV in the

simulation results, while in the test bed it istjtiee opposite. The difference in the
results is because the simulations obtain the dwaklue without considering the

number of hops. In the test bed results AODV prsdigher increase of the
routing overhead with the number of hops while OLSRot affected. Thus the
equations from the simulations can be used to estithe overall routing overhead
in different protocols. However, they do not refléite impact of certain metrics

like the number of hops and they are not suitairi¢hfe protocol design.
The test bed provides measures about routing hatesmich cannot be obtained

from the simulations. The test bed shows that nguiiitency is crucial for the real

time communications in Ad hoc networks with mulfhmutes.
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In general the simulations provide estimates abwettvork performance with
different routing protocols but we need the resfitten the test bed to correct and

in some cases complement the simulation results.

Based on the results from the test bed, we conchateproactive routing protocols
in stable networks obtain a higher percentage tifrgb routes, which minimises
the end to end packet delay for real time appbeceti Obtaining the optimal routes
is critical because of the impact of the numbehops in the end to end packet
delay and jitter. Proactive routing protocols shower packet loss than reactive
routing protocols in large networks. Reactive pcote present a lower percentage
of packet loss in small networks (i.e. reduced neindf hops) with low mobility as
well as prompt reaction under link breaks. Theseadlrrequirements necessary for
real time applications. Moreover, to accommodadé tieme applications in Ad hoc
networks a cross-layer architecture is requiredestablish a communication
channel between end points. This will allow reaggvrouting information during
an ongoing real time session to dynamically accodat®the RTP payload to the

link conditions.

2.9 Ad hoc Routing Requirements

Routing protocols in Ad hoc networks need to rapiliapt to network changes.
They have to minimise the consumption of networicpssing, transmission and
storage resources during the adaptation processximise the availability of the

nodes. Ad hoc routing protocols have to cope withtbpology dynamics, variable
bandwidth, mobility and unreliable wireless coniats. Simulation and test bed
results demonstrate that protocols targeted fotlsand medium Ad hoc networks

do not perform well in large networks.

Figure 31 shows that different routing protocoks eequired depending on the size
of the Ad hoc network. The test bed results shoat th small networks, packet
loss and routing latency of reactive protocolsoiw While in large networks it is
significantly higher. Moreover, the end-to-end pitlsmall networks includes few
hops while in large networks the number of hopigger with the consequent
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higher end to end packet delay. In Figure 31, A)cae see that a small network
has a quick route discovery process and low erehtbpacket delay while in B) a
large network suffers from long route discovery gass and huge end to end
packet delay.

100 ¢+

© o o
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A) Small network B) Large network

Figure 31. Small versus large networks routing requements.

The simulations results show that proactive roufgrgtocols obtain the most
optimal routes regardless of the number of nodesraability. Proactive routing
protocols maintain the network topology informatiom to date, reducing routing
latency. The routes are optimised using algorithased on different metrics such
as number of hops and link cost. Different routas be used depending on the
application requirements (i.e. multipath routingimpsation [58]). An equivalent
procedure in reactive routing protocols would taeveral iterations until the
optimal route would be found, with the consequemiting latency. Proactive
routing protocols are suitable for small networkighva limited number of nodes
because the routing overhead, the routing tableagéoand the computational
overhead are low. However, when the number of nddeseases, they are
inefficient. Therefore, in Ad hoc networks a simpled low resource consuming
protocol should be used for routing within a clustile few selected nodes act as

gateways providing network scalability [18].
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2.10 Fully Distributed Virtual Backbone Concept

The existing Ad hoc routing protocols are reliaflesmall and stable networks,
where each node can efficiently perform the roufungctions based on the state
information obtained from the entire network. Hoervin large networks the
entire state information of the network is not #alale for the nodes, and routing is

based only on partial topology knowledge.

2.10.1 Nodes Classification

We explore one solution to improve the scalabivfyAd hoc networks based on a
hybrid routing mechanism where the physical netwsrikkansformed into a virtual
network [20]. In this virtual network we differeate two types of nodes. The
ordinary nodes perform the basic routing functionality such asked forwarding
and on demand route discovery, and Hmeart nodes maintain and acquire
topology information to be distributed through tinetwork via other smart nodes.
Therefore, the diameter of the network is reduced#éving a set of nodes that
abstract the network state and reduce its varighiihe smart nodes will facilitate
the routing to the ordinary nodes in the networkré&gucing the number of hops,
end to end packet defagnd increasing connectivity between distant nanlésrge

networks.

Based on the topology information, the smart naddsulate the shortest path and
optimal routes necessary to have a stable netwoskable network means that the
topology changes have to be slow enough to all@vupbdates to reach all the
nodes in the network. The Ad hoc nodes mobility rbayhigh and the topology
information is not steady during the necessaryaggef time required by the
algorithm to calculate the optimal path based oovkm conditions. This sets a
requirement for Ad hoc networks that is difficuti accomplish due to lack of
nodes that maintain the network state when usirgrtivee protocols. The

heterogeneous conditions in Ad hoc networks maleerduting unreliable and

2 Each node in the path contributes to the totaltenehd delay with a fixed delay from the MAC layeraccess
the shared channel plus other delay componentsasithe transmission delay from the message priogeasd
the radio delay when the node switches from reocapt transmission mode.

72



difficult to optimize based on metrics like shottpath, minimum delay or energy
cost.

The routing in Ad hoc networks will not convergearthe shortest path unless
there are smart nodes maintaining the topologyrimé&ion and calculating the
optimal routes. Therefore, Ad hoc networks reqaiggroactive routing protocol to
maintain the network topology information despitattin some cases it will be
stale due to high node mobility. The smart nodgslement a higher hierarchical
routing level than the ordinary nodes as represemteFigure 32. The ordinary
nodes do not participate in the shortest path tiom and use reactive routing.
The smart nodes also use the reactive routing aarticipate in the lower
hierarchical routing layer together with the ordinaodes.

Higher routing level

Proactive *
routing

Proactive
routing

| /@ Smart node

i < Ordinary
: Node

Lowér routing level

cﬂ\‘
y Ream
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routin

Figure 32. Node classification based on contributioto network topology information.

The main criterion for the proposed node clasdificais based on the connectivity
and the capability for maintaining and distributibgpology information in a
reliable manner. In principle, any node can mamthe topology information if it
has enough resources (i.e. memory, battery ancegsowy power, etc). Nodes can
share the topology information within the network they have a reliable
connectivity (i.e. low mobility) that allows theno follow continuous topology
updates. The smart nodes will create a Fully Diated Virtual Backbone (FDVB)
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to maintain and distribute the network topologyoinfiation at the expense of
consuming their own resources. The FDVB will pravid mechanism to allow
quick network knowledge to converge with minimal ss&ging control and

complexity.

2.10.2 Hybrid Routing Approach

We identified the need to introduce smart nodesfopming extra routing
functionality in Ad hoc networks. However, the meed routing protocol to be
implemented is the most critical part to improvalability in Ad hoc networks,

and it remains to be selected.

Based on the simulation results and the test badisis, the combination of a
reactive protocol that responds quickly to linkdke and a proactive protocol that
provides optimal routes seems to be the optimaitisol. Therefore, we propose a
novel hybrid approach named Scalable Ad hoc Routngtocol (SARP) to
overcome the drawbacks of existing routing proted¢olscale up to large Ad hoc
networks. In our hybrid approach the nodes are ggduinto clusters and the
cluster heads provide scalability by taking carehaf heavy routing functionality
between clusters. The drawbacks in cluster-basedingy protocols are the
additional complexity required in the nodes to iempént the clustering algorithm.
These protocols have additional overhead requioedsélecting the cluster head
and the fact of having a single node acting asidgerbetween clusters may
become a bottleneck. SARP is based on the FDVBeminwhere the ordinary
nodes run reactive routing protocols while the $mades abstract the network and

run an hybrid routing protocol (i.e. reactive tdgatwith proactive routing).

Each node interested and capable of becoming clbsted (i.e. smart node) will
create its own cluster and will try to become parthe FDVB. SARP does not
define any cluster selection logic that forces tloeles to become cluster heads
depending on their location (i.e. in the centréhef cluster) or other metrics. SARP
algorithm allows the nodes to become cluster h@agtsbased on their resources
availability. A node can measure the environmerg. (local traffic, channel
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utilisation) and based on its available resouressdes to become a cluster head or
not. Therefore, there is no network wide logic gmiecting the cluster heads.
Instead, any node can become a cluster head gia@nlyin time. The nodes have
the possibility to become cluster heads (i.e. Srmartdomly and they can fall back
and act as cluster nodes (i.e. ordinary) after estitag some of their resources.
Thus, smart nodes have enough resources and wig§sgto maintain route and
service information. Ordinary nodes are device$ \hited resources, running an
Ad hoc MANET [33] protocol with low complexity andcomputational

requirements (i.e. a reactive protocol such as AQDV

Only the nodes that become cluster heads (i.e.tsmates) will engage in
additional control transactions for exchanging usnformation. The FDVB is
composed of the smart nodes that exchange link stitrmation between them in
order to share the network topology informatiomgsa proactive protocol such as

OLSR, DSDV or a reactive protocol such AODV withwnextension messages.

The cluster is set up by the TTL and all the nates are close to the cluster head
(i.e. nodes within TTL=1 or 2) will be just ordianodes. SARP does not impose
any additional requirements to the ordinary noded they perform reactive

routing and packet forwarding functionality as usurathe same area we can have
several smart nodes each of them controlling ite oluster, thus the clusters can
overlap and the ordinary nodes can be part of plaltlusters. This leads into a
fully distributed cluster creation that will bertethe ordinary nodes. A cluster head
will receive a route request from a cluster nodej d the cluster head has the
route information available, it will return a routesponse to the cluster node. If the
route information is not available in the clusteral, it will initiate a request to

other cluster heads in the FDVB reaching all clisste

Figure 33 shows the concept of a fully distributétiual backbone, where several

cluster heads are randomly distributed forming & BD
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Figure 33. Fully distributed virtual backbone created with multiple cluster heads.

SARP is an alternative approach to existing hyloigting protocols such as the
Cluster head-Gateway Switching Routing (CGSR),Hierarchical State Routing
(HSR) or the Zone Routing Protocol (ZRP).

CGSR is a proactive routing protocol that uses lthast Cluster head Change
(LCC) algorithm to partition the network into class. In addition to the proactive
routing overhead, LCC introduces some additionarlogad and complexity in the
creation and maintenance of the clusters.

HSR is another proactive routing protocol that wedi different layers where the
cluster heads maintain two hierarchies each of théth two instances of the
proactive routing protocol. With the first instanoé the proactive protocol the
cluster head maintains the topology of the clustates in the neighbourhood. The
cluster head uses the second instance to maimjatogy information with other
cluster heads from the neighbour clusters. HSReptssadditional overhead of

maintaining two instances of the proactive roufngtocol.
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ZRP is quite similar to our SARP proposal but dtikre are a few differences.
ZRP specifies the logic for selecting which nodesas cluster heads and which
ones act as border nodes (i.e. gateways betwesteirdy SARP is based on the
concept of the FDVB where the logic for the nodesbé&come cluster heads is
based on their resources, and the nodes themsideite whether they are capable
of becoming cluster heads. SARP does not specifgdoonodes and instead all
smart nodes act as border nodes. ZRP specifiemtteeZone Routing Protocol

(IZRP) and the Inter-zone Routing Protocol (IERERP implements a proactive

routing protocol used by all the nodes within tbee IERP implements a reactive
routing protocol used by the cluster head and trddy nodes for routing purposes
between clusters. SARP use a reactive routingopobtwithin the cluster nodes

and proactive routing protocol between cluster kead

The question is why another hybrid routing proto®ineeded. Based on the
simulations we deduced that reactive routing pa®dehave more efficiently
within small networks. Therefore, reactive routimgtocol would be enough for
most of the cases, however when the network sized@ses reactive protocols are
not scalable. Thus, we need to form some groupirgjusters to virtually simulate
small networks but that means additional compleréguiring additional efforts
from all the nodes. This decreases the efficierfcthe reactive routing protocols
and exhausts the node resources. Thus, the bestaghpis to keep most of the
nodes running an efficient reactive protocol witleinsmall area, and let smart
nodes perform the clustering to support networkabdity. The selection of the
cluster heads does not affect the rest of the nateshe additional clustering

complexity should be minimised and hidden fromdhdinary nodes.

Based on the results from the simulations anddbielted SARP has been proposed
to fix some of the drawbacks of reactive, proactivel hybrid routing protocols
[15]. A mathematical model to evaluate the netwpekformance with SARP is
defined in Chapter 3.
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Chapter 3

Performance Modelling of the Hybrid Routing
Approach

In this Chapter we use the propositions formuldiaded on the simulations and
the test bed, and define a mathematical modeMaluating the performance of the
hybrid routing approach (i.e. SARP) in Ad hoc neatkgo We analyze a generic
model for Ad hoc networks and top of that we apply Fully Distributed Virtual
Backbone (FDVB) concept to validate the hybrid gt approach and
demonstrate the improvement of the overall netvazddability. We use the model
to study the network impact of having ordinary amdart nodes in an Ad hoc
network and to identify the optimal number of smastles from performance point
of view. Based on the results, we introduce theritlgm that the smart nodes have
to implement in order to set up an optimal FDVB.diktbnal simulation results of
AODV, OLSR and SARP are presented.

The performance in Ad hoc networks cannot be easdgelled due to the amount
of variables and the uncertainty of their valuesthe literature there are several
attempts to provide a performance analysis of Ad hetworks based on an
imprecise network state model [59]. The existinglels are not reliable due to the
unpredictable behaviour of the nodes. An accurdtmmpt to model the Ad hoc

networks performance should consider the nodeslityoand unpredictability of

the network conditions. However, our objectiveas/alidate the SARP protocol in

terms of the impact on scalability rather than mefan accurate Ad hoc network
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model. Therefore, we will define a generic Ad hatwork model and apply the
Fully Distributed Virtual Backbone (FDVB) concept top of it.

Variables such as the location of the smart noddsinmthe network are relevant
but, in order to simplify the model, we will considan area of the network where
the smart nodes appear randomly and remain stabte for a certain period of
time.

Our main objective is to prove that network scadigbincreases when we apply
the FDVB concept, and to determine the densitynaéirs nodes required to build
an optimal FDVB independently of their location.rRbis purpose we define the

smart nodes access control algorithm.

In Ad hoc networks the nodes exhaust their ressubeeause they perform packet
forwarding and routing functions that in fixed netks are normally implemented
in static servers or routers. In order to defirgeaeric Ad hoc network model, we

will identify the metrics required to evaluate herformance.

3.1 Performance Metrics in Fixed Networks
Fixed networks are modelled as grarﬁh@\l,A) whereN is the set of nodes ard

is the set of arcs in the network [40]. The aresdenoted ag,(j) representing the
communication link between nodaeisandnj. A scalar valuesj represents the flow

between nodes andj through the arci(j). In a graphG(N,A) the set of flows

Xij‘(- oA is referred to as the flow vector. A pa&hn a graph is a sequence of arcs
]

P, =(12,.k) wherek=2. A graph is connected if for each pair of nodemdj,

there is a path starting isand ending gt

The routing algorithms calculate the optimal roudbtaining paths where the flow

vectorsx;j are constrained between given lower and upperdm(ireb; <x; <c;)

in order to limit the available bandwidth for tHimiw.
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In fixed networks, stability is good enough and #rel to end packet delay and
throughput capacity are the only metrics to berojsied. These metrics are known
in fixed networks providing a NP-complete perforrmamodel that can be solved

using some approximations.

The routing algorithms in fixed networks aim todia path that connects source
and destination nodes through a set of arcs thaimize a linear cost function

3 a,x, whereaij denotes for example the average packet delayossdhe arc
(i, 1)OA

(i,j). The shortest path is the path with minimum agerdelay that can be used for
packet forwarding. Therefore, we can model perforceain fixed networks using
Eq 56.

Eq 26. f(aij)E min Zaijxij
(i,)0A

In order to enhance network performance, the geséirtest path algorithms used

in fixed networks try to maintain and adjust a eedt, ,d,,....d, ), where eacldi is

the node label and can be either a scalas.or

Let d,.d,,...d, be scalars satisfying, <d, +a,,0(,j) DA ()

and letP be a path starting at a nogleand ending at a nodg

if d, =d, +a; for all arcs {; j) of P thenP is the shortest path froitoj. (b)

Where(a) and(b) are called the Complementary Slackness (CS) [d6litions

for the shortest path problem.

The routing algorithms use the CS conditions t@wdate the shortest path. These
algorithms select successively the arcs that eothe CS condition, meaning

d, >d +a;. If an arc that violates CS is found, the routaigorithms will set
d, :=d, +a; and continue the processing through the availabts until the CS
condition d <d +a is satisfied for all the arcg, (j) in the path. The routing

algorithms reiterate the calculation over an emgstgraph and if they terminate

then there is a nodewithd, <. This means thad; is the shortest distance with

minimum delay (i.e. based on the castassigned to each arc) franto j. If the
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algorithm does not terminate, then a np@sists such that all sequences of paths
that start ai and end aj will have lengths that diverge teo- The algorithm
terminates if and only if there is no path thattstati and contains a cycle with

negative length.

In fixed networks, connectivity (i.e. probabilityf tiaving active links) seldom
changes. However, in Ad hoc networks connectivitg anany other metrics
impact network performance. Connectivity in the hpdietween source and
destination is often lost because links are brolea to node mobility. Ad hoc
networks cannot rely on fixed routes and the fretepology changes can make
connectivity close to zero. Thus, network perforogmptimization cannot be

solved within a limited processing time.

3.2 Performance Metrics in Ad hoc Networks

In fixed networks, performance is modelled with oeguation that will be
minimized by the routing algorithm. However, in Adc networks several metrics
will affect the performance independently and thereno single equation that
considers all the metrics. A nontrivial problemelikhis can be resolved by
approximation, heuristics or probabilistic metho@bus, we need to identify the
metrics and variables with a major impact on Ad hetworks performance and
define the relationship between them. To simplifg tesolution, we will first find
and compare the values of the variables that opdéintie performance for each
metric separately. After that we will select thogalues that give the best

performance in all metrics.

Table 5 represents the basic variables in the Adietwork model.

Table 5. Ad hoc network model basic variables.

Number | Node Number
of nodes | mobility of hops
N M v

'y represents the number of hops in the
path as identified in the test bed.
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Node mobility and the number of hops are varialies can be considered linear
(e.g. nodes mobility can vary between 0-10m/s &ednumber of hopg depends
on the selected path). The number of nodes istiaadrvariable for measuring the
Ad hoc network scalability so we will analyze itspact.

We consider that the probability of nodes joinihg tAd hoc network follows a
Poisson arrival time distribution (Eq 57) whérés the average number of node
arrivals in a given time intervalandf(k) is the probability of having nodes in a
given time.

e—ﬂt (/]t) k
ki

Eq 57. f(kAt) =
In the FDVB concept we defined two types of nodmslinary and smart. The
initial assumption is that the nodes do not eanertives to become smart and
implement SARP routing functionality. In this cage assume that the nodes select
randomly with equal probabilty to be either ordipa or smart

p(t)‘nodecordinary = P()| ar = 05+ Thus, pg (k,At) in Eq 58 represents the smart

nodes arrival time distribution considering Eq 5 dhe probability to be smart

p(t)‘ node=smart =05.

— At k
Eq 58. — s (A"
q ps, (k, At) = 05 k!

The smart nodes may exhaust their battery afterestime in the network and
become ordinary or die. The battery consumed byde iis modelled using Peukert
equation (Eq 59). The consumed battery capa€ity ihcreases with the time, (
hour) depending on the discharge curreintAmperes) and the Peukert constant

(n=1.1 or 1.2 typically).

Eq 59. C, = I "t(Ampere* hour)

The residual battery capacity in a nodeCjs=C, - C,where Gis the full capacity

of the battery. Based on the residual battery, areroodel the node death process
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with an exponentig, (t) =e™® where the slope), depends on the battery age and

the processing consumption on each node among whiebles. Nevertheless, we
consider that all nodes have similar battery agetlhe processing consumption
will be higher in smart nodes due to their parttipn in the SARP routing

functionality.

Figure 34 represents the battery consumed by oxdifme1.1) and smart nodes
(n=1.15) besides their residual battery capacibe €quations associated with the

residual battery capacity folC (n=11) and C (n=115 with the lowest

approximation error r>=095 and r?>=097 result in exponentials with

9 (115 =-0.0144 and a8 (1.1) = -0.0097 slopes respectively. Thus we assume that
the smart nodes slope is approximatély =0.015 while it is 9, = 001 for

ordinary nodes.
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50000+
5]
ey
*
o
g 400004
2 —Cb(n=1.1)
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.(*5; 30000 ———Cb(n=1.15
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m

10000+
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Figure 34. Consumed and residual battery capacitiesa smart and ordinary nodes.

We assume that the nodes arrival and death pracassendependent. Theg, (t)

in Eq 60 represents the probability of having smades in the network. In Eq 60

83



we consider that initially the number of smart rotleat are part of the FDVB is
high but after a period of time the nodes exhahsir tresources and the smart
nodes death is not compensated with the new srodg arrivals. We also consider
as new node arrivals those smart nodes that exliaeistbatteries and become
temporarily ordinary since the node may become sagain after re-charging the

battery.

t - At k
£ 60. p,() = py (P () =&Y 0551
t=0 :

Figure 35 ShOWSpSa(t) as the smart node arrival cumulative probabilitg. (

considering an average node arrivaheb nodes and equal probability to become

smart or ordinary).psd (t) represents the smart node survival probability ppg)

the probability of having smart nodes left in tretwork. Figure 35 shows that if
we consider only the Poisson distribution of afsy# will result in the probability
of having a constant share of smart nodes in theank as represented with

ps, (t) . After adding the node survival probability due lattery consumption
ps, (t) the probability of having smart nodes in the netwg,(t) after reacting an

initial peak level decreases over time.

Psa(t) Psd(t) Ps(t)

Probability

O I T T T T T T T T T T

1 7 13 19 25 31 37 43 49 55 61 67 73 79 85 91 97
Time

Figure 35. Probability of arrival, death and smartnodes left in the Ad hoc network.
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The metrics under study to model the scalability Ad hoc networks are

represented in Table 6.

Table 6. Ad hoc network model metrics.

Connectivity | Bandwidth | End to end packet delay, Percentage of packet los| Jitter
C B D L J

We focus on real time communications, which reqameend to end packet delay

below 200ms and a percentage of packet loss |dvaer 5%.

The metrics can be grouped based on how they affectAd hoc network

performance. Performance can be modelled usingipﬁcﬂtive,m(i, j), concave,

c(i, j), and additivea(i, j), groups of metrics. Connectivity and packet loas c

be considered multiplicative, bandwidth is concanel end to end packet delay
and Jitter are additive. We will obtain the equatibat defines the relationship
between each group of metrics and the Ad hoc né&twaodel basic variables

presented in Table 5.

We start the analysis defining a theoretical furctto model the performance
based on the multiplicative metric of a path betwseurce and destination nodes.
In this first step we obtain a performance equatitat depends on a single metric,
which makes the routing analysis tractable. Witls #tquation we obtain a list of

optimal routes similarly to the routing algorithmsad in fixed networks.

Afterwards, a theoretical function is defined fbetconcave metric and from the
list of optimal routes obtained for the multipliceat metric we select the ones that
provide also the optimal values for the concavecfion. In the last step a new
equation that models the additive metric is defiaed the remaining routes are

prioritised based on the values obtained from ttave function.

3.2.1 Multiplicative Metric of the Ad hoc Networks Model
Connectivity can be modelled as a multiplicativenoe m(i, j), since it is defined

as the probability of having active links leadirg & successful packet delivery
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through all the links on the path. It has a crlticapact on the Ad hoc network

performance. If connectivity is null, the rest oétmics are irrelevant.

Connectivity strongly depends on mobility of alletmodes in the path. Node
mobility can break a link in the path without tifeupdate the network topology.
Connectivity is inversely proportional to the perage of packet losg, Thus, the

percentage of the packet loss will be measureddbasethe results from the

connectivity metric.

The connectivity ¢ of a link , I) is the probability that the link is active in a
communication network. Each link is active indepamty of the other links. Thus,

the connectivity of nodesj C(i, j) is the product of the connectivity of the links

@i,1,),.....K,, j) on the path fromtoj.

CG,j)= m(i’ J): m(i’ll)* m(kvlz)* m(kz’lz)* o* m(kn’ J): Gy, "Gy, * Gty ¥ G|

The routing algorithm has to find a path with theximum value for the equation
Eq 61.

.
Eq 61. m(, j)= lj ¢, 0k, !

n is the number of links on the path such that liks,),.....K,, j) form a path

fromi toj andcy is the connectivity of the linkk() which depends on the mobility
M, .

If m, -0 thenMIimom(i,j):l andifm, - m, thenMnm m(i, j) =0-

K "Mrraz

Based on Eq 61 and the limits, we can model th& Bonnectivity as an

exponential function Eq 62 that depends on the sicelative mobilityM ; .

Eq 62.c, =c,e ™
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¢, Is the connectivity of the linkk(1) when the mobility is zeron, =0) anda is

the slope factor representing the dependency frambility of the connectivity
function.

The maximum link connectivity between two nodkesndl is obtained when both
are completely statia{, =0) that rarely happens.

lim ¢, =1= c,e™™"
My -0

=Cy=>¢C, =1

The minimum link connectivity is reached when thedesk and| are moving

(Mkl =M )

max

lim ¢, =0=c,e ™ =0

Mg —M pax My =M nax

The connectivity will be null when the mobility és (e ™™ =0=aM ,_, — ).

This scenario is not feasible in practice but wesider that the probability of

connectivity is almost null in high mobility conadihs.

The aim of the FDVB architecture under study ismgrove the connectivity by
introducing nodes with enough resources and low ilibpl{i.e. smart nodes).
These nodes will support the nodes with limitedueses and higher mobility (i. e.
ordinary nodes) in terms of routing functionalithe smart nodes will reduce the
routing latency, find the optimal routes and alsovirle more stability where they

are part of the routes.

The link connectivity between two smart nodes ighkr than between two
Ordinary nOdeS¢k||k,I:Snart > Ck'|k:Ordinary,I:S)nart > Ck||k,I=Ordinary)' ThUS, Connectivity

will increase with the introduction of smart nodesthe path. Eq 63 represents the
link connectivity between two smart nodes.

~asMy

Eq 63. ¢ |k,I=Smart =Co €
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Co, is the connectivity of a linkk( 1) between smart nodes when mobility is zero
(M, =0), and g, is the slope factor representing the dependentty mobility in

the connectivity function of a linkk(l) between smart nodes.

Applying the FDVB concept on top of the generic Adc network model the

multiplicative metric is represented by Eq 64.

EQ64.m_(i,j) = [coe™ * c e M x [, e ™Mk,
rnF lil) (6] (6] les Og

k00,I0S_or _kOS,100

¢, Is the connectivity of a linkk(1) when the nodes mobility is zerg( =0).

Co, is the connectivity of a linkk(1) between smart nodes when the nodes mobility

is zero (v, =0).

n is the number of linksk() on the pathi(j).

a is the slope factor representing the dependenttywbbility in the connectivity
function of the link k, I) between ordinary nodes.

as is the slope factor representing the dependench wmobility in the

connectivity function of a linkk 1) between smart nodes.

a,, is the slope factor representing the dependencyh wmobility in the

connectivity function of a linkk( 1) between a smart and an ordinary node.

M, is the relative mobility of the nodes in the ligkl).

Eq 60 shows that when the smart nodes energy desrdlae probability of having
smart nodes left in the network decreases. Thexefbe connectivity in Eq 64 will
decrease. Increasing the number of hops in the getheases the connectivity
regardless the number of nodes in the network. &b, a small number of hops
and smart nodes in the path will improve the cotiviég in Ad hoc networks

providing the highest value of the multiplicativetric.
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3.2.2 Performance Simulation Based on the Multipliative Metric

Once we have obtained the equations for modellimg ¢onnectivity as a
multiplicative metric, we compare the results toaleate the performance
difference between the generic and the FDVB Adretevork models.

We setc, = 0.7 as the value for the connectivity in Ad hoc netkgowith ordinary
nodes assuming static conditions (=0). The connectivity decreases with

mobility so taking as reference the equation thatlefs the packet loss in reactive

routing protocols, Eq 39.L,(M,N)= (001+ 003N)e®**%NM (%), we set

a =134 as the slope factor for the ordinary nodes.

We setc, =09 as the value for the connectivity in Ad hoc netegowith smart
nodes assuming static conditiong, (=0). The connectivity between smart nodes

decreases with mobility so taking as reference thguation Eq 44.

L, (M,N) = (009+ 013N)e @002V (9) that models packet loss in proactive

routing protocols, we set; = 069 as the slope factor for the smart nodes.

Figure 36 shows the results of the connectivityophmlity on paths with 2 hops in
five scenarios. Each scenario considers a diffggertentage of smart nodes in the
network (i.e. g(t)=1; 0.7; 0.5; 0.3; 0). In all these scenarios, wary the mobility
from Om/s up to 4m/s with 0.5m/s increments (eatlkhem represented with a
different curve). The curve on the top represemshighest connectivity obtained
when the mobility is Om/s while the curve on thdttm represents the lowest
connectivity obtained when the mobility is 4m/seTesults in Figure 36 show that
the connectivity probability decreases when thegrtiage of smart nodes is low.
However, when 50% of nodes are smart (S=50%) aftl &@ ordinary (O=50%)
the connectivity probability is similar to the seeio where all the nodes are
ordinary (O=100% and S=0%). A low percentage of rsmades (O=70% and
S=30%) does not improve much the connectivity podla because it is mostly

provided by the ordinary nodes.
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Figure 36 shows that when the percentage of smaesnis higher than the
percentage of ordinary nodes, the connectivity aidlly is affected by mobility.
Thus, in the scenario with 100% of smart nodes (8&d) and non static
conditions (i.e. second curve from the top in repgkesents mobility M=0.5m/s) the
connectivity probability is lower than in the scapawith 100% of ordinary nodes
(O=100%) and static conditions. The time unitsraseshown in the figure because
time represents the total network lifetime. As vea ©bserve in the value of the
connectivity probability for each scenario in theglation, the network lifetime is
much shorter in the scenario with smart nodes ahén with ordinary nodes
regardless of mobility. At the end of the netwafktime (i.e. t=100) the scenario
with ordinary nodes only (O=100%) is the one witte thighest connectivity
probability value (i.e. C=0.068%).

We can conclude that in Ad hoc networks with lowhifity, a higher percentage
of smart nodes than ordinary nodes in the patheas®s the connectivity but
reduces the network lifetime. On the other handhigh mobility conditions, a
higher percentage of ordinary nodes than smart s\guzeases the connectivity
and extends the network lifetime. From the connggtpoint of view, the benefit
of a high percentage of smart nodes is considereliés the nodes mobility is low
and they can guarantee stable routes. If the nodédity is high, the fact of being
smart does not improve the connectivity becausaginge routing might provide

routes that are stale because of the nodes mobility
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Figure 36.Connectivity probability on routes with 2 hops in fve different scenarios.

3.2.3 Concave Metric of the Ad hoc Network Model
The path bandwidth is the minimum available bandwith any of the links

@i,1)),.....K,,, J) on the path from nodeto nodg.

bii, )= min{bli,1,).b(k,.1,).blks 15).....blky, )}

The optimal bandwidth metriB(i, j) is the maximum available bandwidth on the
paths from nodd to nodej. It is modelled as a concave metric because its
maximum value is the minimum available bandwidthaimy of the links on the

path.
B(i, )= maxfp(, )} = maxmin{bfi, ,)...blk,, i J}iOk.!

Throughput is directly proportional to the avaimbbandwidth and inversely

proportional to the routing overhead/)i,j) which decreases the available

bandwidth for data transmission. We consider anhAd network scalable, if the
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performance metrics do not change when the nunmfbmodes increases. Thus, the
available bandwidth for data transmission is dlyegroportional to network
scalability and inversely proportional to the rogtioverhead generated to keep the

same connectivity while increasing the number afa®

The bandwidth metric decreases with the numbectifea connections that node
andj maintain with their neighbours because they sliagesame channel. For

simplicity we assume that regardless of the nundjeactive connections, the

available bandwidthB) on each node i, Eﬁ wheren, is the number of
n

neighbours andy is the nominal bandwidth provided by the wirelesshnology.
The available bandwidth in the Ad hoc network deisean the selected wireless
technology (e.g. 802.11b: 11Mbs, 802.11a: 54 Mbéddreover, the available

bandwidth on each link() in the path from nodito nodg can be modelled with

Eq 65 which is equal to the available bandwidthtmnnode,B, Eﬁ minus the
n

e

routing overhead on each lifikk,l).

Eq 65. b(k,I) = 2 —Q(k,1)
n,

In order to maximize the available bandwidth on afyhe links on the path we
have to find the percentage of smart nodes thainmdas the routing overhead.
The equations Eq 66 and Eq 67 represent the comoatréc for the generic Ad
hoc network model for reactive and proactive ragtirespectively. Where

Q.(M,N) and Q.(M,N) represent the reactive and proactive routing aasth

respectively.

Ed 66.5_(, j) = maxb, (i, )} = max{min{i” -Q.(M,N), }}Dkl O Path

e

EA67.8_(, j) = maxb. i, )} = max{min{i” -Q,(M,N), }}Dkl O Path

e
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Based on the simulation results we approximatedehetive routing overhead in
Eq 20-Eq 21 and the proactive routing overheadqr2&Eq 26. However, the test
bed proved that those equations were not accunat¢hat the number of hops had
an impact on the routing overhead. Therefore, wié ddfine new equations to

approximate the routing overhead using some ofrélsalts from the simulations

but also from the test bed. We assume that reaetiv proactive protocols

increment the routing overhead exponentially withbitity because when the links
break, the route recovery control messages argetiegl mainly in reactive routing

protocols. When mobility is zero, the routing owvestdl is minimum as in fixed

networks, which leads to the following equation.

Q(M,N,p) = f(N,p)e™«

N is the number of nodes in the Ad hoc network.

M is the node mobility.

v is the number of hops on the path.

a is the slope factor representing the dependercy mobility.

We consider the following limits for the routingerhead.

If m, - 0 then umoQ(k,l) =Aandifm, - ™M __ then |, Q(k,1) =
- M o

A'is a constant value equivalent to the routing lbead with zero mobility.

In the test bed the mobility variable was zero. §hwe assume that the slope
factors representing the dependency with mobilieysill valid, and we model the

routing overhead with the values from Eq 21 an®&q

Eq 210, (M,N) = (1554 + 5.1N)e @ 0MNM (Khytes) ; mobility is affecting with
the slope factor of 0.045.
EqQ 26:Q,,(M,N) = (615+ 375N)e @ 02M (khytes); mobility is affecting with the

slope factor of 0.001.

93



Next we will identify the rest of the parametersejuationsf (N, ) andf,(N, )

to represent more accurately the routing overheadrding to the test bed results.

Let us first consider the impact of number of hawsl nodesf,(N,)) that

represents the proactive routing overhead basdébdeonumber of nodes and hops.
In proactive routing, the routing overhead is afecmainly by the number of

nodes and not by the number of hépgN,y) = f,(N), since each node has to

exchange periodically topology information with theighbours. We defin®y as
the route updates per second that the nodes rummoagtive routing protocols
have to send to their neighbours. The route upddtecontain the entire routing
cache that includes the topology information frolintie available nodes. We
define a variableWp(N) that represents the bytes per route upd&tgN) is
represented a8/k(N)= K+4N including the fixed protocol informatidine. K) plus
a minimum of 4 bytes of link information (i.e. IRldress: 4-byte, number of
hops:1-byte, etc) associated with each node N énnitwork. Thus, the routing

overhead per node in proactive protocols can beettemtiwith Eq 68.

Eq 68. fo (N) = (N -DQW,(N)

In order to evaluate the accuracy of Eq 68, Tabt®mpares the values obtained
from the test bed with the values obtained from eéqeation after replacing the
variables with the values used in the test bed.

Table 7 shows that the values from the model eqonatre similar to the ones

obtained from the test bed so we can conclude ttitmodel equation Eq 69

accurately represents the OLSR routing overheadahAd hoc networks.

Eq69. Q,(M,N,y) = fP(N,y)eaMkl =(N —1)QPWP(N)eO'OO]M“'
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Table 7. Proactive routing overhead comparison beteen the test bed and the model

equation.
Performance metrics OLSR/1hop OLSR/2hops OLSR/3hops
N number of nodes 2 3 4
Qr (route updates/s) 0.4 0.4 0.4
W5 (bytes/route updatey 60+4*N=68 60+4*N=72 60+4*N=76
Routing overhead (model equation)
Routing overhead (bytes/s) 27.2 57.6 91.2
Routing overhead (test bed)
% routing overhead 3.39 % 3.86% 3.58%
(Routing packets/RTP packets) (109/3215) (181/4688) (286/7969)
Routing overhead (bytes/s) 32.3 54.2 88.4

lOLSR sends 0.2 TC updates/s and 0.5 Hello messages/
2OLSR has 60bytes of fixed protocol info in the T@lates/s and the Hello messages/s

Let us now considerf,(N,)) as the routing overhead for reactive routing based

the number of nodes that receive the route recarestthe number of hops. Each
node in the network will send a route discoveryabicast when the route is not
available in the routing cache. We defi@g as the number of requests per second
that each ordinary node issues to find new routé® route request message
includes only the required informatioyk bytes, to find the destination. If the
node does not receive a response to the requesinwvat certain time, it will
increase the TTL and send again the same routesethat will reach new nodes

several hops away from the originating node.

In case of AODV the route request process staitts WiL=1 and if no response is

received the source node will increment the TTL2bgind will resend the route

request with TTL=3. If no response is received,ea moute request will be sent

incrementing the TTL by 2 (i.e. TTL=5). The rougguest process is repeated until
the maximum of TTL=7 is reached.

The number of route requests to be sent increasleshe number of hops. If the

nodes receiving each route request do not havadtieess of the destination node
nor have they seen the route request before, thikysaue a new route request
increasing the routing overhead in the network.sThive routing overhead depends

on the number of hops between the source and gtmadgon. In order to measure
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this effect, we defin@, as the average number of neighbours in the netwin

each hopy, from the originating node.

The originating node will launch several attempt$ind the destination until either
a node responds with the route to reach the déstinaode or no route is found
and a node not reachable error occurs so, the eagrtreated is:

Round _1: fo(n, 1) =QuW,

TTL=1

Round _2: fo(n, 3) = fa(n, D] _ + QuWxn, +QuWen,

TTL=1

Round _3: fo(n, 5)|  _ = faln, 3, +QuWen, +QWen,

Round _4: fo(n, )| =fa(n, B) __ +QaWahg + QWen,

The total overhead generated from any node willeddpwhether the destination
node is found close to the originating node or gl request with higher TTL is
needed to reach the destination node. If the degiim node is far away, the
number of nodes that receive the route requestoh eopn,, will retransmit the

route request causing a flooding explosion in thvork as modelled in Eq 70. In
Eq 70 we ignore the extra routing from the routelydi.e. RREP) that all the
neighbours that have a route to the destinatiore il send to the originating
node. The routing overhead depends on the protyabilihaving the destination
node within a certain number of hops away fromdtiginating node. The reactive

routing overhead depends gnand the number of nodes on each hop from the

originating noden., so f.(N,y) = fy(n,,y). If the destination node is found odd

number of hops from the originating node, then FTand if it is an even number

of hops, then the TTL y+1. We considep the number of rounds needed to reach

a destination at the distanceydiops, then the total overhead is modelled in Eq 70

Eq 70. f(n,. ) = Q[0+ (0D, +1,) +(0-2(n, +n,) +(0-3)(n +1)]
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where negative terms of the sum are capped toa®tay is the number of nodes
being exactlyy hops away from the originating node. With AODV flaethest we
can reach are nodes that are at most exactly 7dvagg from the originating node.
Eq 70 is pessimistic in the sense that we ignom pbssibility that some
intermediate node on a path to the destination heaye a valid route to the
destination when a route request reaches it. N@esleds, despite the intermediate
node has a valid route and sends the route rdmyest of nodes that are not aware

of a valid route will receive the route request anidiforward it until TTL=0.
In order to evaluate the accuracy of Eq 70, Tabt®®pares the values obtained

from the test bed with the values obtained from ehjeation after replacing the

variables with values equivalent to the ones usdte test bed.

Table 8. Reactive routing overhead comparison betves the test bed and the model

equation.
Performance metrics AODV/1hop AODV/2hops AODV/3hops
Qr (route request/s) 0.7 0.7 0.7
Wk (bytes/route request} 68 68 68
ny 1 1 1
Routing overhead (model equation)
Routing overhead (bytes/s) 47.6 142.8 142.8
Routing overhead (test bed)
% routing overhead 7.22% 7.38% 18.17 %
(Routing packets/RTP packets) (170/2353) (506/6858) (666 / 3665)
Routing overhead (bytes/s) 48.1 49.2 121.8

l68bytes message size for RREQ messages in AOD\Wylé&s8message size of RTP messages,
15messages/s.

Table 8 shows that the values from the model eqgonatre similar to the ones
obtained from the test bed for 1 and 3 hops. Tfierdnce for the case of 2 hops is
due to the fact that the route request will havéI3 and in the test case there is a
single node 2 hops away from the originating ndd will provide the RREP so
the route request will not be forwarded any furtaed no additional overhead is
generated. On the other hand, the model measwresvtrall overhead generated
with the route request that has TTL=3. Thus, degpi¢ destination node is 2 hops
away from the originating node, the route requebtb& forwarded by other nodes

in the network that are not aware of the destimatiode and similar overhead to
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the case with 3 hops will be generated. Thus, éselts from the test bed for 2
hops would be similar to the results obtained ftbemmodel for 1 hop. Therefore,
despite the inaccuracy in some specific conditiwascan conclude that the model
equation represents accurately enough the AODMnguverhead in real Ad hoc
networks is:

Qr(M,N,p) = fo(n,, ™ =

[QeWe[o+ (0 =D)(n, +1,) + (0~ 2)(ng +1n,) + (0= F)(ng + 1)l

Using Eq 66, Eq 70 and Eq 21, Eq 71 representconeave metric (i.e. the

bandwidth) in the generic Ad hoc network model vehalt the nodes are ordinary.
B(, ) =math(i, )} =

Eq 71. B,
ma{mir{@ ~lavdo+(0-30, +m) +(0-20, 1) + (-3 +E )H}}Ek.l OPatt

Using Eq 66-Eq 70, Eq 26 and Eq 60, Eq 72 repredlet concave metric in the
FDVB Ad hoc network model where there are ordinangl smart nodes in the

network.
B.(.) =mak (. )}=
Lo, ) +0-26, 1) +0-90, 0, Jo-no),

~ (D)W R0,
k| OPath

Eq 72. ma

N' is the number of smart nodes that will exchangmltgy information. The

smart nodes in the FDVB will not maintain the limformation from all nodes in
the network but only from the nodes they have regkiroute requestsI,Q (i.e.

NON ). Thus, the size of the route updates will be prtopnal to theN number
of nodes (i.ew, (N )= N * SizeofRouteEntry ).
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3.2.4 Performance Simulations Based on the Concaletric

Once we have obtained the equations for modelllmg ¢oncave metric we
compare the results to evaluate the performanéereifce between the generic and
the FDVB Ad hoc network models. In order to simplihe equation, we consider

an uniform distribution of nodes in all directiombere nis the average number of

one hop neighbour of a node; = n,n, =2n,n, =3n,n, =4n,n, =5n,n, =6n

Eq 70 becomes, (n,, y) =Q\W[ o+ (0~ 13n+ (0~ 27n+ (0~ L1

In order to evaluate the network performance imgof the concave metric, Table

9 shows the values used for the variables in toatés.

Table 9. Concave metric simulation values for theaneric Ad hoc network model.

n B
By B = Q: We
n
11Mbs 20 nodes 11/20=0.55Mbsg 0.7 route request/s bytés

We will vary the percentage of ordinary and smaxdes in the network and their

mobility to see the effect on the Ad hoc networkfpenance.

The equation Eq 71 of the concave metric in theegerAd hoc network model
after replacing the proposed simulation valuehésfollowing:

Br (i, j) = 055Mb) - ([Q680+ Q. 680~ 1)3n + Q680 — 2)7n +Q, 68 p— AL In]e>**™ )
Ok, O Path

The bandwidth in Ad hoc networks including the FD¥@&ncept is modelled with
Eq 72. In order to evaluate the network performaimcgéerms of the concave
metric, Table 10 shows the values used for thekbas in the model.

OLSR defines a period of 2s (i.e. 0.5 route updstdmetween Hello messages and
5s (i.e. 0.2 route updates/s) between Topology agess Considering that each
node will have around 20 neighbours)(and that the smart nodes will keep
information only from those ordinary nodes thatytmeceived RREQ in the past,

we assume that each smart node will maintain indtion from 80% of their

neighbours N =16).
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The Hello messages in OLSR are similar to RREQ @DX but the size of the
Topology messages in OLSR depend on the numbeeighlbours for which the

smart node keeps their link informatioB0t 4N(bytes).

We vary the percentage of ordinary and smart modasange from 0% to 100%.
Thus, since the total number of nodes within eamhik 20 we will haveN'=12

for 2 hops routes and 30% of smart nodes.

Table 10. Concave metric simulation values for theDVB Ad hoc network model.

QP N WP N’ WR
0.4 route updates/s 16 | 60+ 4N(byt&9 12 nodes 68byteg

The equation Eq 72 of the concave metric in the BDAH hoc network model
after replacing the proposed simulation valuebésfollowing:

B (i, ) = 055(Mb) - ([Q. 680 + Q680 - 1)3n +Q, 68(0 — 2)7n + Q, 68(0 - SLIJe* ™ ),
Ok, O Path

B: (i, j) = 055MB) - ([p+ (- 13+ (- 27n+ (- 3LTQ,68L- Py (1)e™™™ ),
~(a2- 10460+ 4* 16 py 1)e™*™ ), Ck,| IPath

Figure 37 shows the available bandwidth in routé$h W, 2 and 3 hops with
different percentage of smart and ordinary nodéeémetwork.
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Figure 37. Available bandwidth in routes with 1, 2and 3 hops

Figure 37 shows that in routes with 1 hop sizepbeentage of ordinary or smart
nodes does not have much impact on the availalbléwidth. We can see that with
ordinary nodes only (0=100% and S=0%) the overligatie same for 2-3, 4-5
and 6-7 hops because the protocol uses the samdorf The route request in those
cases.

We can see that in all cases, except in 1 hop mksydntroducing a low
percentage of smart nodes (S=30% - 50%) incredsesavailable bandwidth.
However, when all the nodes in the route are sif@10% and S=100%) the
bandwidth decreases. This effect has higher impdetge networks as we can see
in Figure 37 where the bandwidth capacity is redus® by the overhead when
the destination is 7 hops from the originating ndfe observe that introducing a
low percentage of smart nodes (S=30%) gives thhelsigvalue of the concave

metric when the size of the network increasesrogte with 4-5 or 6-7hops).
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3.2.5 Additive Metric of the Ad hoc Network Model

The next step in the analysis is to define the rhegdeation for the additive metric.
The end to end packet delByi, j) is an additive metric because it is the sum of the
packet delays on each link in the path from niotte nodej. This metric depends
on the number of hops in the path.

DG, j) =ali, j)=alil)+a(12)+a(23)+..+alk, ) =a, +a, +a,; +

This model is similar to the one used in fixed reake Eq 56.

f (aij ) = min Zau X; whereaij is the average packet delay to cross the lijk (
(i,j)OA

However, in the Ad hoc network model we have teetaiobility into account. The

end to end packet delay in Ad hoc networks is highan in fixed networks

because there is an unstable network environmenttauhe nodes mobility and
the topology information is constantly changing.r Rhese reasons having
optimized routes from the end to end packet det@ydpoint, is difficult.

Therefore, when considering the FDVB Ad hoc networddel we have analyzed
the impact of the types of nodes in the network. (ardinary and smart). We
concluded that the end to end delay is not affelojethe type of nodes since all of
them will have similar processing capabilities. Howr, the end to end delay is
affected by the number of hops in the route andntbae mobility despite having
smart nodes in the path. Thus, having smart nodétei network will decrease the
end to end packet delay because their mobilityowgel and they find optimal

routes to reach the destination with a minimum nemnd$ hops.

Therefore, we conclude that the routing optimizatisased on the minimum
number of hops will provide the lowest end to eratket delay. However, an
additional optimization based on the type of noiethe path and their mobility
should be considered. The routes with a higher murabnodes with low mobility
might have lower end to end delay than routes ¥ethh nodes but high mobility

and a higher number of hops.
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3.2.7 Ad hoc Model Evaluation Conclusions

The simulation results for the multiplicative andddive metrics represented in
Figure 36 show that adding smart nodes will imprthe network performance in
terms of connectivity and the end to end packetydeHowever, increasing
excessively the number of smart nodes will not @@timal solution since smart
nodes are severely affected by mobility that dessathe probability of
connectivity and the network lifetime as shown igufe 36. Moreover, the results
for the concave metric depicted in Figure 37 shoat & reasonable percentage of
smart nodes (i.e. 30%) provides better performahae having either ordinary or
smart nodes only in the network. In terms of thebability of connectivity the
optimal value results when all the nodes are smvdht mobility zero, which is
equivalent to the fixed networks environment. Hoareafter considering the rest
of metrics we have seen that having a certain pgage of smart nodes joining the
network will reduce the end to end packet delay ammease the available

bandwidth keeping the connectivity at a certairelev

We also have to consider that the number of smadies joining the network
decreases over time (i.e. Poisson arrival timelsth control mechanism is

necessary to keep the percentage of smart nodles iretwork around 30%.

From the mathematical Ad hoc network models we nonclude that we obtained
results that provide a first estimation of the woyati parameters to improve the

network scalability.

3.3 Fully Distributed Virtual Backbone Creation Algorithm

SARP is based on the smart nodes that get incentiage reward for their
contribution to the extra routing functionality mrder to increase the network
scalability. The ordinary nodes that do not implatr@ARP can still be part of the
network and indirectly benefit from the SARP pratbd=rom the mathematical
analysis, we concluded that when the number of tsnuates excessively increases,

the optimal network performance is lost. Therefd&RP has to implement a
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smart nodes access control algorithm to limit the number of nodes becoming smart
and contributing to the Fully Distributed VirtuabBkbone (FDVB).

When joining the Ad hoc network the nodes decidéipiving a policy, whether

they become smart nodes and take part in the FDMBey just remain as ordinary

nodes, which is the default state. The FDVB cregpiolicies are the following.

a)

b)

Fixed policy, where the nodes have a predefinedclagsigned by an
administration entity (e.g. professional radio nmtig) forcing them to
become smart nodes.

Dynamic policy, where the nodes apply a dynamicrisga algorithm
based on their available resources to decide whétkg become smart or
remain as ordinary nodes.

Mixed policy, where both fixed and dynamic policiapply. There are
some nodes that are forced to become smart nodes lagministration
entity while other nodes voluntarily join the FDVBs an example, in an
emergency situation the rescue team implementfixbe FDVB creation
policy and they are forced to become smart nodesetaup the Ad hoc
network. Other nodes will apply the dynamic FDVBeation policy
deciding by themselves to join the FDVB.

Figure 38 represents the steps to implement the B-DXveation algorithm

following the dynamic policy. It includes the smaddes access control algorithm

based on heuristics.
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1) Node attach procedure with broadcast messade=X)l 3) Detach and attach procedure.

. New smart node running attach procedure

O Smart node OSmart node running detach procedure

O Ordinary node ‘Ordinary node becoming smart node

2) Existing smart nodes implement tmsart nodes access

A Unicast message informing the node is
control algorithm.

leaving the FDVB
=P Unicast message to accept the new node <P New FDVB

<P FDVB establishmel Previous FDVB

Figure 38. Fully distributed virtual backbone creaion algorithm.

1) A node interested in joining the FDVB issues a Hoast message with
TTL=X to discover other smart nodes present inntaevork and performs a
node attach procedure as depicted in Figure 38 15tepTL=1 does not add
any value because it restricts the discovery psd¢essmart nodes located
within a single hop. Thus either TTL=2 or 3 is reqd to find other smart
nodes that are 2 or 3 hops away. Based on théeestesults, 2 or 3 hops set
the limit of the path length between nodes for hgvigood real time
communications. The smart nodes communicate betwssm in the attach
procedure so they are aware of the smart nodekablein the proximity (i.e.
TTL=3). This approach does not require a comple@Kedge of the network
nor the total number of smart nodes existing in rieéwvork. It reduces the
flooding but the drawback is that might lead to theation of various disjoint
virtual backbones (i.e. FDVB) in very large netwarklevertheless, the overall

network performance increases despite having segphifaDVBs since the
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routing is optimised when a route request reachesrea with a FDVB where

the smart nodes maintain the topology information.

2) The smart nodes in the Ad hoc network (if any) vaiiply the smart nodes
access control algorithm according to heuristicgeldaon the current number of
smart nodes in the network. If the number of smares exceeds a limit, the
new node will not join as a smart node. Otherwibe, smart nodes in the
FDVB will send a unicast message to the new nodeitothe FDVB at the
expense of its own resources as depicted in FigBistep 2). The threshold for
accepting new smart nodes is set at the point v@@8a of the nodes in the
network are smart.

3) A smart node may become an ordinary node at argy ¢ig. when its resources
are exhausted or it leaves the network. The noderbieg ordinary performs
the detach procedure by sending a unicast messagétm the rest of smart
nodes that it is leaving the FDVB. The rest of tioeles notice that the number
of smart nodes in the FDVB has decreased and ttegpaa new node trying
to join the FDVB, establishing a new FDVB throughddferent path as
depicted in Figure 38 step 3).

Figure 39 shows the SARP state machine that eadrtsnode has run to

implement the FDVB creation algorithm.
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Figure 39. SARP state machine for joining the FVDB.
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3.4 SARP Simulation Results

This section presents the SARP simulation reswtspared with the AODV and

OLSR results. The SARP protocol is implementedhi@ simulator (i.e. ns-2) by
integrating AODV and OLSR together. In order to giate SARP using the

existing reactive and proactive protocols, the imguinformation obtained from

AODV has to be copied into the routing tables of S®R.and viceversa. The
resulting protocol will behave like SARP where #mart nodes maintain the link
state information while the ordinary nodes exeaitndard AODV. The smart
nodes implemeting SARP execute OLSR to exchange nqpdates between them
and AODV to receive route requests from ordinargieso The smart nodes deliver
route responses based on the information obtaineeh IOLSR. We consider

standard IEEE 802.11 MAC protocol for both the dations and test bed. In

following chapters we analyse the need of a cragsrl architecutre with certain
enhancements in the MAC protocol.

The results are obtained from the average of thirelations rounds considering
the following parameters:
- Simulation area: 1500m x 300m.
- Simulation time: 900 seconds.
- Constant Bit Rate (CBR) traffic flows with UDP tsport: 20 IP
unidirectional flows.
- Connection rate: 8 packets/second.
- Packet size: 65 bytes.
- Number of nodes: 50 nodes using random waypointlityopattern.
- Pause time between node movements: 0, 30, 60,30%0),600 and 900
seconds.
- Distribution of smart and ordinary nodes:
1. SARP-5 =5 smart nodes and 45 ordinary nodes.
2. SARP-15 =15 smart nodes and 35 ordinary nodes.
3. SARP-30=30 smart and 20 ordinary nodes.

Figure 40 shows the routing overhead generated YW OLSR and SARP
versus node mobility. The routing overhead gendrbie SARP-5 and AODV are
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similar. The SARP routing overhead increases whem number of nodes
increases. However, OLSR generates the higheshgoaverhead regardless the

node mobility.

2500

—8—OLSR

x\
1500 ~———

Routing Overhead (Kbytes)

SARP-5
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Pause time between movement (seconds)

Figure 40. AODV, OLSR and SARP routing overhead.

Figure 41 shows the end to end packet delay vetsisiode mobility. In high
mobility conditions SARP and AODV behave similabdyt when the number of
smart nodes increases the performance is sligtfigctad by the mobility.
Nevertheless, SARP-30 still introduces lower defeyn OLSR.
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Figure 41. AODV, OLSR and SARP end to end packet dizy.
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Figure 42 shows that OLSR always provides the tsgipercentage of optimal

routes despite incrementing the number of smarésoding SARP.
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Figure 42. AODV, OLSR and SARP percentage of optimaoutes.

In this section, we can conclude from the simufatiesults that SARP achieves
similar performance in terms of data throughput dethy than reactive routing
protocols. The side effect with SARP is an incréagbe routing overhead but still
far from the results obtained with proactive rogtprotocols. Therefore, despite of
the inaccuracy of the simulations, a hybrid apphoagch as the SARP routing
protocol improves Ad hoc networks scalability.

3.5 SARP Implementation Advantages and Drawbacks

The advantages of the proposed SARP implementatimbackward compatibility
with existing routing protocols and the minimum eétequirements in the nodes.
The drawback is that the routes obtained from Ob8ht not be valid due to the
longer periods of topology updates in OLSR. Thebphility of stalled routes
provided by OLSR is low since the basic criterinlfecoming a smart node is the
resources availability and low mobility. Anothercamvenience of implementing

SARP using reactive and proactive protocols is thatrouting cache expiration
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timeouts are different. OLSR keeps on introducihg toutes into the AODV
routing cache since AODV deletes the routes thatat in use. This justifies our
proposal of implementing a single protocol that &eds as reactive and takes a
proactive behaviour when the node becomes smaereldre, in Chapter 5 we
propose the implementation of SARP using AODV edé&eh with clustering
features.

Chapter 4 analyses the feasibility of implementthg SARP protocol in real

networks in terms of node incentives.
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Chapter 4

Incentives for Participating in Hybrid Routing

In real Ad hoc networks the users do not want tioaest their resources for the
benefit of other people. However, the hybrid rogtapproach requires that some
nodes implement extra routing functionality. Thaibgacket forwarding required
in all the nodes to support the Ad hoc networkiogsumes additional energy.
Participation in the hybrid routing approach regsisome incentives for the nodes
to contribute to the extra routing functionalityhél nodes can be forced to
participate based on a fixed policy if they belolmga certain administration.
However, if the nodes are not under a single adimation policy their
participation to the hybrid routing approach depemh their own willingness

following a dynamic policy.

This Chapter considers only the dynamic policydim jthe Ad hoc network, and

studies the possibility to offer additional inceet to the nodes in order to
encourage their participation to the routing funiclity. We use game theory [3]
to analyse the additional incentives for the Ad hodes to contribute to the SARP
protocol and be part of the FDVB [22]. SARP is #yfulistributed cluster-based

routing protocol where nodes become cluster headplys based on available

resources. The nodes are not forced to becomeeclosads. However, the smart
nodes have to gain some benefit from their cooperéehaviour as cluster heads.
In this Chapter we propose a rewarding mechanistinghsures the payoff for the
extra functionality performed by the cooperativede® For this reason, smart

nodes have to implement a cross-layer architectuenforce priority queues for
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packet forwarding. The incentives could be basetherQoS granted to the nodes

that contribute to the routing and forwarding fuos.

Game theory has been mainly used in economics wehtmsiness competition

but recently it has been applied in other areasc@nce and engineering. Wireless
networks in general and Ad hoc networks in particaeian be modelled as a game
where the nodes decide to transmit or not ovemédd resource available such as

the radio spectrum to the expense of their battery.

4.1 Game Theory Introduction

A game consists of an interaction between two arenptayers where each of them
can make different moves or actions that resuti antspecific outcome for each
player (i.e. payoff) depending on the moves. Theesdaken by the players at any
point in time are determined by the strategy fokdvduring the game. Each player
has its own strategy. The strategy is the guiddbiiewed by the players to select
the preferred move based on available informatiothe expected outcomes, the
moves from the other players, previous moves, dlige game is either
simultaneous, if the players make their moves simultaneouslg #rey are not
aware of previous moves from other players,saquential if the players have
information about previous moves of other playéiess is a good example of a
sequential game where the players have exact isfitmof previous moves from

the other player.

A game could last infinitely depending on the pblesicombinations of moves.
However, games are generally terminated in a fimibmber of moves where each
player in a rational way tries to maximise the gapbthe game. The payoff is the
outcome for the player in the game. In wirelessvodts maximising the payoff
during each move would be equivalent to minimidimg cost of the transmission,
routing, etc. A game can be classified either a28@sum game if the game payoff
(i.e. the sum of each of the player’s payoff) aleragds up to zero for any possible
combination of strategies, or asnanzero-sum game if the game payoff can be
different from zero. Poker is a zero-sum game stheemoney that some players
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loose is collected by others and the game payaféie despite that the winner has
a higher individual payoff than the other players.

A game can be also classifiedcasperative if the players agree on some moves or
non-cooperative when the players make the moves on their own witremy

previous agreement with other players.

In order to analyse a game we introduce Eq 73 @asthmal expression used to

represent a game [3].

Eq73.G=(P,SU)
P is the set of players which most games considér oo p,, p, LI P despite
that the game can be extended to any number oéidayithout losing generality.

We considerp; the player under analysis ar} the opponentS represents the
strategies of the game whe& is the strategy of playep, and S; is the strategy
of the opponentp; . The players can select a specific strategy duheggame set

by the strategy profiles={s,,s,} . U represents the payoff of the game where

u,(s) is the payoff of the playep, for the strategy profilestaken in the game.

The normal form to represent a game uses a mairixidualize the different

strategies and the payoff for the move of eachagilagting simultaneously. The
different strategies for each player define the peinmof rows or columns. Table 11
shows the matrix of the “Prisoner’s Dilemma” garhattis characterized by the
scenario where the police is interrogating twowbgin separate prisons [3]. The
police offers them separately to go free if thepfess the crime implicating their
partner. The prisoners have two options: to confessot confess. If one prisoner
confesses but his partner does not, the coopenatisener will go free and get all

the money (i.e. payoff=1) while his partner will gojail and loose his part of the
money (i.e. payoff=-1). If both prisoners cooperaii¢h the police and confess,

they will go to jail and loose all the money (ipayoff= -0.5). If neither of them
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confesses, they will be free and will have to shaee stolen money (i.e. equal

payoff=0.5).

Table 11. Matrix representation of the prisoner’'s demma game.

Thief B
Confess | No Confesd
Thief A Confess -0.5,-0.5 1,-1
No Confess -1, 1 0.5,0.5

In case of sequential games where the players donmake their moves
simultaneously, they are represented with a tneetstre where each vertex is a
point of choice where each player has to make tlmwemand each branch

represents a different strategy [3].

Once the game is identified, the next step is teesit by predicting the strategy
that each player will take. The game can be soilvéltere is a strict dominance,
meaning a player who decides the moves based omadnt strategy. According

to the payoff matrix the dominant strategy provides best results regardless of

the opponents’ moves. Eq 74 indicates that anyeglyas is dominated by the

dominant stratequ‘d since the payoff will always be higher.

Eq 74. ui(sﬁisj)<ui(sﬁdasj)

In some games there is no clear dominant stratagyirsstead the game can be

solved considering a weak dominance. Eq 75 reptesdie inequality of the

payoff when the playerp, selects the weakly dominant strategf?j versus any

other strategyg, .

Eq75.u,(s,s;) su(s™,s))
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In most of the cases the games cannot be solved) wkiminance techniques
because it is difficult to always find a dominamta weakly dominant strategy.
Therefore, some games need to be solved usingotiheept of Nash equilibrium

[60] represented in Eq 76.

Eq 76. ui(sigj)zui(sﬁ’gj)

Eq 76 indicates that the pure strategy pro8leconstitutes a Nash equilibrium if

none of the users can unilaterally increase treipfi by changing their strategy.

4.2 Formulation of the Ad hoc Routing Game

In the remaining of this Chapter we use game themgnalyse a wireless Ad hoc
network [61], [62] considering it as a game whdre players are the wireless Ad
hoc nodes. An Ad hoc network is a non-cooperatigeng since there are no
previous agreements between the nodes. In Ad htveorles the strategy of the
game consists of either to participate in packetvéoding and basic routing
function required to create the network, or nop#oticipate but still benefit from
the Ad hoc networking for the communications. Tiere we consider that Ad
hoc networks are fully distributed and can be medehs a simultaneous game
where the nodes are not aware of the strategyheir sitodes. The nodes will try to
maximize their payoff function by reducing theirrfi@pation to minimise the
associated cost but benefiting from the networklokong, we represent the Ad

hoc network game according to Eq 73.

G,, =(P,SU)

P is the set of Ad hoc node& represents the strategies of the gasjes D to
drop the packet and, = F to forward the packet) represents the payoff of the

game and, (s) is the node payoff.

According to Metcalfe’s law the value of the netlwds equivalent to the number

of nodes one can communicate with. Thus, the vialume node i21=n and the
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value of the whole network isl = n”. Thus, each node have an inherent payoff,

which is equivalent to the number of nodes in teémork u=n that they can

communicate with minus the cost of the packet fodway, C; .

In Table 12 we can see that if ngderwards the packet but noddrops it, nodg
will have a negative payoff equivalent to the aafsiorwarding the packet but node
i will have the maximum payoff because it is savemergy and is able to
communicate with the help of nofldf both nodes forward the packet they will get
the payoff equivalent to the benefit of establighthe communication minus the
cost associated with packet forwarding. If bothe®wdrop the packet, their payoff
will be null because the rewarding is zero sinaytbannot communicate and the

cost associated with the packet forwarding wilbks® zero.

Table 12. Matrix representation of the basic Ad hometwork game.

Node j
F D
Node i F (1-6,1- g) (-¢,,1)
1, -9 0.0

This game can be easily solved using the domirteategy. From Table 12 we can
see that the strategg, =D is the dominant because it provides the best optio
regardless the strategy of the opponent nodéerefore, the result of the game is

S:S :sz D with ui(s):uj(S)ZO-

We conclude that in the Ad hoc network game, asraaooperative game, each
node tries to optimise its own payoff capturing #neilable bandwidth in the
network. Unfortunately, this behaviour does notdle the best network

performance.
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4.3 SARP Ad hoc Game Formulation

In this section we extend the previous analysighef Ad hoc network game
considering the hybrid Ad hoc routing approach. (B&RP). When using game
theory for analyzing SARP we define a game basetherAd hoc network game

with a new additional strategy.

The performance results showed that if all the samidy contribute with the basic
packet forwarding and basic routing functions, ieevork will not scale properly.
Therefore, there has to be nodes that in additidhe packet forwarding and basic
routing functions implement the SARP protocol, whis the new strategy in the
game.

In the SARP Ad hoc game analysis we will use theong notation and the
distribution of nodes as represented in Figure 43.

N number of nodes in the Ad hoc network.

k number of cooperative nodes = number of (ordirasynart) nodes.

N -k number of non-cooperative or free rider nodes.

| number of smart nodes is a subset of the numbevagerative nodes (i.€ =k
where0<n<1)
k-1 number of ordinary nodes which is equivalenk{o-r7).

u, network payoff forN number of nodes.

u® individual payoff for an ordinary node.
u® individual payoff for a smart node.
u™ individual payoff for a non-cooperative node.

uy network payoff for all the ordinary nodes.

uy network payoff for all the smart nodes.

uy network payoff for all the non-cooperative nodes.
C; cost of packet forwarding and basic routing fuorcsi
Cs cost of SARP routing functionality.

¢ cost of smart nodes routing functionality £ cg +C; ).
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k node:

N-k node: | node!

Y

N node:

Figure 43. Distribution of smart, ordinary and non-cooperative nodes.

We analyse an Ad hoc network were there laraodes in the network that
contribute to the basic routing functionality (icmoperative nodes) and the rest of
nodes (i.e. N¢) in the network are free rider (i.e. non-coopggtnodes that will
benefit from them. The non-cooperative nodes do aauitribute to the packet
forwarding and basic routing functionality whileethordinary nodes do. We
consider that within the cooperative nodes thee¢ aodes (i.e. smart) that are part
of the FDVB (i.e. implement SARP) and increase tmetwork payoff by
contributing to the scalability. The rest of coagtere nodes (i.ek-1 ) are ordinary
nodes that are not part of the FDVB but contribdotéhe packet forwarding and

basic routing functions.

The basic assumptions in the SARP Ad hoc gamehariotlowing:

- Improving scalability in Ad hoc networks requirdgt certain nodes take
an active role and help others in the benefit ef Ald hoc network. These
active nodes (i.e. smart nodes) will spend some&aerésources in
performing the SARP routing functionality besidd®e tbasic routing
functions. Therefore, they will exhaust their res@s more rapidly than
the ordinary nodes.

- A smart node participating in the FDVB may giveatsome point in time
because its resources are exhausted. In thisisitusite node should not
be considered as a non-cooperative node but justda that punctually
was not able to continue the extra effort for hagpothers and it returned

to its default mode (i.e. ordinary node).
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These assumptions change the game because the mepdeshe SARP routing
s, = F5 as an additional strategy besides the packet fdimgand basic routing
functions. Moreover, this new strategy will have additional cost meaning the

cost from the packet forwarding and basic routimgctions (i.e.C; ) plus the extra

cost due to the SARP routing functionality (ice= c; +Cg).

Following, we represent the SARP Ad hoc game uEBiQ@3.
G, (SARP) =(P,S,U)
P is the set of the Ad hoc nodes.

S represents the strategies of the gamges D to drop the packets, =F to
forward the packet and implement the basic roufimrtions, ands, =Fg to

forward the packet, implement the basic routingcfioms and contribute to the

SARP routing functionality.

In real implementations the dropping strategy iplemented by switching the
node or routing functions off (i.e. equivalent gaving the Ad hoc network) in
order to save battery when the user does not wantotnmunicate. Packet
forwarding with the basic routing functions is ireplented by switching the node
or the routing functions on (i.e. equivalent tonjag the Ad hoc network again)
when the user wants to communicate. The SARP mputil be implemented

when the node decides to engage into SARP routingtibns if the node has

enough resourced) represents the payoff of the game ang) is the node

payoff.

According to Metcalfe’s law the value of the netlwer node is equivalent to the
number of nodes. Thus, the sum of the node pajymwofiise network is the network

value, which is equivalent to the square of the Inemof nodes in the network
u, =N? that the nodes can communicate with minus the cdspacket

forwarding, basic routing functions and the costcohtributing to the SARP

routing functionality.
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The smart nodes participate implementing the SAR®&opol creating a link

between them to help others. Thus, if these noddgcypate and contribute to the
network scalability, they increase the inherentvoek payoff uy, = N? due to the
higher number of nodes available in the netwar € N” = max=1). The rest of
the nodes in the network will act either droppihg packets (i.e. non-cooperative
or free rider node) making the overall network gaywll (u, = N?=0) or

participating in the packet forwarding and basiatimy functions as ordinary

nodes with less payoff depending on the number oflea reachable

(uy = N? = medium= 05). If the nodes participate in the packet forwagdand

basic routing functions but not in the SARP routingctionality, they will benefit
from the value of the network but their payoff wok low because the number of
nodes reachable in the network will decrease duscatability and performance

limitations in the network.

The smart nodes payoff is lower (i.6%=1-[c, +c]) than the non-cooperative

nodes payoff since they simply drop the packetsoatost (i.e.u™ =1-[0])). The

smart nodes payoff is also lower than the ordimmges payoff because they only
participate in the packet forwarding and basicirgufunctions with a lower cost

(i.e. u®° =1-[c,]). The non-cooperative nodes benefit from the @girand smart

nodes, while the ordinary nodes benefit from tharsmodes that contribute to the

network scalability. The result is that <u® <u™.

Similarly to the Ad hoc game, we can apply the iddatrying to identify a

dominant strategy for the SARP Ad hoc game. Thaesbfc; andcg determine
the dominant strategy in Table 13. We assume thais much lower than the

benefit of participating in the netwoik << 05. On the other handg can be either
reasonably smalk, <05 making the sumc, +c, considerably lower than the
benefit of participating in the netwotk+c, <05 or reasonable big making the

sumc, +c, higher than the benefit of participating in théwarkc, +c, > 05.
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Table 13. Matrix representation of the SARP Ad hogame.

Node j
F Fs D
F (0.5-¢, 0.5-¢) (1-c, 1-[o+cd) (-cr, 0.5)
Nodei | Fs (1-[ctcs], 1-0) (1] +¢f, 1-[c+cd]) (-[citcd], 1)
D (0.5, -@ (1, -[a +cs]) (0, 0)

Using Table 14, we assign some numeric values tand cg to see the difference

in the matrix representation of the game in eade.cdable 14 shows the values

obtained withc, =01 andc, = 02 SOc, +c; <05.

Table 14.Matrix representation of the SARP Ad hoc game withe+¢:<0.5.

Node j
F Fs D
F (0.4, 0.9) (0.9,0.7) (-0.10.5)
Nodei | Fs (0.7, 0.9 (0.7,0.7) (-0.3,1)
D (0.5,-0.1) (1, -0.3) (0, 0)

Table 15 shows the values obtained wjtk: 0.1 andcg = 05 soc, +cg > 05.

Table 15.Matrix representation of the SARP Ad hoc game withg+cs>0.5.

Node j
F Fs D
F (0.4, 0.9) (0.90.4) (-0.10.5)
Nodei | Fs (0.4,0.9) (04,04 (-0.6, 1)
D (0.5,-0.1) (1, -0.6) (0, 0)

We can see that there is no dominant strategy epooks s = D provides the

best option regardless the strategy of the othetendhis is the case for

¢, +cy >05 wheres =D seems to be the dominant strategy and the rektiieo
game is the same as in the Ad hoc game =D with . (s) =u,(s)=0- However,
when¢, +c <05 we have that, (Fg,F) >y, (D,F) meaning that if the nodeplays
strategys, = F the nodé has higher payoff by playing strategy= F, instead of

playing strategys = D. However, if the node plays this strategy then the ngde
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obtains higher payoff than the nodeThe nodg payoff increases, thus it is not
Nash Equilibrium but the benefit is that the ovienatwork payoff increases.

The result is that the value @f can determine the node strategy leading to a
combination of scalability increase versgiscost. Thus, wher, is low if nodes

play s, =F then playings, = F, is a reasonable strategy that will increase the

node payoff. Therefore, under these conditions @imum network performance

can be obtained if the nodes plgs,,F) instead of(D,D) .

In our analysis we have considered a game thatistensf an Ad hoc network
where the nodes either implement SARP becoming tsriteey remain ordinary
nodes or they do not participate in the packet &dwng. In non-cooperative
games the nodes always try to maximise their paylofforder to show the
feasibility of this network, we have to find the tivation for the nodes to become
smart. In Table 13 we see that payoff leads toliguim where all the nodes tend
to drop the packets and the network payoff is ntlierefore, we consider an
alternative strategy where the motivation of nodas be modelled with Equity
Reciprocity and Competition (ERC) [63] preferendasa game with a non-
negative payoff for each node. The ERC does néerdibo much from standard
games with monetary payoff. In this case ERC prepoan additional payoff
known as relative share, which is a measure of hgwayer's monetary payoff

compares to the one obtained by the other playdlegame.

ERC proposes that players will get motivated noly dsy their own standard
monetary payoff nameeh but also if that payoff is big compared to the oinat

other players will get, named relative share

The relative share is defined as _m wherei is the node under analysis gnd

xm,

are all the players.
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The payoff function in Eq 77 considers both thexdéad monetary payofi, and

the relative share, .

Eq77.u=am+8n
ai ,Bi 20 are numeric values measuring the weighi odnd m contribution to the

payoff function.

In order to analyse the motivation of the nodebdécome smart, we define the
individual and network payoff for non-cooperativedinary and smart nodes. As
individual payoff we refer to the standard monetaayoff as defined in ERC. The
relative share defined in ERC is a measure of h@ninidividual payoff compares

to the network payoff.

The individual payoff for non-cooperative nodeslédined in Eq 78.

Eq 78.u™ =B(k) + B,(l)
whereB(K) is the benefit taken from the ordinary nodes 8a) is the benefit

taken from the smart nodes.

The ordinary nodes will have the cost from the pad&rwarding and basic routing

functions represented in Eq 79.

Eq 79.¢, =C(K)

The smart nodes are ordinary nodes with SARP fonality so they will have the
cost of packet forwarding and basic routing funwiglus the additional cost due

to the SARP routing functionality as representeldn30.

Eq 80.c=C(k)+Cs(l) =c, +cg
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The individual payoff for the smart nodes will lguesalent to the benefit obtained
from the rest of smart nodes and the benefit flioenardinary nodes minus the cost

associated with the smart nodes as indicated i81Eq

Eq 81.u® = B(k) + By (1) - [C(K) +C;(1)]

The individual payoff for the ordinary nodes wik lthe benefit of the smart and
ordinary nodes minus the cost from the packet fodimag and basic routing

functions as defined in Eq 82.

Eq 82.u® = B(k) + By (1) - C(K)

As indicated in Eq 83 we assume that the individuaoff for a new node to
participate in the game as ordinary nogfé(k +1) = B(k +1) + B, (1) -C(k +1) is
lower  than the individual payoff  as non-cooperativenode

u™(N+1) = B(k) + Bs(1) -

Eq 83. B(k +1) -C(k +1) < B(k) = B(k +1) - B(k) < C(k +1)

We assume that the individual payoff for a new ntmlparticipate in the game as

smart nodeu®(l +1) = B(k +1) + Bs(I +1) -C(k +1) -C.(I +1) is lower than the
individual payoff as ordinary nodeu®(k+1)=B(k+1)+B.()-C(k+1) as
indicated in Eq 84:

Eq 84. B(l +1) - C, (1 +1) < By(1) = B (1 +1) - By (1) < Cg(l +1)

In the case of Ad hoc networks we also have toidenshe network as part of the

game and the incentives for the nodes to beconteopdine network. To analyze
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the network incentive, we consider the network flajor all the nodes as

represented in Eq 85.

Uy =(N =Ku"™ +(k=1u® +lu® =
= (N =K)[B(K) + Bs ()] + (k =1)[B(K) + B5 (1) ~C(K)] +1[B(k) + B5 (1) - C(k) ~Cs(1)] =
=N[B(k) + B4 ()] - kC(K) —1C4 (1)

Eq 85.

The network payoff if the node joins as ordinary is
U, (N+Lk+11)=(N+1[B(k +1) + Bs(1)] - (k +DC(k +1) = 1C(l)

The network payoff if the node joins as non-cootieeds:
Uy (N +1k,1) = (N +D[B(k) + Bs (1)] - kC(K) ~1C4 (1)

We compare the network payoff of the ordinary amthrs nodes versus the
network payoff of the non-cooperative nodes in nileéwork. A new node might
have an incentive to join the network as ordindrthé network payoff is bigger

than becoming just non-cooperative node as indidat&q 86.

Eq 86.ul,, (N+Lk+11)>ul, (N +1k,1l)

U, (N+1k+11)>u® (N+1k1)=
(N+1)B(k +1) - (k + )C(k +1) > (N +1)B(k) — kC(k)

Applying the assumption Eq 83 we can simplify thevious equation into:
NB(k +1) — kC(k +1) > NB(K) — KC(k)
We reformulate this equation to place the bendfitsne side versus the costs on

the other side as follows:

N[B(k +1) - B(k)] > K[C(k +1) - C(K)]
Claim 1:Provided that N times the payoff of joining as ordinary is bigger than k
times the cost of joining as an ordinary node, it will make sense for a new node to

join asordinary from overall network payoff point of view.
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The result reflects the fact that costs are incliordy byk cooperative nodes while
even non-cooperative nodes increase the networevdle. Metcalfe’'s law) by

being reachable although they do not contributdaéocommunication between the
cooperative nodes. We can also see that every oee creates cost in terms of
overhead meaning there is a limit where it doesnmaite sense for the network to

accept new nodes.

The node may decide to become smart if the netwastoff as smart node is

bigger than becoming just ordinary node as inditateeq 87.

EQ 87.ug, (N+Lk+1l +>u, (N +1k +1])

The network payoff if the node joins as smart is:

US,(N+1k+11+1)=(N+[B(k+1) + Bg(I +1)] - (k +)C(k +1) - (I +DCs(l +1)

Let us now assume that the network payoff of theéenjoining as smart is bigger

than joining as ordinary node.

U (N+LK+11+D)>ug, (N +1k+1)=
(N+D[Bk+1) + Bs(1 +D] - (k+)C(k +2) = (1 +DCs(1 +1) > (N +D[B(k +1) + Bs()] - (k +JC(k + ) ~IC4 (1) =
(N+DBg(1 +1) = (I +1C, (1 +2) > (N + 1B, (1) ~1C(1)

Applying the assumption of Eq 84 we can simplifg firevious equation into:
NB (I +1) =IC4 (I +1) > NBg (1) =I1C4 (1)
We reformulate this equation to place the bendfitsne side versus the costs on

the other side as follows:

N[Bs (1 +2) = Bs ()] >1[Cs (1 +1) - Cs ()]
Claim 2:Provided that N times the payoff of joining as smart is bigger than | times
the cost of joining as a smart node, it will make sense for a new node to join as

smart from overall network payoff point of view.
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The result reflects the fact that costs are inclimely byl smart nodes while all
the connected nodes increase the network value Nietcalfe’s law) by being
reachable. We can also see that every new smaet credites a cost in terms of
overhead meaning there is a limit where it doesnmaite sense for the network to

accept new nodes.

Eq 76 indicates that the pure strategy pro8leconstitutes a Nash equilibrium if

none of the users can unilaterally increase thejofi by changing their strategy.

Next we analyze the Nash equilibrium consideringirultaneous game. We
consider that when a node joins the network for firg time, it checks the
available resources and decides to play as ordisamgrt or non-cooperative node
without previous knowledge of how other nodes deyipg. We assume th&t
nodes are playing as cooperative from whiclmodes play as smart. Now as
defined in Eq 76 we study whether any of the coafper nodes can unilaterally
increase their individual payoff and relative shayechanging their strategy.

Thus, if we consider that the standard monetarpfbay; is equal to the individual
payoff (i.e. m =u,) and the relative shar@ is equal to the individual payoff
versus the network payoff (i.e. m v, ).
n, :W —m
In order to have a Nash equilibrium the followiniganges in the node strategy
should not increase their payoff.
1. An ordinary node cannot increase its individual gfaynd relative share by
becoming non-cooperative.
am® +4n° >a,m* +Bn™
2. A smart node cannot increase its individual payafil relative share by
becoming ordinary.
am® +4n°>a,m® +4n°
We analyse case 1 where the payoff for the nodeldhwot increase after the

move. Thus, we replace the individual and relasivare obtaining the following:
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a[B(K) +Bs(1) -C(K)] + /3{ B(k) + Bs(1) —C(k) JZ

N[B(K) + B ()] - kC(k) -1C5(1)

Bk -1) + Bs(l -1)
N[B(k-1) + Bs(I -] - (k-1)C(k -1) —I1C4(1)

m[B(k—1)+Bs<l)]+/3{

The values of;,, 5 cannot be determined but they remain the sameghaut the

whole process so we can simplify the equation Bevie:

/3[( B(K) + B (1) -~ C(K) )_( Bk —1) + Bs(l -1) ﬂz

N[B(k) + Bs (1)] -kC(k) =1C<(1) ) ( N[B(k =1) + Bs(I -D)] - (k ~))C(k -1) ~1C4(1)
a[(Bk =1 + B4 (1)) - (B(k) + B5 (1) - C(K))]

In order to simplify the previous equation we assuhat the cost to be an ordinary

node is proportional to the number of nodes paithg as cooperative(k) = ak

and that the cost of SARP routing functionalitysimart nodes is proportional to

the number of nodes participating as smart n@g@s=n wherea<b. The benefit

for the ordinary nodes is proportional to the numienodes that can be reached

B(k)=cN, and the benefit for the smart nodes is propoafidn the number of
nodes that are reachabig()=dn, where in order to reflect the fact that with

smart nodes the proportion of nodes that can beheshand therefore the benefit

(i.e. B(k)<B(l)) is higher than with ordinary nodes, we assumé thai. The

benefit when reducing the number of ordinary or rsnmdes is difficult to
estimate because they can be part of a critickl WiMe assume that the benefit and

cost is reduced by a factor ef whereo<o <1 so we obtain thaB(k-1) =coN,
B.(I-1)=doN and c(k-1)=ack. In order to simplify, we consider the same factor

o for both ordinary and smart nodes, despite thathibnefit loss can be higher

when reducing the number of smart nodes.

cN +dN —ak ocN +adN
B - >
N[cN +dN]-ak? -br?k? ) | NocN +dN]-adk? —br?k?

a[(coN +dN) - (cN +dN —ak)|

NE+d)-ak ) oN(c+d) .
'B'HNZ[c+d]—k2(a+b/72)j (aNz[c+d]—k2(m+b/72)ﬂzai[CN(a D+
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N(c+d)-ak _ oN(c+d)
N7 c+d]-k3(a+br?) ) | oNc+d]-k3(a+bn?)

Consideringa(k) = [ [CN(J_1)+ ak]

then node will remain as ordinary ifs > %
B

The main challenge in Ad hoc networks is the pigditton of nodes as just
ordinary nodes to create the network. Afterwarids,rfodes need to have additional
incentives to participate as smart nodes and d¢unrgiin the FDVB, which is
required for implementing SARP to improve the perfance and network
scalability. The nodes have to create the basihéadnetworking capability first,
and after that support the FDVB.

If 5(k)<0, the incentives for the nodes are to become nopamative and we

cannot have a group witk cooperative nodes. The Nash equilibrium conditions

imply that if §k)>0 then we can havé cooperative nodes ani-k non-

cooperative nodes since their strategy is to reragiardinary instead of becoming
non-cooperative. This is necessary but not sufficisondition to obtain first a
group withk ordinary nodes in the network.
N(c+d) - ak J_[ oN(c+d) j
>0

Then5k_[Nz[“d]‘kz(a’fbf?z) oNZ[c+d] - k2 (aa+bn?)
= [CN(U—1)+ak]

Then 5(K) = N(c+d)-ak : oN(c+d) >0
NZ[c+d]-K2(a+bn?)) | oN?[c+d|-k*(ca+bn?)

If we consider that =1 thenN(c+d)—ak>N(c+d) - ak<0

If we consider that =0 then N(c + d) > ak — k< E D N
a

We obtain thatak <0 proving that we cannot reach the equilibrium sitices
means that there are no cooperative nodes andetweonk is formed by non-
cooperative nodes. In the case thato we obtain that the number of cooperative

nodes is lower than the total number of nodes. fif@ans that a certain percentage
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(i.e. c+d)) of the total number of nodes N are non-coopegativhich leads to
a

some unfairness in the network payoff.

Next we analyse case 2 where the payoff for theersbduld not increase after the
move to become ordinary. Thus, we replace the iddal and relative share

obtaining the following:

ai[B(k)+Bs(l)—C(k)—cs(l)]w( B9 +B,() =€) ~C () Jz

N[B(K) + B (1)] -kC(K) -IC (1)
B(k) + By (I -1) —~C(K)
N[B(k) + B (I ~1)] -kC(k) ~IC (I -1)

a,[B(K)+ B, (1 -1) —C(k)]+ﬂi[

B(k)+Bs(1)-C(K)-Cs(1) B(k) +Bs (I -1 -C(k) o
ﬁ'[N[B(k)+Bs(|)]—kC(k)-|Cs(|) N[B(k)+Bs(l-1)]—kC(k)-|Cs(|-l)jza'[BS(I D=B:()+C<()
Considering that c(k)=ak, C.(l)=bl, B()=cN, B(l)=dN,B(k-1)=coN,

Bs(I -1)=doN andc(k-1) =ack then we obtain the following.

/3.( N(c+d)-ak-bl N(c+do)-ak

e e e L G

Thus the nodewill continue as smart if,) , 4 where
B

N(c+d)-ak—-bl _ N(c+do)-ak
N2[c+d]-ak?-bl? NZc+do]-ak? -dl?
[dN(o -1) + b1

y(l):[

If y()<o, the incentives for the nodes is to become orgliaad we cannot have a
group withl smart nodes since the nodes do not get a pogiéiyeff. However, if
y()>0 then we havd smart nodes within th& cooperative nodes since their
strategy is to remain smart instead of becomingnarg.

Therefore we will have thaf)>o if

(N(c+d)—ak—bl _ N(c+do)-ak j
NZ[c+d]-ak?-bl?  N2[c+do]-ak? -d? -0
[dN (o -1) +b1]

N(c+d)-ak-bl N(c+do) - ak
- 0
N2[c+d]-ak?-bl? NZc+do]-ak? -dl?
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If we consider that =1 thenN(c+d) —ak —bl >N(c+d) —ak - bl <0
If we consider thatz =0 then we obtain thaN(c+d)-ak —bl > Nc—ak - Nd >bl

which makes sense and indicates the number of smodds should be lower than
the total number of nodes in the network. In ortterhave o =0 the benefit
obtained from the smart nodes when the node mones Emart to ordinary
becomes zero.

This situation could be possible if the smart nbds a critical role in maintaining
the topology of the network so if the node becornadinary the network is

fragmented and the benefit becomes close to zero.

We can conclude that:

1) For any payoff the game with ERC preferences canemth an equilibrium
where some nodes act as ordinary while other natiesh are also part of the
network behave as non-cooperative. We need additiogentives provided
by punishment mechanisms to motivate the nodestmobecome non-
cooperative.

2) If we reach the basic equilibrium based on ordinaoges then we cannot
reach an equilibrium with ERC preferences includsigart and ordinary
nodes. We need additional incentives provided lyarding mechanisms to
motivate the nodes to become smart nodes.

From these results we see that if we do not con$RC all nodes act as non-
cooperative, since they are in equilibrium as alyemdicated in Table 13. ERC
does not introduce a new equilibrium and still thetwork cannot reach an

equilibrium that optimises the individual and netlwpayoffs.

Therefore, in order to reach an equilibrium we néedincrease the network
incentives for cooperative nodes to participate iantkase the network payoff. We
also need a punishment mechanism to enforce thécipation of the non-

cooperative nodes. Once we have the participafitineocooperative nodes we can

introduce smart nodes if the payoff obtained frordiary and smart nodes is
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higher than the cost associated with ordinary noaled the number of smart nodes
is lower than the number of ordinary nodes.

Thus, in order to ensure the nodes participatioiménFDVB we should consider a
rewarding mechanism to increase their payoff. Thdigpation of smart nodes
will be rewarded in terms of traffic prioritisatiomhen their resources are lower
and they behave as ordinary nodes. While the nedemiart it collects some
benefits that it will utilize as ordinary node whigncommunications require traffic
prioritization. When the nodes join the Ad hoc natky they know their available
resources (e.g. energy, computational power, mensacy and will automatically
decide to cooperate if the resources are abovetaircéhreshold that guarantees

the normal functionality of the device.

The use of a rewarding factor modifies the positbthe maximum of the payoff
function. This factor provides the incentives toan-cooperative or ordinary node
to become smart. The players want to keep theirggnat the maximum level
while being able to communicate, and in some camsthave higher priority for
their flows. The player preferences are to commateiavith other nodes with a
minimum cost (e.g. considering the costs as theggnensumption and the price

in case the access to external networks require gayment).

In the literature there are already proposals rfgglementing the proposed reward
mechanism [64] using tokens or counters that agd as payment to forward every
packet on each hop through the network. To endwerdliability of the payoff

function, the proposed rewarding mechanism hasetaniplemented in a secure
manner and a monitoring mechanism is also reqdimegunishment in case some

malicious nodes decide to cheat.

Implementing the payoff function as part of the FARUting protocol requires a
cross-layer architecture ensuring that the rewardiaechanism is enforced within
the network. The rewarding mechanism will consfgprioritising the traffic of the
nodes with major contribution to the routing fupndidlity while assigning a lower
priority to the traffic of the other participatingodes. This proposal requires
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implementing in all the nodes a fairness mecharisthne MAC layer for packet
forwarding. This mechanism could be implementedt@m of the IEEE 802.11
MAC protocol without changing the standard behawiother than adding some
queues with different priorities for the packetwarding. However, this packet
prioritisation needs to be secure to avoid misseishg the malicious nodes.
Therefore, this mechanism should be implementeld thig routing function, which
is something inbuilt in the device. The users camasily tamper this functionality
that will implement the proposed rewarding mechanigquired in theFDVB

algorithm.
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Chapter 5

Hybrid Ad hoc Routing Approach
Implementation

This chapter analyses the implementation of SAR®opol including the required
AODV extensions and the cross-layer architectuee performance results of

SARP implementation are presented in the last@ecti

This thesis defines SARP, a cluster-based routiotgppol, to solve the scalability
problems in Ad hoc networks. SARP proposes a noldssification that
differentiates ordinary versus smart nodes. Theinarg nodes implement a
reactive protocol such as AODV, while the smartewinmplement both reactive
and proactive routing protocols like AODV and OLSFis allows the smart
nodes to communicate between them using OLSR. Thetsnodes can also
communicate with ordinary nodes using AODV. Howevienplementing two
different protocols in the same node is not effitiend instead we propose using
AODV with new extensions to include a clusteringpooactive behaviour. SARP
also requires implementing a rewarding mechanismttie smart and ordinary
nodes. Therefore, a new architecture based onsa-tager interaction binding the
MAC with the routing layer in order to provide arfeess algorithm based on a

rewarding system is required.
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Figure 44 shows the logical architecture of the BARplementation based on
AODV, where we present the required modules thdl e analyzed in the
following sections.

- Node classification module.

- Rewarding QoS/MAC module.

- AODV extensions for cluster routing and clusterimfiprmation cache.

AdHoc_Framework

Routing Module Common Module
Node Classification
AODV [ aopv+ e
extensions
Common Cache
ﬁ Routing Data
Ad Hoc — /
Framework AP T
: Clustering Data
Generic Ad Hoc Module Common A
Access .kernel rOUtes [revarding Module API
MAC information System
|

|
C\S Kernel Ad Hoc API
Figure 44. SARP logical architecture.

5.1 Node Classification Module

SARP is based on the concept of node classificattoere the nodes are classified
as smart or ordinary. The ordinary nodes implenthat basic reactive routing
functionality while smart nodes in addition to theactive routing implement
proactive functionality. A smart node can becomdirary at any point in time
when either its resources (e.g. battery life, memetc) decrease below a certain
threshold or its mobility increases above a thriekho

Figure 45 shows using the Unified Modelling Langei@gML) notation, the logic
that has to be implemented in ordinary nodes teeeibecome smart or remain as
ordinary. This logic requires several modules teteare of several tasks such as

node classification, training of the links betwesmart nodes active, and the
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implementation of the rewarding system

forwarding.
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Figure 45. Smart node selection state machine.
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In Figure 45 we can see that implementing the nddssification requires a
module that checks the node mobility, connectigityl other resources available to
automatically decide whether the node is smartrdinary. If the node is smart it
will be communicated to the routing modules in erdeimplement the smart node
attach procedure. The node classification modulep&echecking the variables
listed below and if they change over time and edcaecertain threshold it will
communicate to the routing modules that the nodetbdecome ordinary. Upon
receiving this notification the routing module withplement the smart node detach
procedure. The node classification module chec@selvariables periodically and
if they change back to a certain level (i.e. théenstarts charging) the node can

become smart again at any point in time.

The variables considered in the node classificai@nthe following:

- Mobility. Nodes with low mobility are more stablendh capable of
providing reasonable QoS.

- Connectivity. Quality of the connections with theighbour nodes.

- Battery status. To guarantee a reasonable nodienie

- Memory Consumption. Memory consumed to maintairgdarouting
information (e.g. routing entries in the cache).

- Local resources. The processing resources (e.g.l@&l) in the node will
indicate whether the node is capable of maintainexgra routing
functionalities.

The smart nodes also have to implement the praactwuting logic so they

maintain a keep alive process to ensure that ties kare active and they maintain
up to date topology information. Thus, in case ahthe smart nodes goes down or
a link is broken the rest of smart nodes will netibe change and will allow new

smart nodes to join the FDVB.

5.2 QoS Integrated with MAC Rewarding Module

SARP requires a cross-layer architecture for impleting a fairness algorithm and
a module for selecting the smart or ordinary nodekaviour. The cross-layer
architecture consists of a direct binding betwémenlink layer (i.e. MAC layer) and
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the network layer (i.e. routing protocol) to excbaninformation. In the SARP
implementation, the smart nodes gain some berigfiisrms of QoS. The routing
layer informs the rewarding module in the MAC layédren the node is acting as a
smart node and the rewarding module start collgctewards. When the node
changes back to ordinary mode the routing layesring the rewarding module to
stop collecting rewards. The rewards collected evtfie node was smart are stored
in the MAC layer and they can be used for the tiea¢ applications that require
higher QoS.

When an application requires higher priority fos ipackets (e.g. real time
applications), it will inform the rewarding modulhat will start using the
accumulated rewards and will indicate the IP stackag those packets using the
ToS field in the IP header and will indicate the ®lAayer to buffer the packets
with higher priority in the transmission queues.eThetwork and MAC layer
prioritizes those packets and decrements the adeiedurewards unless the
application indicates otherwise. The rewarding nteda the MAC layer will
inform the application when there are no more resaihe intermediate nodes
will receive those packets tagged with higher Ta8 the IP stack will inform the
rewarding module that will indicate the MAC layer buffer them with higher
priority in the transmission queues.

Figure 44 shows in blue the rewarding and packgirifr assignment module
implemented in the Ad hoc module to interact wita MAC layer. The rewarding
and packet tagging is implemented in the MAC lalgeavoid malicious usage.
Moreover, an interface is provided to the routimgl @pplication layer to indicate
when it has to start collecting rewards or usingnihand tagging the packets with
higher priority. The proposed rewarding mechanisaa to be implemented in all
the nodes to ensure that the priorities are resgestross the network. The MAC
layer will prioritize the packets based on the gresil QoS (i.e. value of ToS field
in IP header) and put each packet to be sent inegueith different priorities. The
rewarding mechanism should be part of the drivext thandles the wireless
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communications to guarantee that all the nodesgrdgethe priorities assigned to
the packets in the same way.

This solution is backward compatible because thdesdhat do not support the
rewarding mechanism will implement packet forwagdas usual. Therefore, the
routing algorithm in smart nodes can optimize tbetes by assigning higher
priority to the routes with a higher number of stmavdes capable of interpreting

the packet priorities.

5.3 Cluster Routing Extensions Module for SARP Imgmentation in AODV
AODV already supports connectivity with the publiternet by using a gateway
address stored in the routing cache. However, rijel&d hoc networks, AODV
suffers from big delays and route discovery later®®DV is suitable for small
networks where the delay for finding new routeslasv. Nevertheless, the
extensibility of AODV makes it a good basis for tBealable Ad hoc Routing
Protocol. The benefit of implementing SARP usingyanreactive protocol such as
AODV instead of utilising both reactive and prosetiprotocols (e.g. AODV and
OLSR as used in the test bed) is the simplicity anmiding fragmented solutions.
Thus, extending AODV with a new message type foarisly or updating
information between smart nodes means that noiadditproactive protocol is
needed. The proposed extension will implement adirast algorithm that will use
border nodes similarly to the bordercast routingtqol in ZRP [41]. The border
nodes are the smart nodes in the node taxonomygabpnd they are identified

during the initial neighbour discovery process iDBY.

SARP can be deployed by extending AODV with a beaat algorithm for
working with medium to large Ad hoc networks. Timgplementation allows the
interaction of nodes running the extended versibA©@DV and nodes with the
standard AODV protocol. The nodes with the stande@dV will discard the new

broadcast messages.
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After a node has decided to become smart, it witlate the network attachment,

which consists of finding other smart nodes in tieéwork. Figure 46 shows the

smart node attachment procedure (i.e. new nodectgepiin orange colour)

initiated by sending a broadcast message with TTOWA2 limit the TTL=3 to

reduce the flooding and the delay required to fonen FDVB. However, if the

smart nodes are grouped in areas of the networkeathe closest smart nodes are

separated by more than 3 hops then multiple FDVBIsbe created in different

parts of the same network. The new smart node rnedkive information about

other smart nodes in the response from the neighlsmart nodes located

maximum 3 hops away.
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Figure 46. Finding the AODV border nodes with the miart node attachment process.

The network attachment includes a control mechamislmit the number of smart

nodes within a certain area. Therefore, the neightsmart nodes will respond

indicating whether the new node can join the FDMUBhot. If any of them denies

the attachment, the new node will not join as snartase no response is received
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or all the responses received from the existingrsmades are positive the node
can join as smart. The new smart node will utilise received information to
create different hierarchical groups categorizihg smart nodes (i.e. 1GG),
based on the number of hops distancgisGhe group of smart nodes that gre
hops away from the new smart node. Once the gratgsreated, the smart node
will send periodically routing information updatés the smart nodes on each
group. The hierarchical groups will implement fuzapology information sharing.
The routing information exchange is periodical éast of event-triggered to avoid
frequent link state updates caused by link brea&synreliable wireless links and
mobility) or expiration of routes in the AODV cach&he frequency of the
periodical updates will vary for different groupspgnding on the number of hops
distance. Therefore, the smart nodes nearby therunode will propagate the
routing information more often than the smart nadegroups far away. According
to this, the frequency of updates to the group {1iG-igure 47) is higher than to
the group 6 (@in Figure 47).

Om GL: S2 | 50m 100m
G2: -

G3: 53,55, 54
G4: 56

G5: 58,59
G6: 57,510,511

Figure 47. AODV border nodes groups defined by theew smart node.
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The proposed algorithm is named as Hazy Sighte#t Btate (HSLS), which is
introduced in the Fuzzy Sighted Link State (FSL8Wting [47]. The HSLS
algorithm consists of sending Link State Update3{).every2“T to a scope 02",
wherek is the number of hops andis the minimum LSU transmission period.
This approach reduces the overhead by limiting dbepe of link state update
dissemination in space and over time. The nodalseirsame group will share the
routing information that smart nodes maintain ieithrouting cache. This will
disseminate more accurate distance and path infanmabout the area around the
current node. The smart node will have imprecisenkadge of the best path to a
distant destination. However, this imprecision dases progressively when the
packet approaches the destination. The delay imdhiing process decreases by
having the fuzzy topology information. Thereforehem the smart node receives a
route request it will check the routing informatiobtained from each group. In
case the destination is not found in the cachestiiet node will initiate a standard
broadcast route request but in addition the smaderwill send a unicast route
request to the border nodes listed on each groapded up the route discovery for
nodes located in large distances.

Figure 48 shows the FDVB obtained from grouping #meart nodes. In this
topology there are nodes that implement standard>YAQwith the reactive
behaviour necessary for supporting applicationk wetl time requirements. In the
same network there are nodes that include the pemb@roactive AODV

extensions implementing SARP protocol to provide kherarchical benefits for

large networks.

The additional routing overhead required for cregatihe FDVB and maintaining
the routing information between smart nodes is lairmio the proactive routing
overhead, which was modelled in previous chapteisreover, the grouping of
smart nodes within FDVB following the FSLS routialgorithm and the fact that
not all nodes in an Ad hoc network belong to thevBDreduces the overhead

compared to standard proactive routing protocols.
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Figure 48. SARP fully distributed virtual backbone.

5.4 Performance Results of SARP Implementation

This section presents the performance results iaftglementing and testing SARP
with AODV and OLSR in a small scale network. Figdshows the test bed with
the Ad hoc network with only 1 smart node implenmetSARP (i.e. Node 1 in
Figure 49) and 4 ordinary nodes implementing AODVthis scenario we cannot
test the benefits of SARP to its full extent ingemetworks but it provides results
about the behaviour of SARP in a moderate size oritvgiving a basis for
performance comparisons. In the test bed we haderpeed manual breaks of the
links between nodes to force topology changes anterecoveries. Moreover, the

fluctuations in the signal and other obstacles igi®@a dynamic topology.
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Figure 49. Test bed environment for SARP protocol.

Figure 50 shows the percentage of packet losstsasuthree different scenarios.

1) OLSR, where all the nodes are running OLSR.
2) AODV, where all the nodes are running AODV.
3) SARP, where one smart node is running SARP and érdinary nodes are

running AODV.

The set up is the one used in the VolIP test bedrendelected traffic is a Constant
Bit Rate (CBR) of 15packets/second over UDP usedlipusly in the voice
sessions transmitting 20ms voice packets encapsulgith GSM codec [48] and

using Real Time Protocol (RTP) [49] protocol ovdd®Ras represented previously.
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Figure 50 shows that the percentage of packetifosBe highest in the OLSR
network while it is the lowest in the AODV scenariSARP improves the

percentage of packet loss compared to the OLSRagoen
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O RPN Wb OO N ©
Q

OLSR AODV SARP

—e— Packet lost average (%)

Figure 50. Packet loss in test bed with Ad hoc fragwork.

Figure 51 shows the routing latency results for $hene scenarios. The OLSR
scenario gives lower average delay compared toABBV scenario due to the
route availability in the routing table. In the SRRscenario, the routing latency
gives results similar to the OLSR scenario sineertiute is available in the routing
table.
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Figure 51. Routing latency in test bed with Ad hodramework.

The percentage of packet loss and routing lateresults show that SARP
improves the performance compared to having ei#@DV or OLSR protocols
running in the Ad hoc network. However, the reahdfé of SARP is visible in
large networks where the FDVB increases the netwpdtformance and
scalability.
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Chapter 6

Conclusions

The goal of this thesis has been to enhance stiblahi Ad hoc networks. We
have studied different routing protocols and evigddheir performance. We have
demonstrated that currently there is no single qmait that accommodates the
different requirements in Ad hoc networks. Therefowe have designed and
implemented a new hybrid routing protocol named|&da Ad hoc Routing
Protocol (SARP) to enable scalability and meetdifierent demands of the nodes
in Ad hoc networks.

6.1 Results

The results obtained from the simulations and th& bed differ and even
contradict in some cases. For that reason, we taveluded that the results from
the simulations are not reliable enough to deteentive performance of Ad hoc
routing protocols. The simulations results can keduto estimate the network
performance with different routing protocols bug ttesults from the test bed are

needed to confirm or interpret and in some casggdahe simulation results.

From the simulations and the test bed results we ltancluded that a hybrid
solution is the optimal routing protocol to enabtalability in Ad hoc networks.
However, none of the existing hybrid routing pratscfulfil the Ad hoc networks

requirements and a new protocol had to be designed.
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SARP applies the advantages from AODV in small escaétworks and the
advantages of OLSR for distributing the optimaltesuto reach larger distances.
This protocol design avoids the excessive trafimegated by reactive routing
when discovering new routes over a large netwofRS has been designed based
on the results from the simulations and a smalesest bed, and a mathematical

model has been defined to theoretically evaluatpatformance.

The mathematical model shows that in networks \tlhh mobility and a higher

number of smart nodes than ordinary nodes, the emtivity increases but the
network lifetime decreases. On the other handetwaorks with high mobility and

a higher number of ordinary nodes than smart ndaleb, the connectivity and the
network lifetime increase.

In all the cases under study the available bandiwidtreases after introducing a
small number of smart nodes. However, a high nundbfesmart nodes have a
negative effect on bandwidth. Therefore, maintajrtiee number of smart nodes in
the network under a certain limit improves consitidy the available bandwidth

when the size of the network increases.

The results from the mathematical model demonsttatea balance between the
number of smart and ordinary nodes is requiredateetreliable connectivity and
longer network lifetime with enough bandwidth. Thisnclusion supports the
SARP design with few nodes that implement proactinating besides reactive
routing. We can reach longer distances within tb®svork through optimal routes
and with a reliable connectivity with those few eed Thus, when the routing
protocol calculates the optimal routes it has taimize the number of hops but

also select the routes with a higher number of srmades.
SARP enables Ad hoc network scalability but requitleat some nodes spend

additional resources to participate in the packetvérding and extra routing

functionality, which may lead into unfairness.
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We applied game theory to evaluate the incentieesmiplementing SARP. The

evaluation shows that the equilibrium on individpalyoffs is obtained when all
the nodes avoid participating in the Ad hoc netwbekaving as non-cooperative
nodes. However, if we consider not only the inditpayoff but also the network
payoff then the nodes have extra incentives bllingtiequilibrium can be reached.
The analysis shows that we need to have incentoresodes to become ordinary
and punishment mechanism to motivate the nodesntain as ordinary instead of
becoming non-cooperative. If we have the basic agtwunning based on ordinary
nodes then we can have a certain number of ordinades running a reactive
protocol and some of them as smart running a preaptotocol since the network
provides enough incentives to reach an equilibrivife have obtained results
indicating that having cooperative nodes is critita reach Nash equilibrium.

Another finding consists on the fact that the numbkesmart nodes should be

lower than the total number of cooperative nodexrder to reach the equilibrium

In order to guarantee that the nodes will have tamdil network incentives, a
rewarding mechanism has been studied. This enseeparticipation of the Ad
hoc nodes as ordinary and smart contributing tontevork scalability. A cross-
layer architecture has been designed to implenmentawarding mechanism. With
this approach the Ad hoc nodes obtain a fair adedde in return for their

contribution to the routing functionality.

A small scale test gives some results from the fitenef using SARP instead of
OLSR or the standard AODV. However, SARP perforneamas not been tested in
large scale networks (i.e. N>1000) and the scatglshhancements remain to be
measured. Also, the rewarding mechanism has not ingg@emented and tested to
verify the nodes get the required incentives totigipate and increase the
performance.
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6.2 Summary

This thesis is structured in three main sectionsstlif, we evaluate the
performance of the existing routing protocols usgigulations. We formulate
some propositions to generalize the behaviour efdifferent routing protocols,
and we verify those propositions with the resulitamed from a test bed. Based

on the results we propose the Scalable Ad hoc Rg@rotocol (SARP).

Secondly, in order to evaluate theoretically thégrenance of SARP we propose a
mathematical model for Ad hoc networks using défgrmetrics. The results show
that the connectivity and the bandwidth improvehvétcertain percentage of smart
nodes.

Thirdly, after proving that the network scalabilitnproves with SARP, we
analyze the node incentives required for its im@etation. We apply game theory
to verify that there are incentives to implemeniREAand reach an equilibrium. As
a result of this analysis we concluded that aneesdwarding mechanism is needed
to increase the incentives and ensure that thdtéd&ia minimum percentage of
smart nodes in the network guaranteeing the optpadgiormance. A cross layer
architecture is required for implementing theseitimthl incentives. The SARP
implementation based on AODV with additional broggtcmessages has been
presented, and some results from a small scaléeesare included in the last part

of the thesis.

6.3 Future Research

This thesis has addressed the problem of scalabilifd hoc networks. We have
defined a new protocol that can to some extentomree the limitations of large
scale Ad hoc networks. We have demonstrated thdeéswiill get incentives for
implementing SARP but additional rewarding mightrbgquired for increasing the
network payoff. The game analysis and the mathealathodel show that there is
a threshold in the number of smart nodes requiredreach an optimum
equilibrium. Therefore, SARP includes an accesdrobmechanism to limit the
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number of smart nodes in the FDVB. However, futstady is required to
determine the means that will allow the nodes tacheand maintain the

equilibrium.

SARRP relies on a cross-layer architecture to rewtaechodes that participate in the
routing functionality. However, the rewarding meolsan only benefits the smart
nodes but also the participation of ordinary nodesiecessary in the Ad hoc
network. Thus, a more complex rewarding systemegsiired to ensure not only the
participation of the smart but also the ordinarglem This rewarding mechanism
can be associated with a QoS system that will litegiéthe nodes participating in

the Ad hoc network routing functionality. This sotuin will not only provide

additional incentives for the nodes but also wilrease the QoS in the network.

As part of the future development, the rewardingcima@ism and the associated
QoS system should be implemented and tested. Wd tweeprove that the
rewarding system with enhanced QoS for the nodegipating in the FDVB will
increase the network performance compared to thedffort service equally used
by all the nodes. We have to consider that the laai resources (i.e.
communication channels) in Ad hoc networks are téohi Thus, a rewarding
proposal will increase the incentives for ordinaogles to become smart nodes and
participate in the FDVB since their traffic will barioritised. Nevertheless, the
overall network performance may decrease sinceesieof ordinary nodes in the

network will receive lower priority for their traff.

Therefore, the implementation of the rewarding esystmay increase the
motivation for the ordinary nodes to participatetire FDVB but it may also
increase the incentives for ordinary nodes to becown-cooperative instead of
remaining as ordinary nodes. The reason is thatQh® will increase for smart
nodes but it will decrease for ordinary nodes andiil decrease also for non-

cooperative nodes.
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Thus, in addition to the rewarding mechanism weukhonprove the incentive for
participating as ordinary nodes by including pumseht mechanisms [62] for the
non-cooperative nodes. This mechanism would maitted non-cooperative nodes

to participate either as ordinary or smart nodes.

SARP has been implemented and tested only in d soaé network. However, to
fully analyze the SARP behavior, a medium to langéwvork (N>1000) could be
created in order to prove the SARP scalability fieie

SARP implementation is based on AODV that includdsuilt mechanism to
connect the Ad hoc network with fixed networks tigh a gateway. The smart
nodes could host this gateway to the fixed netvan#t at the same time behave
towards the rest of nodes as any other smart hadgtovide reliable connectivity.
Thus, it would be beneficial to consider additiomatentives for having the
connectivity to fixed networks through those smmartles acting as gateways. This
approach would improve the network payoff sindaéteases the number of nodes
connected to the Ad hoc network, thus promotinguegge of the Ad hoc network

technology.
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