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Adaptive Controller for the Avoidance of an Unknownly Guidair Combat
Missile

Janne Karelahti and Kai Virtanen
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Abstract— An adaptive controller for the avoidance of an Basically, a closing air combat missile may be avoided
air combat missile utilizing a guidance law unknown to the eijther by outrunning it or exploiting certain weakness @ th
target is introduced. The controls of the aircraft are detemined missile system. Reasonable optimization criteria meaguri

at discrete instants using a receding horizon control scheen th f th id include th t i 5
providing near-optimal feedback controls of the aircraft against e success of the avoidance include the capture time [5],

a closing missile. The controls are optimized with respect closing velocity [13], miss distance, control effort [14],
to the expected final distance between the vehicles. In the gimbal angle [8], and tracking rate [10] of the missile, s&le [
controller, the target's belief in the guidance law of the mssile  for a brief review. Being the most relevant of the above

is represented as a discrete probability distribution overa set  ¢yitarig only the miss distance maximization is considere
of guidance laws. As the missile closes on the aircraft, the

probability distribution is updated on the basis of the reaized in this pape_r. . . . .
vehicle trajectories using Bayesian reasoning. The conther is Considering the variety of guidance laws in modern air
demonstrated with numerical examples. combat missiles, proportional navigation and its variames
Index Terms— Missile avoidance, adaptive control, receding undoubtedly the prevailing alternatives. However, adeanc
horizon control, Bayesian reasoning. in beam-pointing technology have increased interest tdsvar
the command to line-of-sight (CLOS) guidance especially
|. INTRODUCTION among surface-to-air missiles [15]. Combinations of vasio

HE avoidance of guided missiles is crucial for theguidance laws are also common, since the missiles typically
survival in air combat. Consequently, the problem hagnllze different guidance schemes during the boost, mid-

been researched extensively and a number of disciplinEQurse. and terminal guidance phases [16]. In this paper, it

such as the theory of differential games [1], optimal con!S @ssumed that the missile is guided either by ideal pro-
trol theory [2], nonlinear programming [3], and recedingport'onal navigation (IPN), pure pursuit (PP), or CLOS that

horizon control [4] have been applied in the solution. As e suitable for demonstrating the aspects of the proposed

result, several models and methods providing optimal OpeﬁgntroLler. issil id bi hand. th
loop [5]-[8] and near-optimal feedback solutions in real- I" the missile avoidance problem at hand, the target

time [9], [10] have been introduced. However, the Considereaircraft seeks controls that maximize the miss distance of

formulations are typically deterministic although the IrealN® €l0Sing air combat missile. The vehicles are modeled

setting is inherently stochastic. The uncertainty is mestéd 25 three degree-of-freedom (3-DOF) point-masses [17]. For

both in the observed states of the vehicles as well as in tlj{gproved realism, the angular velocities and acceleration

target aircraft’s information about the missile system. of .the aircraft are IimFteq [9]' It is also assumed that the
We introduce a new adaptive controller [11] for the nearduidance law of the missile is unknown to the target, but the

optimal solution of the missile avoidance problem under urate information received by the vehicles IS accurate. .
The above stated problem is solved with the adaptive

certainty. Specifically, we propose a novel way for takingin ; } ) :
Y- =P y prop y 1o controller introduced in this paper. The controller cotssis

account the uncertainty regarding the target’s infornmatio £ th trol and identificati h In the first oh
about the guidance law of the missile. This information ' e control and dentincation phases. in the first phase,
e controls of the aircraft are solved using the receding

crucial considering optimal evasion, since the target must ™, . .
be aware of the missile dynamics for being able to solve t prizon cor_1tro| scheme |ntrc_>duced n [9]. The controls of
optimal evasion maneuver. To the authors’ knowledge, ghis [1© target alrcra_ft are determined at dlscret_e instantealh
one of the first studies that considers the identificatiorhef t Instant, th_e opt|_mal open-loop controls_wnh respect to the
missile’s guidance law. In [12], the performance param;eteFXpECted final distance between the vehicles are solvediover
and time-to-go of a closing surface-to-air missile guidecgmlte planning horizon. Subsequently, the state of thessyst

by pure proportional navigation (PPN) are estimated with [% updated by implementing the optimal controls related to

maximum likelihood estimator by a nonmaneuvering targe 'tetr(]:urrent statte (;:m(: ?me. Jhe computattlor;s are ret;;)tegteg
Except for [12], the specific identification problem, much®t (N€ Propagated state, whereupon controls are obtaine
a state feedback form. Since the controls are optimized

less the missile avoidance problem under uncertainty, h4% limited olanning hori the obtained solution it
not been widely addressed in the open literature. over a imited planning norizon, the obtained soiufion 15 no
necessarily globally optimal. Nevertheless, the schense ha
Authors’ address: Systems Analysis Laboratory, Helsinkiversity of proyen to prowde near-optlmal solutions for various nféssi
Technology, P.O.Box 1100, FIN-02015 HUT, Finland avoidance problems [9].



In the identification phase, the target's belief in the guid- The commanded acceleration vecters related to the
ance law of the missile is updated using Bayesian reasonirguidance laws considered in this paper are presented in
This refers to the updating of the subjective probabilitieFable I. The pitch and yaw components of the commanded
assigned to given hypotheses on the basis of the obsenamteleration vector are obtained by projecting it on thehpit
evidence using Bayes’ theorem [11]. The target’s belief imand yaw axes of the missile, see [9].
the guidance law of the missile is represented as a discrete

probability distribution over a predetermined set of guicia TABLE |

laws. In the control phase, the expected final distance is GUIDANCE LAWS OF THE MISSILE
computed over this distribution. The probability disttiloun Guidance lawd — Commanded acceleration vector
is conditioned on certain feature variables derived from th PN ac=NwX v

ac = kyvpssind - €(vpr xr)XVvas

vehicle states, where the variables obtain typically dsti LOS a, — kid 4 kod

values for the different guidance laws. As the missile dose
on the aircraft, the probability distribution is updatedngs

the measured features. The operational principles of theln Table I, N, k;, and k; are navigation constants.
guidance laws are utilized in the construction of a suitabljn IPN [21], the principle idea is to maintain the mis-
likelihood function of the guidance law required in thesile in the collision course to the target aircraft by driv-
updating. The belief model resembles that applied in thiag the angular rate of the line-of-sight (LOS) vector

assessment of the pilot's threat situation in the modelihg @ = (r x (—v.))/(r - r) towards zero. Abover =
one-on-one air combat [18], [19]. As a whole, the identificafy,. — 2., yr —yar by — th is the LOS vector from
tion approach is closely related to Multiple Model Adaptivethe missile to the target (see Fig. 1) and = —i =

Estimation [20]. . [inv — @7 §m —9r har — by is the closing velocity
The paper is structured as follows. In the following secygctor.

tion, the vehicle models and the available guidance laws of |, pp [14], the velocity vector of the missile is aligned
the missile are reviewed. The adaptive controller is preskn i the LOS vector by guiding the missile towards the

in Section Il and demonstrated with numerical examplesqg yector in proportion to the angiebetween the velocity

in Section IV. The aspgcts an_d possible extensions Of,t%ctor of the missile and the LOS vector (see Fig. 1). The
controller are discussed in Section V, followed by conahgdi angle 5, hereafter referred to as the bearing, is given by

remarks in Section V. § = arccos (e,,, - e,), wheree, denotes the unit vector
Il. VEHICLE MODELS in the direction of the respective vector.

In the controller and in the updating of the vehicles’ states
the motions of the aircraft and the missile are describempusi
3-DOF vehicle models [17]. For the complete presentation of
the vehicle models, see [9]. The state of the vehidtegiven
by z;, y;, andh; that refer to the horizontal coordinates and
altitude, respectively, and flight path anglg heading angle
x:, and velocityv;. Here,i = T, L, M denotes the target v,
aircraft, launcher, and missile. Moreover, the missile elod
includes two additional state variables for the pitch anetya | auncherx;,
accelerations denoted hy, anda,, respectively.

The aircraft is guided by the angle of attagkhat controls
the lift force normal to the velocity vector, bank angighat
directs the lift force away from the vertical plane, and theo In CLOS [22], the missile is guided towards the target
settingn that controls the tangential acceleration. To maintaiby maintaining it along the guideline directed from the
realism, rotational kinematics of the aircraft are taketo in launcher to the target aircraft. The position vector of the
account by imposing limits on the angle of attack and rolimissile relative to the guideline, whose magnitudeis
rates and accelerations. The model also includes conttbl ahereafter referred to as the deviation, is given dy=
path constraints that prevent the violation of the minimunma — ry, wherery, = (eq -ra)eq is the LOS vector
flight altitude, stalling, and exceeding of the maximum loadrom the launcher to poind (see Fig. 1). Aboveec is
factor and dynamic pressure levels. the unit vector in the direction of the guideline ang, =

The missile is guided by the pitch and yaw acceIeratior[mM —rr Ym — YL hy — hL}T is the LOS vector from
commandsa,. and a,.. The dynamics of the guidance the launcher to the missile. Overshoots are diminished by
system are modeled as two first-order systems for eachmaking the commanded acceleration vector proportional to
guidance channel that are assumed independent. The #te rate of change of the position vecibr= VA, — VM,
celeration commands are given by the guidance law. Theherevy, = wg X r4 andvy, = (eg X vyr) X e are
commanded accelerations are constrained by the stall athd components of the velocity of poiat and the missile
structural damage limits. velocity vector perpendicular to the guideline, respediiv

Missile, x s

Target,xr

vr

Guideline

ra

Fig. 1. Combat geometry.



Above,w denotes the angular rate vector of the guidelineof the missile guidance system. For the feasibility of the
Note that with CLOS, also the position of the launcher musdbove performance measure in miss distance maximization,
be given to be able to determine the guideline. see [9]. The differential equations (2) correspond to théest
equations of the aircraft and the missile whérdetermines
the guidance law of the missile. The constraints (3) limé th
The adaptive controller is separated into the control anghntrols and states of the aircraft, see [9].
identification phases. The controls of the target aircraft The miss distance equals the distance between the vehicles
maximizing the expected miss distance are solved using the the moment of the closest approach, that is, when the
receding horizon control scheme introduced in [9] and thgiosing velocity of the missile is zero. At each instant, an
target's belief in the guidance law is updated using Bayesigstimate of the vehicle states at the end of the planning
reasoning, see, e.g., [11]. _ _ horizon is first computed by using the optimal controls
The controls are determined at discrete instapts kAt,  computed at the previous instant. If the missile is estichate

where & denotes the stage andit is a constant interval. 4 reach the aircraft at the end of the planning horizon, the
It is assumed that the vehicles are equipped with sensQi$minal constraint

capable of measuring the accurate state of the system at

each instant. After computing the optimal controls, theesta v (tx +7) =r(tpx + 1) - vt + T)/r(ts +T) =0 (4)

of the system is updated by integrating the state equations o

over the intervalAt using the obtained controls and the trughat fixes the moment of the closest approach is included
guidance law of the missile. The same 3-DOF vehicle model8 (1)—=(3), andl"is set free. Also, the computation is stopped,
are utilized in the controller as well as when updating thé the estimated time-to-go calculated as= r(tx)/ve(tx)
states of the vehicles. In principle, also more delicatdoteh exceeds a missile specific threshold which indicates theat th

models could be used in the updating. missile cannot reach the target.

IIl. ADAPTIVE CONTROLLER

A. Control phase B. Identification phase

At statex(tx) and timety, the optimal open-loop controls  The guidance laws presented in Table | produce typically
of the aircraftu® (x(ty,), t) over the intervat € [y, ¢, +T]  mutually distinct bearing and deviation histories. Forraxa
that maximize the expected distance between the vehiclesaé, with PP, the bearing is likely to be near zero for the
the end of the planning horizofi are solved at first. The duration of the encounter since the missile is continuously
controls of the aircraft at instart, to be utilized over the directed at the target. On the other hand, the deviation
interval At are then obtained fromu* (x(tx),t) = uj. presumably obtains arbitrary values since it is not taken
Repetition of the computation at each instant provides iato account in the PP guidance law. We therefore base the

sequence of controls in feedback form. identification of the guidance law on the measurement of the
In the optimal control problem at instant, the expected pearing and deviation. At instart, the measured bearing
distance given by &, and deviationdy, (s;pee Fig. 1) are collected into a feature
jk(u) = E{r(te + T)} vectorz; = [5k dk} - _ o
The target’s belief in the guidance law of the missile is
- Z Pu(0] Zi)r(te +T36) @) updated as follows. At each instant, the prior probabditie
e Piy1 (0] Zk), 8 € G are assumed equal to the previous
is maximized subject to posterior probabilities?; (0 | Z;). Given these probabilities

@) and the measured features, the posterior beliefs;at

x =1f t; 0 ty) =
x=fxu6), x(t) =, denoted by Py, (6| Zx.1) are computed using Bayes’

g(x,u) < 0. () theorem (see, e.g., [11]) as
Above, the state vector contains the states of the vehicles, Pisr(0 | Z)f(Zsn | 6)
u is the control vector of the aircraft, ang. denotes the state Pri1(0| Ziyr) = 5 +P €17z )f?z )
of the system aty.. In (1), P (0 | Z;) denoting the probabil- G kAl k) J\Ok+1
ity that the guidance law equalse G = {IPN, PP,CLOS} _ Bz (2 [0) (5)
represents the target's belief in the guidance law of the docea P& | Zi) f(zht1 | €)
missile att;. These probabilities are conditioned on a set Oﬁ'he likelihood function of the parametéris calculated by
past state measurements denotedZhy= {zo, z1, - . ., 2zx },
where the measurements are described in the following Flzi | ) = f2(0, | 0)f%(di | 0) (6)

subsectionr(t, + T';0) denotes the distance between the

vehicles att; + 7" when the missile uses the guidancewhere f°(-) and f%(-) are probability density functions of
law 6. The performance measure (1) results in maneuvetise bearing and deviation given the guidance taw

where at first, the aircraft tries to outrun the missile due The likelihood function gives the likelihoods of the differ
to the ongoing maximization of the distance between thent guidance laws for the measured features. It is an eakenti
vehicles. In the end, the aircraft performs a high-g maneuveart of the belief model because it determines the evolution
that increases the miss distance due to the dynamic delafythe probabilities of the guidance laws over time.



C. Probability density functions programming problem (NLP) by discretizing the time and
Feasible probability density functions of the featureg th€valuating the controls of the aircraft at the discreteantst

determine the likelihood function (6) are given in Table I1.The state equations are then integrated explicitly by utiiag

The functions are characterized by design paraméters; , controls evaluated at the instants. In order to achievegelon

X2, A3, and D that scale the functions appropriately. planning horizori” with a smaller number of NLP variables,
the intervals between the instants are increased towaeds th
TABLE Il end of the planning horizon, see [9].
PROBABILITY DENSITY FUNCTIONS FOR THE FEATURES Since the missile is positioned near the guideline at the

launch time and in the endgame, the deviation is close to

;g‘zgﬁgz)dfnés,itﬁ'ez‘:(c_ﬁ;/n(s v 5S>ugp°rt zero during these periods. In addition, as the missile slose
75(5| PP =_/\10exp(—>\15) ¢ 5>0 on tr_\e aircrgft, thg be_aring increases rapidly ir_l the enddue_
(6 | CLOS) = hoexp(—X28) 6 >0 the increasing misalignment between the missile’s vejocit
fjgd } IPF'))\I) = }/D de %07 D} vector and the LOS vector. Consequently, the identification
f4d| PP =1/D deo,D ; fo it ; ; :

F4(d | CLOS) = Asexp(—Asd)  d > 0 of the guidance law is difficult if not impossible during tlees

periods. For example, the likelihood of CLOS prevails the

Since an IPN guided missile tends to maintain a constaﬁ%her guidance laws at the launch time, whereupon the guid-

bearing, a suitable probability density function of the i ance law would be identified always as CLOS irrespective

: o . of the true guidance law.
is a Gamma distribution with the parameters= 2 and j, Th bl j by starting th dati f th
illustrated in Fig. 2, wheré, equals, e.g., the theoretical lead € problem 1S overcome by starting the updating ot the

angle. This angle can be obtained from the collision triemglt""rgetSdbt(?“ef aEer athcertaltp W?r;n—tgp pf”Od’ ?Tld T)tolgpln
in which the vehicles are assumed to fly straight ahead € updating when the estimaled ime-to-go 1alls below a

constant velocities till the moment of interception, seg][2 given I|m_|t. Thereatter, the prevall_mg probabilities aap- .
With PP, the bearing is likely to be near zero, whereupon aw'ed' Smt_able values_ fqr the durat|_on of the warm-up rr_dano
exponential distribution with a relatively large paraniete and the time-to-go limit are obtained from computational
is a possible choice. The effect of the parameter on the Sha?))éoerlments.
of the distribution is illustrated in Fig. 2. With CLOS, the

missile tends to be directed more or less towards the target,

and thus an exponential distribution with a smaller paramet
Ao compared to PP is a suitable choice.

IV. NUMERICAL EXAMPLES

We next demonstrate the introduced controller with five
examples. The vehicle models correspond to a generic fighter
aircraft and a medium range air-to-air missile. The minimum
altitude, maximum dynamic pressure, and maximum load
factor of the aircraft are initialized t@, min = 100 m,
gmax = 80 kPa, andn, max = 9, respectively. The aircraft
employs an afterburner. The navigation constants appgarin
in Table | and the maximum load factor of the missile are set
Gammaa =2, 8o = 5 | to N =4, k1 =50, k2 = 30, andn,,, max = 40, respectively.
The durations of the missile’s boost and sustain phases are
3 and 5 seconds, respectively.

In the controller, the discretization interval is setAg =
0.25 s. The planning horizon equals abadiit= 3 s. We
. D assume that the target has no prior knowledge about the
(‘0 5 10 i5 50 25 30 guidgnce law of 'Ehe missile, he;r_wcg the probabilities repre-

Bearing (deg) senting the target's belief are initialized (6 | zg) = 1/3
for all € G. Following the reasoning given in Section IlI-
C, the parameters of the probability density functions are

Since the IPN and PP guidance laws do not consider tf6t 1000 = 5 deg, A1 = 1.5, A2 = 0.01, A3 = 0.0075,
deviation at all, a uniform distribution of the deviation is2nd D = 1000. Based on the computational experience,
suitable for these guidance laws. With CLOS, the deviatioft€ duration of the warm-up period and the time-to-go limit
is likely to be small, so an exponential distribution with a@r€ Seét to 0.5 s and 3.0 s, respectively. All the parameters

0.2

Exponential; A = 0.2
Exponential;A = 0.1

0.1

Gamma;a = 2, dp = 10

Fig. 2. lllustrations of probability density functions.

relatively small parametex; is a viable choice here. are chosen by the authors and are suitable for demonstrative
_ purposes.
D. Implementation aspects In the examples, the missile is launched towards the

The optimal control problem (1)—(4) is solved by theaircraft with the lead angle of 5 deg at the range of 14000 m
direct shooting method [23], which is robust and fast whewhereas the aircraft is flying towards the launch point with
the length of the planning horizon remains within a fewthe aspect angle of 20 deg. The initial states of the aircraft
seconds. Here, the problem is transcribed into a nonlineand the missile are summarized in Table Ill. The initial ealu



of the angle of attack and bank angle are seto= 0 and c ‘ w (m)‘
- . O 11750 m !
1o = 0, respectively. 2 | 45 dety -
g ,
TABLE Ill 2
INITIAL STATES OF THE VEHICLES -g
@
z(m) y(m) h (m) 7 (deg) 2
Aircraft 0 0 5000 0 =
Missile 14000 0 5000 0 s
X (deg) v (ms) _ay, (M) _ay (/) @ \
Aircraft 20 250 — — i i ‘ ‘ -
Missile 175 250 0 0 c‘b 5 10 15 20 25

Time (S)

1) Ideal Proportional Navigation:In this example, the (2) Feature histories

missile is guided by IPN. We begin by analyzing the histories
of the features and target’s belief distribution preserited
Figs. 3a and 3b, respectively. Now, the probability of PP
decreases rapidly to zero since the bearing remains clearly
positive over the duration of the encounter. Also, the targe
cannot at first separate between IPN and CLOS due to the
small deviation. However, while the bearing and deviation
increase, the probabilities of IPN and CLOS increase and
decrease towards zero and one, respectively. After about 4
seconds, the probability of IPN saturates to one, whereupon
the guidance law is identified correctly. Note that in the,end
the bearing increases rapidly. The optimal endgame evasion
is a vertical S-maneuver [8] induced by a rapid increase of
the angle of attack and bank angle, see Fig. 3c. The resulting (b) Target's belief distribution histories
miss distance is 27.7 m.

Probabilities of the guidance laws

4
Time (s)

2) Pure Pursuit: Here, the missile is guided by PP, which 5. Missile
drives the bearing rapidly to zero, see Fig. 4a. On the other € 4
hand, the deviation begins to increase. Consequently, the i Aircraft

target identifies the guidance law as PP within one second
while the probabilities of IPN and CLOS decrease rapidly
to zero. In the end, the aircraft induces the missile to mattai
large lateral acceleration by curving strongly, see Fig. 4c
The resulting miss distance is 59.3 m. Comparison to Fig. 3c
indicates that the trajectory of the missile and the endgame
maneuvers of the aircraft differ considerably from those of
the previous example. In both cases, the dynamic delay of

00

z (km) 5

the missile guidance system is exploited. 5

3) Command to Line-of-Sightn this example, the missile 2 1 0
is guided by CLOS and the launcher is assumed to fly y (km)
straight ahead with a constant velocity and heading. Heee, t (c) Trajectories of the vehicles
deviation stays near zero for the duration of the encounter,
see Fig. 5a. Also, the bearing remains near zero but is Fig. 3. Example 1; ideal proportional navigation

still clearly positive. In the beginning, the bearing dexses

rapidly to zero which causes the target to believe that the

missile is guided by PP, see Fig. 5b. However, as the beariag combat missiles. Here, the missile is initially guided b

increases and the deviation stays near zero, the proleilitPP and the guidance law is switched from PP to IPN after

of PP and CLOS decrease and increase, respectively. Finaby 8, or 10 s.

the probability of CLOS saturates to one within 6 s. The The bearing remains near zero while the missile is guided

attained miss distance is 37.6 m. Due to the assuméy PP, see Fig. 6a. After the switch to IPN, the bearing

launcher maneuvering, the trajectory of the missile resesnb stabilizes to a constant positive level until the rapid @ase

that produced by PP, see Figs. 5¢c and 4c. in the end. The guidance laws utilized by the missile are
4) Pure Pursuit and Ideal Proportional NavigatiodMe identified correctly, see Fig. 6b. Since the bearing stzdsli

next study three cases where the guidance law of the missgeite slowly after the guidance law is changed, the proba-

is changed in the course of flight which is typical for moderrbilities of IPN and PP are not instantaneously swapped after



Example 1.

_ :
'% Zgodrg( With 4(t9) = 0, the bearing stays near zero during the
3 first two seconds, whereupon the guidance law is identified
= incorrectly as PP at first, see Figs. 7a and 7b. As the bearing
-c'és increases, the probability of PP decreases rapidly to zero.
o However, since the deviation remains under a few hundred
£ d (m) meters within the first 4 s, the guidance law is misidentified
3 as CLOS. Eventually the bearing and deviation reach the
@ § (deg) J levels that result in the correct identification. The prabigb
(‘b iO 15 20 55 of IPN saturates to one in 4.5 s. The achieved miss distance
Time (S)
%) (a) Feature histories c
= S
T =
o 1. ks
8 , >
I Q
& nal ©
< 0.8 o
gj 1’/ PP @®
z | 3
o @
2 .
= ® 5 10 15 20 25
g Time (s)
o 4 ) %) (a) Feature histories
Time (s) E 1
(b) Target's belief distribution histories é ' ‘ \‘ K T
55 . 308
e Missile 3 | o /. —CLOS
245 . 2 0.6/ N
<, Aircraft s N PP
o 0N
1 " N /
2 / ¥
E N
IS
o
e oo
o 8

2 1 0
y (km)

(c) Trajectories of the vehicles

Fig. 4. Example 2; pure pursuit

the switch. The achieved miss distances with the switches at
6, 8, and 10 s are 22.6, 22.6, and 22.3 m, respectively. The
trajectory of the missile with the switch at 8 s presented in
Fig. 6¢ corresponds to a combination of those presented in
Figs. 4c and 3c.

5) Sensitivity analysisWe finally study how the varia-
tions in the initial bearing affect the identification of the
guidance law and the miss distances with IPN. The initial
states of the vehicles are those given in Table Il except
for the heading angle of the missile. We compare three
cases where the inital heading is setytg = 180,175,170
deg, whereupon the initial bearing equaig,) = 0,5, 10

deg, respectively. Note that the second case corresponds to

4
Time (s)

(b) Target's belief distribution histories

Fig. 5.

y (km)

(c) Trajectories of the vehicles

Example 3; command to line-of-sight



is 36.0 m.

With 6(to) = 5 deg, the guidance law is identified as IPN
within 4 seconds. For the detailed analysis of this case, see
Example 1 on page 5.

With 4(ty) = 10 deg, the small deviation and large
bearing in the beginning result in the misidentificationod t
guidance law at first. During the first 2.5 s, the probability

750 m
45 deg

AN
N
N
Sd (m)
AN
A
S

AR
O
6(to) = 10 deg \:\\

\ Y

d(tg) = 5deg N\

Bearing and deviation

of CLOS prevails over IPN and PP, of which PP decreases 0 § (deg) N
rapidly to zero due to the large bearing, see again Figs. 7a 5(to) = 0 N
0) = .
‘ ® 5 10 15 20 25
E 750 m Time (S)
‘T | |45 deg (a) Feature histories
g 2
§e) o 1.
-O L2k
c 0 (deg o RS IPN §(to) = 0 deg
ts=8s ty=10s c . IPN 5(t0% = 10 deg
21 3 0.8 IPN 5(to) = 5 deg
g =08 W/ da(m) 3 |
0 NS o 0.6+ PP (o) = 0 deg
S~ < b5 PP§(tp) = 10 deg
\ ‘ N A 5 B PP§(to) = 5 deg
OO 5 10 15 25 o 0.4
Time (s) @ s
n(a) Feature histories; denotes the switching time. = Y ‘/ 8::82 g((fo) = godggg
)=
z 3 (o 88 6(t0; — 5 deg
o L ‘ 2 ety
e IPN o e ~ 3
30.8 Time (s)
>
; 0.6 | (b) Target's belief distribution histories
S Fig. 7. Example 5; sensitivity analysis
o 04
Q
% 0.2 and 7b. However, as the deviation increases, the probabilit
S |t i of IPN saturates to one in 4 s. The resulting miss distance
) 16 20 is now 22.2 m.

(b)

8 12
Time (s)

Target's belief distribution histories.s denotes the

switching time.

Missile

Aircraft

Fig. 6.

y (km)

(c) Trajectories of the vehicles

Example 4; pure pursuit and ideal proportional natitm

In summary, the uncertainty regarding the guidance law is
larger during the first few seconds when the initial bearing
is different from the design paramet& = 5 deg. Conse-
qguently, the identification of the guidance law is somewhat
delayed. However, the differences between the identifinati
times are small, whereby the controller as a whole appears
to be insensitive to variations of the initial bearing from

V. DISCUSSION

According to the numerical examples, the introduced
adaptive controller identifies the guidance law rapidly and
reliably, whereupon efficient endgame evasion maneuvers
can be performed. The bearing and deviation are suitable
choices for the features, on the basis of which the guidance
law of the missile can be identified. Likewise, the utilized
receding horizon control scheme appears to provide compe-
tent feedback controls in the maximization of the expected
miss distance. Finally, the utilization of a suitable wanm-
period and time-to-go limit in the updating of the target’s
belief distribution prevents the potential misidentifioatof
the guidance law, which would result from disinformative



values of the features at the launch time and during the
endgame, see, e.g., Fig. 3a. [1]

The repertoire of the guidance laws available in the
adaptive controller can be extended in a straightforward?
manner. At first, the considered feedback guidance law musg;
be implemented in the controller. The more demanding part
is the determination of suitable features and probability[4]
density functions characterizing the particular guidaiaee
However, simulations and the operational principle of the[5]
guidance law can be used to provide an insight into this task.
At first, a set of features should be extracted by studying theg;
operational principle of the respective guidance law. Then
suitable probability density functions of the featuresidde 7]
constructed on the basis of feature histories obtained fror%
the simulations. Finally, the feasibility of the choice®shl
be validated computationally. For example, guidance laws®!
based on optimal control theory and the theory of diffewnti
games [14], [24] as well as various loft schemes could9]
possibly be appended in the controller via the procedure
described above.

In the control phase, the optimization is performed withi10]
respect to the expected distance between the vehicles at the
end of the planning horizon. This renders the computational
complexity of the optimization problem proportional to the[11]
number of available guidance laws. Hence, the larger ﬂT?Z]
arsenal of the guidance laws, the less tractable the problem
is. One way to circumvent the increase in the computational
load is to assume that the guidance law associated with t[ﬁ]
highest probability is the true one, and optimize the cdatro
of the aircraft against the missile guided by the particular
guidance law. (1

The applied belief model can be extended to cover alggs)
other elements of the problem including uncertainty. For
example, different missile types could be categorized b[Xe]
another parameter which could be identified similarly than
the missile’s guidance law. Again, feasible features and
probability density functions of them should be derived OTH
the basis of the simulations and properties of the missile
types. In addition, the state of the system at each instali]
could be estimated from the state measurements by using,
e.g., the extended Kalman filter that could be incorporated
into the Bayesian framework as well [25]. [19]

VI. CONCLUSION [20]

Considering the avoidance of a guided missile, it is es-
sential that different properties of the missile are known d21]
identified correctly by the target. We introduced an adap-
tive controller for computing near-optimal controls of thepy)
aircraft avoiding an air combat missile using a guidance law
unknown to the target. The numerical examples present?g]
in the paper suggest that the introduced controller idestifi
the guidance law by the endgame, whereupon efficient last-
ditch evasion maneuvers can be performed. In addition to e
guidance law identification, the controller can be extended
to take into account also other sources of uncertainty in trieb]
missile avoidance problem.
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