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In this thesis, issues related to the design and implenientat a micro-electro-mechanical angular velocity sensof
are studied. The work focuses on a system based on a vibratorggyroscope which operates in the low-pass mofle
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the mechanical quadrature signal, and the zero-rate output

The circuit design part concentrates on the design and immaiéation of the integrated electronics required by the
angular velocity sensor. The focus is primarily on the desifithe sensor readout circuitry, comprising: a contindopis
time front-end performing the capacitance-to-voltag&/j@bnversion, filtering, and signal level normalization; a

bandpas& A analog-to-digital converter, and the required digitahsigprocessing (DSP). The other fundamental
circuit blocks are introduced on a more general level. Addilly, alternative ways to perform the C/V conversion
are studied.
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over the40 Hz bandwidth, with al00 °/s input signal. The system demonstrates the uséafmodulation in both the
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Abstract

In this thesis, issues related to the design and implementaf a micro-electro-
mechanical angular velocity sensor are studied. The warddes on a system based
on a vibratory microgyroscope which operates in the lowspasde with a moderate
resonance gain and with an open-loop configuration of therskary (sense) resonator.
Both the primary (drive) and the secondary resonators ateasd to have a high qual-
ity factor. Furthermore, the gyroscope employs electtmséxcitation and capacitive
detection.

The thesis is divided into three parts. The first part provitie background infor-
mation necessary for the other two parts. The basic praseofi a vibratory micro-
gyroscope, together with the most fundamental non-idesjiire described, a short
introduction to various manufacturing technologies isgivand a brief review of pub-
lished microgyroscopes and of commercial microgyroscappsovided.

The second part concentrates on selected aspects of tieenshestel design of a
micro-electro-mechanical angular velocity sensor. | fhart, a detailed analysis is
provided of issues related to different non-idealitiehi@ $ynchronous demodulation,
the dynamics of the primary resonator excitation, the camsption of the mechanical
quadrature signal, and the zero-rate output. The useAofmodulation to improve
accuracy in both primary resonator excitation and the cors@i@on of the mechanical
quadrature signal is studied.

The third part concentrates on the design and implementatidhe integrated
electronics required by the angular velocity sensor. Thadas primarily on the design
of the sensor readout circuitry, comprising: a continutore front-end performing
the capacitance-to-voltage (C/V) conversion, filteringd aignal level normalization;
a bandpas&A analog-to-digital converter, and the required digitahsigprocessing
(DSP). The other fundamental circuit blocks, which are aspHacked loop required
for clock generation, a high-voltage digital-to-analogneerter for the compensation
of the mechanical quadrature signal, the necessary chargegfor the generation
of high voltages, an analog phase shifter, and the digitaiftalog converter used to
generate the primary resonator excitation signals, tegetth other DSP blocks, are



introduced on a more general level. Additionally, altewetvays to perform the C/V
conversion, such as continuous-time front ends eitheravithithout the upconversion
of the capacitive signal, various switched-capacitor fiemls, and electromechanical
>A modulation, are studied.

In the experimental work done for the thesis, a prototype ofiero-electro-me-
chanical angular velocity sensor is implemented and chetiaed. The analog parts
of the system are implemented with & m high-voltage CMOS (Complimentary
Metal-Oxide-Semiconductor) technology. The DSP part &ized with a field-pro-
grammable gate array (FPGA) chip. Th&00° /s gyroscope achieves®2° /s/+/Hz
spot noise and a signal-to-noise ratio of&@dB over the 40Hz bandwidth, with a
100°/s input signal.

The implemented system demonstrates the usghaihodulation in both the pri-
mary resonator excitation and the quadrature compensafidditionally, it demon-
strates phase error compensation performed using DSP.pN#bke error compensa-
tion, the effect of several phase delays in the analog ¢mcoan be eliminated, and
the additional noise caused by clock jitter can be conshlgraduced.

Keywords: angular velocity sensors, capacitive sensor readout,ciagasensors,
electrostatic excitation, gyroscopes, high-voltage glgsintegrated circuits, micro-
electro-mechanical systems (MEMS), microsystems.



Tiivistelma

Tassa vaitoskirjassa tutkitaan mikromekaanisen kulmensgnturin eli gyroskoopin
suunnittelua ja toteutusta. Tyossa keskitytaan jarjestah, joka pohjautuu varéhtele-
vaan kulmanopeusanturielementtiin. Elementti toimpatistomuotoisesti ja sen reso-
nanssivahvistus on keskisuuri. Kulmanopeussignaaliaitsemiseen kaytetty toisio-
eli sekundaariresonaattori toimii avoimessa silmukaSs#ia ensio- eli primaarireso-
naattorin etta toisioresonaattorin hyvyysluvut oletatsiauriksi. Ensiéresonaattorin lii-
ke heratetdan sahkdstaattisesti, ja resonaattoreideaadign ilmaisu on kapasitiivi-
nen.

Vaitoskirja on jaettu kolmeen osaan. Kirjan ensimmainensisaltaa kahta muuta
osaa varten tarvittavat perustiedot. Tasséa osassa asitdtiksi varahtelevan mikrome-
kaanisen kulmanopeusanturielementin toiminnan perugtdérkeimmat epaideaali-
suudet. Taman jalkeen kuvaillaan lyhyesti erilaisia mikekaanisten rakenteiden val-
mistustekniikoita. Lopuksi kaydaan lapi aiemmin julkajatmikromekaanisia gyros-
kooppeja, ja tutustutaan talla hetkelld kaupallisestiasaléa. oleviin kulmanopeusan-
tureihin.

Toisessa osassa kasitelladn mikromekaanisen kulmareeads jarjestelméatason
suunnittelua. Tassa osassa tutkitaan aluksi, kuinkaseilapaideaalisuudet vaikutta-
vat anturielementiltd saatavien signaalien synkronisgassekoitukseen. Taman jal-
keen esitetdan analyysi ensiéresonaattorin heratyksesadyisesta kayttaytymisesta,
mekaanisen kvadratuurisignaalin kompensoinnista sekédaopeusanturin nollapis-
tesignaalista. Luvussa tutkitaan myxs-modulaation kayttda seka ensidresonaattorin
heratyksen etta kvadratuurisignaalin kompensoinnirkizwklen parantamisessa.

Kolmannessa osassa keskitytaan kulmanopeusanturimaratntegroidun elekt-
roniikan suunnitteluun ja toteutukseen. Tassa osassaajpéapn anturin signaalien
ilmaisuun kaytettavissa piirilohkoissa, jotka esitelia&sityiskohtaisesti. Naista pii-
rilohkoista ensimmainen on jatkuva-aikainen etuastea jokiuntaa kapasitanssimuo-
toiset signaalit jannitemuotoisiksi, suodattaa ne hdlikaistanleveydelle ja normali-
soi niiden tasot. Muut ilmaisun vaatimat piirilohkot ovatigtanpaastaA-tyyppinen
analogia-digitaalimuunnin seka sen jalkeen tarvittaygitaalinen signaalinkasittely.



Muut tarvittavat piirilohkot - kellosignaalit tuottava Neelukittu silmukka, mekaani-
sen kvadratuurisignaalin kompensointiin kaytettévéa kajiinnitteinen digitaali-analo-
giamuunnin, korkeiden jannitteiden tuottamiseen taavit varauspumput, analoginen
vaihesiirrin seka ensitresonaattorin heratyssignaalitava digitaali-analogiamuun-
nin - kasitellaan yleisemmalla tasolla. Samoin muut jaekesan vaatimat digitaaliosat
kasitellaan lyhyesti. Naiden piirilohkojen lisaksi tdssassa tutustutaan erilaisiin ta-
poihin suorittaa kapasitanssi-jannitemuunnos. Naitd esenerkiksi jatkuva-aikaiset
etuasteet, jotka joko suorittavat muunnoksen mekaaaisainintataajuudelta tai se-
koittavat signaalin korkeammalle taajuudelle, erilalsgkin-kondensaattoripiirit, se-
k& sdhkomekaanineém\-modulaatio.

Vaitoskirjaa varten tehdyssa kokeellisessa tydssa wtt@ntja mitattiin mikrome-
kaanisen kulmanopeusanturin prototyyppi. Anturiprogpin analogiaosat toteutettiin
CMOS-puolijohdeprosessilla, jonka viivanleveys aiin:a ja jolla voidaan valmis-
taa erilaisia korkeajannitekomponentteja. Digitaalisggnaalinkasittelyosa toteutet-
tiin ohjelmoitavalla logiikkapiirilla. Anturiprototyypi suunniteltin+100°/s:n kul-
manopeusalueelle. Se saavutt€@° /s/+/Hz:n kohinatiheyden ja 5& dB:n signaali-
kohinasuhteen 40 Hz:n kaistanleveydell&, kun tulosignaaluruus on 1090/s.

Toteutetun prototyypin avulla on osoitettu, kuinkA-modulaatiota voidaan kayt-
taa seka ensidresonaattorin heratyksessa etta meka&nedmatuurisignaalin kom-
pensoinnissa. Lisaksi prototyypilla on toteutettu diglitaen vaihevirheiden korjaus.
Talla korjauksella voidaan poistaa eri analogiaosienugthenien vaihevirheiden vai-
kutus, seké vaimentaa merkittavasti kellovarinan tuagiafisakohinaa.

Avainsanat: gyroskoopit, integroidut piirit, kapasitiivisen antutilkeminen, kapasi-
tiiviset anturit, korkeajannitesuunnittelu, kulmanopanturit, mikroelektromekaaniset
jarjestelmat, mikrojarjestelmat, sdhkostaattinen lysrat
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and demodulated to the quadrature component of the out-
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Transfer function
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Transfer function of an interpolation filter
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placement
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placement after frequency transformation to dc

All forces acting on the y-directional resonator
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placement
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In-phase component of the output of the synchronous de-
modulator in the secondary resonator readout

Spectral density of the mechanical-thermal noise in the
in-phase component of the output after demodulation
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Imaginary unit, commonly also denoted by

Word length at the output of the interpolation filter, en-
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Absolute temperature
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to-voltage converter

Input voltage of the demodulator in the secondary res-
onator readout; output voltage of the respective displace-
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pass filter
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Chapter 1

Introduction

1.1 Background and Motivation

Beginning from the invention of the transistor in 1947 at B Telephone Laborato-
ries, and the realization of the integrated circuit (IC) 859, first at Texas Instruments
as a hybrid IC and later in the same year at Fairchild Semiectod as a fully mono-
lithic IC, the world has witnessed what can be described as@ution in information
processing and communication. Personal computers, lappaptable music players,
digital video disc players, mobile phones, and the intearetbut a few examples
which have been made possible by the rapid development abeléctronics. In par-
ticular, the advances in telecommunications have had disigimt impact on everyday
life, with examples such as mobile phones, electronic naait| different web-based
services.

The rapid development of microelectronics is partiallydzhen similarly rapid ad-
vances in semiconductor manufacturing technologies. & adgances have also made
possible the miniaturization of various sensors, or, inGaber sense, various mechan-
ical components which can be combined with the electrooiésrm what is known as
a micro-electro-mechanical system (MEMS) or a microsystéhe MEMS technol-
ogy extends the application range of microchips beyondlpetectrical phenomena.
A microsystem can sense, for example, acceleration, pedight, angular velocity,
or angular acceleration, it can act as a controlled micppgmi, it can handle fluids
and perform various (bio)chemical analyses, or it can cbiite reflection of light to
form a picture on a screen. In short, the MEMS technology ides/a possibility of
extending the microelectronic revolution even furtheateas where it is necessary to
interface with the real world and its various physical pheeaa.

The history of MEMS devices already extends back for wellrdeeir decades.
The resonant gate transistor published by Nathanson etrahd first time in 1965 [1],
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with more details in [2], is generally considered to be thet fieported MEMS device.
An example of early commercial MEMS technology is the pressensors introduced
by National Semiconductor in 1973 [3]. In Finland, Vaisalarted their technology
developmentas early as 1979, and brought micromechaiicahscapacitive pressure
sensors in volume production in the year 1984. In 1991, ttetelogy was transferred
from Vaisala to the newly-established company Vaisala eldgies Inc., which later,

in the year 2002, became VTI Technologies [4]. The term MEMS&iwas introduced,

according to [5], in the year 1989 at the Micro Tele-Operd&ebotics Workshop held
at Salt Lake City, UT, USA. The introduction is credited t@PiRoger Howe of the

University of California, Berkeley.

MEMS devices currently form a very rapidly growing marketccarding to the
NEXUS Association, Neuchatel, Switzerland [6], the totalrket of first-level pack-
aged MEMS devices in 2004 was 12 billion USD. The projectetuah compound
growth rate until the year 2009 is 16%, so that in 2009 thd taterket will reach a
level of 25 billion USD. The top three products, read/wrigals, inkjet heads, and
MEMS displays, will stay unaltered for the whole period ohd, with displays be-
coming the second-largest product in 2009, ahead of inigatlk.

A significant change in the MEMS market projected by NEXUShis growth of
the share of consumer devices. In 2000, consumer elecsrangounted for 2% of the
total MEMS market, in 2004, 6% (a total of Dbillion USD), and in 2009, the pro-
jected share is 22% (5 billion USD). This means that the anticipated average ahnu
growth rate of the consumer market is over 50%. At the same, tihe market share
of automotive devices will be reduced from 11% (2004) to 8%0@) (still showing
an average annual growth rate of% in USD), and the share of computer peripherals
from 68% to 54%. The three main drivers in the consumer elaits market segment
are large screens (MEMS displays), more storage in digéwmlcgs such as cameras
and music players (read/write heads), and mobile handgatpped with accelerom-
eters, angular velocity sensors, higher-resolution displmicro fuel cells, fingerprint
Sensors etc.

Inertial sensors, which comprise angular velocity senaatsaccelerometers, are
used to measure either the rotation rate or the accelemdt@mbody with respect to an
inertial frame of referendg[7]. According to NEXUS, the market of MEMS inertial
sensors in 2004 was approximatel ®illion USD, and the projected market in 2009
is approximately 4 billion USD. Of this, the consumer market will be approxteig
0.3 billion USD, meaning that roughly half of the estimatedwtto of the inertial
sensor market will come from consumer electronics.

1An inertial frame of reference or an inertial system is at msmoving with a constant velocity. It
is not accelerating, nor does it have any angular velocitgngular acceleration (which are both forms of
accelerating motion).
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1.2 Angular Velocity Sensors

Angular velocity sensors are devices which are used to medka rotation rate of
a body with respect to an inertial frame of reference. Thppliaation areas include
navigation, automotive stability control systems andtyefgstems, platform stabiliza-
tion, including picture stabilization in camcorders andheaas, robotics, and various
input devices.

Traditionally, angular velocity has been measured withtatiog wheel gyroscope,
which is based on the conservation of angular momentum. Hdsdeen replaced by
fiber optic and ring laser gyroscopes in precision applceti Optical gyroscopes are
the most accurate angular velocity sensors available ahtireent, and are used, for
instance, in inertial navigation systems. However, theytao expensive and too bulky
for most of the aforementioned applications. [7]

The automotive applications of angular velocity sensoctuite chassis stability
control systems such as ESC (Electronic Stability Contesl)l safety systems such as
roll-over detection. In particular, the stability contistems have created a rapidly
growing market for low- to medium-priced, medium-accurangular velocity sensors
which can be realized with the MEMS technology [8, 9].

As described earlier, a very rapidly growing MEMS anguldoe#y sensor appli-
cation area is currently that of consumer applications.s€heclude picture stabiliza-
tion in cameras and camcorders, GPS (Global PositionintggBysassisted navigation
and dead reckoning, and various input devices. An examplleeofatter application
is game controllers, which are equipped with angular vgJosénsors. This makes
it possible to control a computer game by just turning the gaontroller in various
directions. Another possible example is a mobile handsethich the user interface
can be controlled by rotating the device.

The MEMS technology offers the possibility of miniaturigithe angular velocity
sensors. At the same time, as a mass fabrication technataggkes it possible to
reduce the price of a single unit, provided that the manufaay quantities are large
enough. Both of these properties can be considered veryntalyeous, especially
when the requirements of consumer electronics are corslder

Almost all the micromechanical angular velocity sensirgnatnts reported in the
literature have been vibratory gyroscopes [7]. The reagoitifs is that, unlike rotating
wheel gyroscopes, they do not require bearings, thus prayigiuch simpler design
and greater long-term reliability. A vibratory gyroscopecomposed of two ideally
decoupled resonators. When the gyroscope rotates abgenigive axis, the Coriolis

2strictly speaking, the terrgyroscoperefers to the traditional rotating wheel device, whereastéim
angular velocity sensatefers to angular rate measurement devices in general. \owtbey are (mis)used
interchangeably in the literature, and the convention pélfollowed here as well.
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effect couples vibration from one resonator to another. Byasuring the coupled
movement, the angular velocity can be resolved.

The pre-history of MEMS angular velocity sensors startsnfttB35, as Coriols
described the imaginary force that causes a moving patticeviate within a rotating
frame of reference. On the basis of this effect, Fou€aised his pendulum to detect
the Earth’s rotation in 1851. In the 1950s, the Sperry GyopsecCompany invented
the Gyrotron angular rate tachometer, a device analogdt@micault’s pendulum. This
device can be considered to be the first successful artifitieditory gyroscope. [10]

The first actual MEMS gyroscopes were piezoelectric devicade out of quartz.
Systron Donner Inertial was the first firm to commercializeuartg vibratory gyro-
scope, in the 1980s. The first batch-fabricated silicon em@chined gyroscope is
usually considered to be the device demonstrated by Thde&sh@tark Draper Labo-
ratory [11] in 1991. [7]

Currently, there are already several companies providigd/8 gyroscopes, both
piezoelectric and silicon devices. However, all aspectriofogyroscope design - the
mechanical element, the electronics required, and themsykvel implementation, as
well as the packaging - have been and still are the subjecstvie research, both in
industry and academia. There are several reasons for this.isthat the challenges
and their solutions depend heavily on the implementatidailde Another is that most
of the research work done in industry is largely unpublisfi@dcommercial reasons.

Perhaps the most important driver in MEMS gyroscope rebear¢he moment
is, however, the market pressure to reduce the price of desttayice to the 1-USD
level. This is a key requirement for both the automotive ama dconsumer market
segments. In order to achieve this, all the three aspettsl lehove - the mechanical
element, the electronics, and the packaging - must be canesidFirst, the mechanical
element must be small and mass-producible, and preferagityuld require no post-
manufacturing trimming. Second, the electronics must ballssnd producible using
a standard technology. Third, the encapsulation of thecdsvinto a standard plastic
package is preferred over special packaging. In partichlenmetic ceramic carriers
dramatically increase the price of a single unit and mustvmédad if possible. A
careful system-level design is necessary to optimize ttsigde of individual parts
and to minimize the manufacturing costs, while assuringtti@required performance
targets are met. Finally, the production of the devices ragiptimized to minimize
the costs. In particular, the testing can make a significantribution to the overall
costs in the production of microsystems and must therefeigbefully considered.

3Gaspard Gustave de Coriolis (May 21, 1792-September 1®)184ench mathematician, mechanical
engineer, and scientist.
4Jean Bernard Léon Foucault (September 18, 1819-Februa®868), French physicist.
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1.3 Research Contribution

The research work reported in this thesis was performed éatithor and others at
the Electronic Circuit Design Laboratory, Helsinki Unisiy of Technology, Espoo,
Finland, in the years 2003-2007. The work has two areas afsfo€irst, it concen-
trates on the system-level design of a MEMS angular vel@gtsor, trying to provide
as general-purpose an analysis as possible of selectett@specond, it concentrates
on the integrated implementation and design of the eleisamequired by the angu-
lar velocity sensor. The research questions that the tliegdended to answer are
what the fundamental system-level non-idealities are riiead to be considered dur-
ing the design of a MEMS angular velocity sensor, and howdhum-idealities can
be addressed by the means of circuit design, in particwaapplying digital signal
processing (DSP) methods whenever possible.

More particularly, the work focuses on a system based onratgty microgyro-
scope, which operates in the low-pass mode with a modersdeaace gain, and with
an open-loop configuration of the secondary (sense) resofia. the secondary res-
onator is not controlled by a force feedback). Both resaisadoe assumed to have a
high quality factor. Furthermore, the gyroscope emplogstebstatic excitation and
capacitive detection.

Although some of the effects of high resonance gain and teaéiy, mode-matched
operation are mentioned on various occasions, they arefrgriroary interest. The
same applies to the use of the force feedback as well. A largriat of the system-
level analysis is independent of the actual excitation agtéation methods, whereas
the circuit design part of the work concentrates purely @ctebstatic excitation and
capacitive detection. Finally, the mechanical design efghnsor element, together
with the sensor packaging, is completely beyond the scofi@so#vork.

Before the system-level design part, the basic propertias/doratory microgyro-
scope and the related excitation and detection mechanisfgst introduced. This
gives the necessary background information for the redtethesis. After this there
follows a detailed analysis of issues related to differemt-idealities in synchronous
demodulation, the dynamics of the primary (drive) resonakeitation, the compen-
sation of the mechanical quadrature signal, and the zeéeostaput (ZRO).

The electronics design focuses primarily on the design efsénsor readout cir-
cuitry, comprising: continuous-time front-end perforigithe capacitance-to-voltage
(C/V) conversion, filtering, and signal level normalizatji@ bandpas&A analog-to-
digital (A/D) converter, and the required DSP. The otherdfamental circuit blocks,
which are a phase-locked loop (PLL) required for clock gatien, a high-voltage
(HV) digital-to-analog (D/A) converter, the necessary rfeapumps for HV genera-
tion, an analog phase shifter, and the D/A converter (DA@dus generate the pri-
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mary resonator excitation signals, together with other D&feks, are introduced in
less detail. Additionally, alternative methods used tdfqren the C/V conversion are
studied on a more general level.

In the experimental work, a MEMS angular velocity sensor designed and im-
plemented; it was based on a bulk micromachined sensor etetasigned, fabricated,
and characterized by VTI Technologies, Vantaa, Finlandl [IBrough extensive mea-
surements, this implementation was used to study varicstesylevel design issues,
together with the transistor-level design of the requirecuit blocks.

The initial ideas for the system structure were provided By Vechnologies in
several discussions. The author is responsible for theegulesnt system-level design
and the related analysis presented in this thesis. The ueatectronics (both the
analog and digital parts) were designed by the author, éxbe®A A/D convert-
ers (ADCs), which were designed by Dr. Teemu Salo. The PL& HN DAC, and
the charge pumps were designed by Mr. Lasse Aaltonen. Hedsrasponsible for
analyzing the effects of noise in the sine-to-square waveasion performed by a
comparator. Different auxiliary circuit blocks were daségl in co-operation between
the author and Mr. Lasse Aaltonen. The measurement setupeadized and the mea-
surements performed by the author and by Mr. Lasse Aaltonen.

The material included in this thesis has been published slean accepted for
publication in [13-23]. Additionally, to extend the studf/tbe sensor front-ends to
switched-capacitor (SC) circuits, the author particigatethe design of a three-axis
accelerometer, published in [24, 25]. In this work, the autberformed the system-
level design, together with the design of the dynamicalsbd operational amplifiers.
The author also instructed the design of the SC C/V convpresented in [26,27] and
applied in the aforementioned system, as well as that pregém[28].

1.4 Organization of the Thesis

This thesis is organized into nine chapters. Chapter 2 ptesbe basic properties
of a vibratory microgyroscope, the most fundamental naalities, and the different
modes of operation, together with the concept of resonaaice ddditionally, a brief
introduction to various manufacturing technologies isvited, and alternative excita-
tion and detection methods are introduced. At the end ofltlapter, a brief review of
published microgyroscopes and of commercial microgyrpssas given.

Chapters 3-6 contain the system-level analysis performékis work. In Chap-
ter 3, the properties of the synchronous demodulation ame@ffiects of various non-
idealities on the final output signals are studied.

In Chapter 4, the primary resonator excitation is studiedhe basic properties
of electrostatic excitation are introduced. After thag thynamics of the secondary
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resonator control loops are studied. The possibility oh@2A modulation to extend
the resolution is introduced.

In Chapter 5, issues related to the compensation of the maiguadrature sig-
nal are studied. First, various compensation methods &medimced. Different ways
to implement the control loop for the compensation are presk concentrating on
a case where the compensation voltage is generated with aaddGhe controller is
digital. In particular, extending the resolution wifiA techniques is studied.

In Chapter 6, one of the most significant non-idealities odagular velocity sen-
sor, the ZRO, is studied. Different sources for the ZRO asewdised, and they are
given a uniform mathematical representation. Ways to nmizenthe effect of these
sources on the final ZRO are considered. How electrostatidmgiture compensation
performed with a dc voltage affects the ZRO is also analyzed.

Chapters 7-8 concentrate on the electronics design angs$kens that was imple-
mented. In Chapter 7, several possible ways to perform théotg of a capacitive
sensor are studied. These include both continuous-timel@sedete-time implemen-
tations. Additionally, the interaction between the readorcuit and the mechanical
element through electrostatic forces is discussed.

In Chapter 8, the implemented MEMS angular velocity sensqrésented. The
system design and the design of the sensor readout elextana introduced in detail.
The other analog circuit blocks and the required DSP areudfs on a more general
level. The measurement results achieved with the impleadesytstem are presented.

Finally, the thesis is concluded in Chapter 9.






Chapter 2

Micromechanical Gyroscopes

As described in the previous chapter, micromechanicalgpopes are mainly vibra-
tory gyroscopes that are based on the transfer of energybattwo oscillation modes
by the Coriolis effect [7]. In this chapter, the basic operabf a vibratory gyroscope
will first be described. The description will be kept at a gahdéevel, and only the
most significant mathematical formulae will be derived.

After this presentation, the mechanical-thermal noisé ithpresent in the sensor
element as a result of energy dissipation will be described,forms the fundamental
noise floor of the gyroscope. Next, different mechanismsdha available to excite
and detect movements in the resonators in the gyroscopbkenitesented. Finally, the
fundamental properties of different manufacturing tedbges used to realize micro-
gyroscopes will be described.

The target of this presentation is to give a basic understgraf vibratory gyro-
scopes, which is necessary for system and electronicsrdeBigr more details, the
reader is referred to one of the many textbooks availableasicbnechanics [29, 30],
vibrating structures [31], or microfabrication [32, 33].

Another part of this introductory chapter consists of afdiierature review of the
published micromechanical gyroscopes. In the review, tihdge implementations that
address the necessary readout and control electronicbevikescribed. After that, a
survey of commercially available microgyroscopes will megented.

2.1 Operation of a Vibratory Microgyroscope

To understand the operation of a vibratory microgyroscag@mple mechanical res-
onator will be studied first. Then a brief introduction to eriolis effect will be given.
Finally, the 2-dimensional (2-D) equation of motion (EoMyjuired to understand both
the operation and the most significant non-idealities obaatbry microgyroscope will
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be written. From it, the formulae for the Coriolis signalukisg from angular velocity
will be derived. Finally, the dynamic operation will be catered.

All the analysis in this section will be performed for a lineasonator, or a system
of linear resonators. However, the formulae can be striighardly generalized to tor-
sional resonators as well, by replacing masses with moneéimertia, displacements
with angles, and forces with torques. Naturally, this aksguires various parameters,
such as spring constants and damping coefficients, to agsaper units (for example,
Newton-meters per radian instead of Newtons per meter fprinagsconstant).

2.1.1 1-Degree-of-Freedom Mechanical Resonator

A schematic drawing of a 1-degree-of-freedom (DoF) meat@mesonator is shown
in Fig. 2.1. Itis formed by a mass m, which is supported in suelay that it can move
only in the x-direction, a massless spring k, and a dashpuopédaD.

s

[

D

Figure 2.1 A 1-DoF resonator, formed by a mass m, a spring k, and a damper D

If the mass is displaced from its rest position by a distanthe positive direction
of x is defined in the figure), the spring causes a restoringgfor

Fc= —kx, (2.1)

wherek is the spring constant. Next, if it is assumed that the dagigipurely viscous,
then if the mass moves with a velocity= x (the dots denote derivatives with respect
to time), the force exerted by the damper is

Fp = —Dv= —Dx, (2.2)

whereD is the damping coefficient. Newton’s second law of motionestdhat in an
inertial frame of reference, the sum of all the forces actingy mass is the mass times
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its acceleration, or
> F=ma. (2.3)

Now, the 1-dimensional (1-D) EoM for the system can be wrmitie
—kx—Dx+F =mX, (2.4)

where the acceleratian= v = X, andF is any external force that is acting on the mass.
By reordering,
mX+ DX+ kx=F. (2.5)

By taking a Laplace transformation of this and regroupihg,transfer function from
the forceF to displacement can be written as

H(s)—i— 1 B 1/m
~ F m+Ds+k £+ (wp/Q)s+wp’

(2.6)

wherewy = \/Wn is the resonance frequency or the natural frequency @rd
vkm/D is the quality factor of the resonator

The magnitude and the phase of the transfer function (2.8) fasction of fre-
quency (at real frequencies) can be resolved by substitstia jow = j - 21tf. They
are

H(jw)| = 1/2m (2.7a)
V(6B - 0?) + who/
and
H(jw) = arctanW (2.7b)
respectively.

As an example case, a microresonator with the parametes givTable 2.1 will
be considered. With these values, the resonance frequansy63krad's, or fg =
wp/(2m) ~ 10kHz, andQ ~ 1000.

Table 2.1 Example parameters for a microresonator.

Parameter Value
m 2.5ug
k 10N/m
D 1.6-10 "kg/s

The magnitude and phase of the transfer function (2.6) attepl in Fig. 2.2. The
figure shows the most important qualitative properties ef titansfer function, and

1in this thesis, the symb@) is also used to denote the amount of charge. If there is alplitysthat the
two meanings o€ can be confused, the relevant meaning will be clearly statéue text.
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how they relate tay (fp) andQ. In the magnitude plot, at low frequencies, the value
is equal to ¥(mw3) or 1/k. As the resonance frequency is approached, the magnitude
of the transfer function starts increasing. At the resordnequency, whew = wy,

the value isQ times higher, being equal ©/(mwg) = 1/(Dwy) or Q/k. At high fre-
guencies, the magnitude rolls off with a slope of 40dB peraeeade of frequency. In

the phase plot, the phase starts‘aafd reaches a phase shift-e9(° at the resonance
frequency, and finally-180° at high frequencies.

By carefully examining the magnitude plot, it can be seehtth@actual maximum
is reached slightly before the resonance frequency andthleatnaximum is higher
thanQ/k. This is illustrated in the inset in Fig. 2.2 (a). By diffetiating Eq. (2.7a)
with respect taw, setting the derivative equal to zero, and solvingdpthe frequency
where the magnitude plot reaches its maximum is found to be

1

L5 (2.8)

W=0wy-

assuming tha® > 1/+/2. The maximum is equal to

o 1o ). Q. 2Q
H<Jm0. 1 2Q2>‘mu% N (2.9)

If Q < 1/v/2, the maximum is always found at= 0, and is equal to Amw3). From
Egs. (2.8) and (2.9), it can be seen thatas- «, then the frequency at which the
maximum is reached approachasand, at the same time, the maximum approaches
Q/(mw3). In a practical case, the ratio between the maximum gainrengdin reached
atuy is very close to unity and hence the difference can be distlega For example,

if Q= 100, the ratio is approximatelyd000125, and ifQ = 10, the ratio is approxi-
mately 100125.

From Fig. 2.2 and from Eqgs. (2.8) and (2.9) it can be seen titiresonator is
excited at its resonance frequency then even with a reakoloabquality factor, the
displacemenk reached with a certain driving forde is maximized to a very good
accuracy. In this case, the displacement of the resonatoratf0 phase lag with
respect to the force. The velocity of the resonaterx is then in phase with the force.
Only with very low quality factors, the difference betwe&e maximum displacement
and the displacement reached at the resonance frequermyegsignificant.

Figure 2.3 shows another way to represent a mechanicalatsorThis kind of
model is useful for implementation, for example, in a siniolaenvironment such as
Matlab Simulink, or in a system modeling language such as VIAMS [34] (VHDL
is an abbreviation for VHSIC Hardware Description Languagleere VHSIC stands
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Figure 2.2 Transfer function of an arbitrary resonator, with= 10kHz andQ = 1000. (a)

Magnitude transfer plot, with the inset showing a detail@wof the maximum. (b) Phase
transfer plot, with the inset showing a detailed view arotirelresonance frequendy.
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for Very High-Speed Integrated Circuit. AMS stands for Asgalnd Mixed-Signal
extensions). By writing an equation febased on the block diagram, it can be verified
that the model corresponds to Eq. (2.6).

F—= um @* 1x,

—D/m

—k/m

Figure 2.3 A model of a resonator.

2.1.2 ldeal 2-Degree-of-Freedom Mechanical Resonator imértial
Frame of Reference

The preceding analysis can be easily extended to a 2-DoRatzsan an inertial frame
of reference. A schematic drawing of such a system is showigirn2.4.

OO

[OXO)

Figure 2.4 A 2-DoF mechanical resonator.

In the figure, the four rollers are used to symbolize the faatwhen the mass m is
moving in the x-direction, the y-directional spring and gaemk, and B,y have no ef-
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fect on its behavior, and vice versa. Thus, the system ca@ptivo 1-DoF resonators,
one formed by the spring, the damper B, and the mass m, and the second by the
spring ky, the damper [3,, and the mass m. Both springs are assumed to be massless.
In the configuration depicted in Fig. 2.4, the masses of bwixt and y-directional
resonators are identical and equaioHowever, in order not to limit the generality of
the following analysis, the mass of the x-directional regonwill be denoted byn,
and that of the y-directional resonator ivy.
The 2-D EoM for the system can now be written as

),(,+D)_(
y y

m 4k ¥ =F, (2.10)

Yy

wherem, D, andk are the mass, damping, and spring matrices, respectivaly; &
the excitation force vector. The termsandy denote the displacements of the x- and
y-directional resonators.

By substitutingm, D, k, andF into (2.10), it can be written as

0| |X D 0| |x k 0] [x F
my 4+ XX ‘4 XX — ™ 2.11)

0 my| |y 0 Dyl |y 0 kyy| |Y F
Here,F andFy, denote the x- and y-directional exciting forces, and thelsyisDyy,
Dyy, kxx, andkyy are defined in Fig. 2.4. The x- and y-directional resonatoedialy

decoupled, having their own resonance frequerwiggindwgy and quality factor€)y
andQy. The transfer functions (2.6) can be written independeotiyoth resonators.

2.1.3 Coriolis Effect

Next, the Coriolis effect, which is the fundamental basithefoperation of a vibratory
gyroscope, will be described. As shown in Fig. 2.5, a rotafimame of reference
is defined by the axe€, y, andZ. This system rotates counterclockwise within an
inertial frame of reference, defined by the axeg, andz, with an angular velocitf.

An observer situated in the rotating frame of reference i€klag a particle mov-
ing radially away from the rotation ax& along the axig/. To the observer, it appears
as if there is a force and hence an acceleration that causésjactory of the particle
to deflect clockwise, as indicated in the figure. In realitywiver, there is neither
force nor deflection, but the particle follows a straighjectory in the inertial frame of
reference and only seems to deflect because the observeatiagavith the system, a
fact obvious to another observer situated in the inertahfe of reference. This effect
is called theCoriolis effectand the imaginary force and acceleration@wiolis force
and theCoriolis accelerationrespectively.
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N

Trajectory of the
moving particle

X

Figure 2.5 Frame of reference formed by the axts/, andZ, rotating with an angular velocity
Q with respect to an inertial frame of reference.

Next, the magnitude of the Coriolis force will be solved. Tedocity V of the
particle in the inertial frame of reference can be written as

V=v+Qxr, (2.12)

whereV is the velocity of the particle in the rotating frame of refece,Q is the
angular velocity of the rotating frame of reference withpes to the inertial frame of
reference, and is a position vector from the origin of the rotating frame efarence
to the particle. For the sake of generality, all the velesitboth linear and angular, are
expressed as vectors and hence can have an arbitrary alirecti

Next, by differentiating Eqg. (2.12) with respect to timegethcceleration of the
particle in the inertial frame of reference can be written as

a:é"+2(fzxx7)+fzx(ﬁxﬁ), (2.13)

whered is the acceleration of the particle in the rotating frameedérence. Now,
Newton’s second law of motion in the inertial frame of refese,

S F=ma, (2.14)

can be written in the rotating frame of reference, by sulnstity (2.13) and regrouping,
as

Zﬁ—Zm(ﬁxV’)—n@x(éxF’):nﬁ’ (2.15)
Finally, if the rotating frame of reference is additionalgcelerating with respect to the
inertial frame of reference with a linear acceleratiés and an angular acceleration
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Orot, EQ. (2.15) can be written in its final form as
Zﬁ—Zm(éxV’)—mﬁx(ﬁxf’)—nﬁrot—nﬁrotxf’:nﬁ’. (2.16)

In (2.16), there are four imaginary forces acting on theiglarin the rotating (and
accelerating) frame of reference. The first force, equal:tm(f) X \7’), is the Coriolis
force and the second, equal tamQ x (Q x F’), is the centrifugal force The other
two forces,—mt and —MG ot X r’, are the forces caused by the linear and angular
acceleration of the rotating frame of reference, respelstivWhereas the last three
terms can be significant sources of error in a vibratory gyop€, something which
needs to be taken into account in the design, for the actahtipn of the gyroscope,
the Coriolis force is the only component of interest.

In principle, an angular velocity sensor could also be basdtie centrifugal force.

By measuring this force with a linear accelerometer, theukargvelocity can be re-
solved. However, if this kind of measurement setup is udeel stgn of the angular
velocity cannot be determined. This is because the cegtifiorce is proportional to
the angular velocity squared. Therefore, such a sensordwaote appropriately be
called an angular speed sensor. Another problem with thig & measurement setup
is that it is dependent on the raditls representing the distance of the accelerometer
from the rotation axis. This measurement method is alsoitsento linear accelera-
tions, which cannot be canceled in a general case.

If the system shown in Fig. 2.4 is now considered in a rotafiage of reference,
and it is further assumed that the applied angular veld2ity about the z-axis with a
magnitudeQ; (in rad/s), the Coriolis force acting on the y-directional reson&o

Fcﬁy == —2rT})(§22VX == —2|’T})(§22X7 (217&)
while the Coriolis force acting on the x-directional restmas

Fex = 2mQ,vy = 2m/Qyy. (2.17b)

2.1.4 Real 2-Degree-of-Freedom Mechanical Resonator Fomg a
Vibratory Gyroscope

Now, the 2-D EoM (2.11) can be reformulated taking the Cagieffect into account.
Furthermore, two non-idealities, namely non-proportloiaanping and anisoelasticity,
will be considered [35].

2The last two terms also form the basis of the operation ofeafitand an angular accelerometer, respec-
tively.
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Non-proportional damping is an effect whereby the massligested in a certain
direction to a force that is proportional to the velocity mogher direction. If it is still
assumed that all damping in the system is viscous, the nopeptional damping can
be modeled by adding the off-diagonal teridg, andDyy to the damping matrix.
Similarly, anisoelasticity means that a spring force prtipoal to the displacement
in one direction is acting on the mass in another directidme @nisoelasticity can be
modeled by adding the off-diagonal terigg andkyy to the spring matrik.

By adding the off-diagonal terms and the excitation causethe Coriolis effect,
the 2-D EoM for the system can now be written as

rT}x 0 X + DXX ny X + kxx kxy X
0 my| |y Dyx Dyy| |y kyx  kyy| |Y
0 2Q,my | X n Fx

-2Q,m 0O vl R

In the case of a vibratory gyroscope, the coupling betweemekonators is weak.

Therefore, it can be approximated that both x- and y-diogeti resonators still act as
1-DoF resonators with a single resonance frequency andespamding quality factor.

(2.18)

Now, on the basis of Eq. (2.18), the operation of a vibratorgogcope can be
understood as follows. The x-directional resonator in aatiry gyroscope is called
the primary resonatoror the drive resonator It is typically excited at its resonance
frequencyuxy, called theoperating frequencgysing the external forcg,, and its vi-
bration amplitude is kept constant/gt by some form of control. Thus, the position of
the primary resonator can be written as

X(t) = Axsin(woxt) , (2.19)

wheret is the time.

The y-directional resonator in a vibratory gyroscope isechthesecondary res-
onatoror thesense resonatoBy assuming that the external forEgused to excite it
is zero, corresponding to open-loop operation, then, bardgqgs. (2.18) and (2.19),
the EoM for the secondary resonator can be written as

MY + Dyyy + kyyy = — { Axowox [2mcQz + Dyy] - cos(waxt ) +

(2.20)
KyxAx - Sin(wot) }-

By disregarding the non-proportional damping and the aésticity for a moment
(i.e. settingDyx = kyx = 0), this simplifies into

myy + Dyyy + Kyyy = — 2Ax000x M Q27 - COS( oyt ) - (2.21)
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Now, with the help of Eq. (2.7a), the displacemg(t} of the secondary resonator can
be written as

t)=— 2A500x M Q)
m (66— h,) + Bh,/5

whereq is the phase shift of the secondary resonator transferiimat the operat-
ing frequencyunx. By defining a parameter, which describes the separation of the
resonance frequencies of the primary and the secondanyatess, as

y( -cos(woxt + @), (2.22)

K= &, (2.23)
GWox
Eq. (2.22) can be rewritten as
y(t) = AME, -cos(Woxt + ). (2.24a)

w0y (K2 — 1) + K2/ QE
The phase shifp can be defined by substitutimginto (2.7b), yielding

K
o= arctanmy. (2.24b)
Non-proportional damping causes an additional outputaigorresponding to the
angular velocity

Dyx

Qzpyx = 2m, (2.25a)

which is in phase with the actual Coriolis signal, whereadsaglasticity causes a signal
corresponding to the angular velocity

k
Qzyx = —2 2.25b
P 200y (2:250)
which has a 90phase shift with respect to the Coriolis signal and is herdled the
mechanical quadrature signal

2.1.5 Modes of Operation of a Vibratory Gyroscope

The parametex is important in describing the gyroscope’s operation, dsfines how
the resonance frequencies of the primary and secondargatss are located with
respect to each other. Three distinct cases can be identified first case is when
K > 1 and the operating frequency is in the flat part of the seayrrésonator transfer
function (much below 10kHz in Fig. 2.2). In this case, it isdsthat the gyroscope
operates in théow-pass mode By letting Kk — o« in Eq. (2.24a), the displacement
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caused by the angular veloci};, can be written as

y(t) = —% -cos(wnd) (2.26)

where it has also been approximated that 0.

As an example, if the massex andmy are equal and if the operating frequency
fox = 1kHz and the resonance frequency of the secondary resofigter 10kHz,
then, with an angular velocity of 100s (175rad’s), the amplitude of the Coriolis
movement is approximately.Gppm (parts per million, 1) of the amplitude of the
primary movement. This example shows how tiny the Coriolivement is compared
to the primary movement.

When the resonance frequencies are brought closer to ebheh the Coriolis
movement starts getting amplified by the gain of the secon@monator. In this sec-
ond case, the displacement caused by the angular veldgitgn be written as

2A,mQ,

oo (K1) cos(woxt + ). (2.27)

y(t) =
The gyroscope is still operating in the low-pass mode, keistircalledesonance gain
is utilized to amplify the Coriolis movement. The gain degemonly on the mode
separatiork, as long as the quality factor of the secondary resor@jas sufficient.
This is desirable, as it reduces the sensitivity of the gaiaenvironmental variations.
By dividing the amplitude of (2.27) by the amplitude of (2)2the magnitude of the
resonance gain can be shown to be

K2

K2—1

Gres= (2-28)

The magnitude of the resonance gain as a function of the megmeration is plotted in
Fig. 2.6. Here, it is assumed th@§ is large enough not to limit the gain.

If Qy is not large enough, it causes a relative gain error

Gres— Greslim
—Tes —resim! 2.29
Gres ( )

Eres =

whereGes is the ideal resonance gain aBgsjim the resonance gain limited by finite
Qy. The value ofQy necessary to keep the relative gain error befipw is

(2.30)

K
@2 /Eres(Eres+2) (KZ -1) .

For instance, if the mode separatiois- 1.2, the resonance gainGes ~ 3.3. Now,
Qy > 61 is sufficient to keep the relative gain error belad.
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100 - - - :

K ()

Figure 2.6 Resonance gain as a function of the mode separati@ssuming tha@y is large
enough not to limit the gain.

Finally, it should be noticed that although the resonande Gas is independent
of Qy, provided that the quality factor is sufficient, it is stiérssitive to the variation
of k. The sensitivity, defined g81Ges/dK) - (K/Gres), IS shown in Fig. 2.7. From the
figure, it can be seen that with the previous exankpie 1.2, the sensitivity is—4.5.
This means that ik increases by 1%, the resonance gain decrease$by. 4

When the resonance frequencies are brought close enouglelicother, the gain
starts saturating to the value determined@y At the extreme, the modes are equal
andk = 1. This is the third case, which is called thede-matched operatioof
the gyroscope. Now, by setting= 1 in Eq. (2.24a), the displacement caused by the
angular velocityQ, can be written as

2AmQ 2AmQ
- DMesy ZQy-cos(ont—n/Z)z—im( Yy

-Si ) . 231
oMy o, sin(woxt) (2.31)

y(t) =
With k = 1, the phase shifp= —90° or —11/2 radians, which is indicated in the equa-
tions. The resonance gain is now at its maximuequal toQy), meaning that the
Coriolis movement is maximized, but at the same time theiteéihsto the variation
of Qy is maximized as well, and the sensitivity to the variatiom as higt'.

Apart from the three operating modes described above, thesggpe could, in

3Precisely speaking, the gain is not at the exact maximumessrithed in Section 2.1.1. However, for
any practical purposes, the gain is maximized.

4Again, to be precise, whexn= 1, the sensitivity 0fGres to the variation ofk as defined above is low
(close to zero). However, the sensitivity grows very rapa soon ag deviates from the value of one.
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Figure 2.7 Sensitivity of the resonance gain to the variation of the enedparatiork, as a
function ofk.

principle, also be operated in a fourth distinct mode, witkt 1. However, there are
very few examples of this available in the literature [36].

As mentioned at the beginning of this section, the parametisrimportant in
describing the operation of the gyroscope, as it defines tuerseparation and thus the
resonance gain of the device. If only the sensitivity andéselution of the system are
considered, it would be advantageous to ugea close to unity as possible. However,
in a practical design case, there are several other paresweltéch are also affected
by k and need to be taken into account. One of these, the setysifthe resonance
gain to parameter variations, was already described ab@¥ker aspects that need
to be considered include the possible phase instabilithefGoriolis signal and the
mechanical quadrature signal, which can cause instabilibpth gain and offset, and
the shock and vibration sensitivity of the device.

An alternative approach to the use of a 2-DoF resonator wattodpled oscil-
lation modes is to use resonators with multiple DoFs. This @en demonstrated
in [37—-39]. By using a multiple-DoF primary resonator, thivel mode bandwidth can
be increased. With a proper design, the primary resonatgricgrinciple, always be
driven at the secondary resonator resonance frequenacyjegsode-matched opera-
tion despite process and environmental variations. Bygusimultiple-DoF secondary
resonator, the sensitivity of the resonance gain to theingnypode separation can be
reduced. Despite these advantages, this approach hasemonviztely adopted, mostly
because of the increased complexity of the design.



2.2 Mechanical-Thermal Noise 23

2.1.6 Dynamic Operation of a Vibratory Gyroscope

So far, it has been implicitly assumed that the angular ¥glde; is constant in time.
By replacing it with a time-varying angular velocify,(t), the y-directional Coriolis
force in the right-hand side of (2.21) turns into

Foy = —2Ax00dMkQ; (t) - cos(woxt) - (2.32)

If the angular velocity is sinusoidal, with amplitu€l, frequencywg, and phasé, it
can be written a8;(t) = Q;- cogwqt + ¢). The resulting Coriolis force is then

Fey = — Axwoxmk Q7

(2.33)
[ cos((xx — wa)t — §) + cos((wox + wo) t+ ) |

From the equation, it can be seen that the Coriolis forceasnegmplitude-modulated,
with the operating frequenaypy as the carrier. Next, this force excites the secondary
resonator, causing secondary movement.

If the gyroscope is operated in the low-pass mode, both amtibof the result-
ing Coriolis force cause Coriolis movement with equal atople and phase shift.
However, the closer the resonance frequencies are broagéddh other, the more
the higher-frequency sideband is amplified relative to tveer-frequency sideband.
The phase shifts also start differing. At the extreme, wittdermatched operation,
both sidebands go through the same amplification againuffgient quality factor is
assumed. In this case, the8dB bandwidth of the gyroscope is equatbg,/(2Qy).

This difference in the gain and phase shifts of the two siddbés revealed when
the output signal is synchronously demodulated into insphand quadrature com-
ponents. The effect will be studied in Chapter 3, togethéh whe other effects of
synchronous demodulation.

2.2 Mechanical-Thermal Noise

Like all dissipative systems, the mass-spring-dampeesysif Fig. 2.1, which is a

fundamental part of a microgyroscope, also exhibits théno@e. From the Equipar-
tition Theorem of energy and the Nyqvist Relation [40, 44§ power spectral density
of the noise force in R/Hz can be written as

FZ = 4kgTD. (2.34)

Here kg is the Boltzmann constant, equal t88066 10-23J/K, T the absolute tem-
perature, and the damping coefficient as defined earlier. For the y-dioeet res-
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onator,D should be replaced witDyy.

This noise force is a direct analog of the Johnson noiggT(R whereR is the
resistance) related to electrical resistances. The esipresare identical, as both forms
of noise have the same physical background.

In a gas damped system, the noise force is caused by the Bnowrdtion of the
gas molecules surrounding the resonator. The random maxteshehe molecules
causes random collisions between the molecules and theatsoThis, in turn, cre-
ates the noise force, with a power spectral density equa2.®4]. Similarly, in an
acoustically damped system, random lattice oscillatiansse the noise force, which
again has the power spectral density given in Eq. (2.34).

The noise force next excites the respective resonator &ades noise movement,
which then traverses through the readout system. The cbontegechanical-thermal
noise will be revisited in Chapter 3, after the effects ofdymnous demodulation have
first been introduced. Only then is it possible to reduce thegy spectral density of
the noise force (2.34) to input angular velocity.

2.3 Excitation and Detection

In Section 2.1, the structure and operation of a vibratorgragiyroscope were de-
scribed. The gyroscope is composed of two resonators, timaprand the secondary
resonators. For proper operation to be possible, the pyimesonator needs to be
driven into vibration with a certain amplitude, and the aitojole typically needs to be
monitored. The Coriolis force couples this vibration to #egondary resonator when
the sensor is being subjected to angular velocity. In orddret able to resolve the
angular velocity, the secondary resonator vibration atseds to be detected.

To both generate and sense the movements, there is a neednfechanism to
access the resonators from outside. The driving of the pyimesonator requires
a method to excite or to actuate the resonator, that is, tergenthe forcd in
Eg. (2.18). In a microelectromechanical gyroscope, theadot needs to convert an
electrical signal, either a voltage or current, into a foiSinilarly, the detection or the
readout of both resonators requires a method to convertisitign of the resonatox(
ory) to a quantity which can be measured with an electronic tircu

Ideally, the excitation and detection should have no sieces. This means that
the excitation should only generate an externally corghdd force, without affecting
the other parameters of the resonators. Likewise, the ti@beshould only convert
the displacement into an electrical signal, without disitog the system being mea-
sured, for example by altering the resonator parameterheacttual displacement
being measured. Unfortunately, this is not necessarihagdthe case. Therefore, the
side effects should be carefully considered. Their elitidmeor compensation usually
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requires them to be accounted for in the mechanical desibis. implies that the de-
sign of the interfaces between the electrical and mechkahiraains is a critical area
where a sound knowledge of both domains and their interasi®required.

Typical excitation mechanisms that have been utilized bratory microgyro-
scopes are electrostatic (capacitive), piezoelectrit gdectromagnetic actuation. The
detection methods are capacitive, piezoelectric, andpésistive detection. [7] Next,
all these methods are described very briefly [42, Ch. 5]. @dexamples will be given
in Section 2.5.

In this thesis, the focus will be on electrostatic excitatémd capacitive detection.
A more detailed presentation of electrostatic excitatidhive given in Chapter 4. The
details of capacitive detection will be considered at thgifi@ing of Chapter 7. In the
same chapter, the side effects of capacitive detectiont(ekatic spring softening and
the nonlinear electrostatic forces) will be analyzed.

In capacitive excitation and detection, there are two ebelets that form a parallel-
plate capacitor. One of the electrodes is fixed, while themd#tectrode moves with
the resonator. For excitation, an attractive electrasfatice can be generated between
the electrodes by applying a voltage between them. For tietethe structure forms
a position-dependent capacitor. By measuring the capaeitaf this structure, the
position can be resolved.

In piezoelectric excitation, an electric field applied iniagmelectric material gen-
erates the exciting force. Common piezoelectric matendside quartz, zinc oxide
(Zn0), lead zirconate titanate (PZT), and aluminum nit(@&lN). Likewise, in piezo-
electric detection, a force applied to the material cause@sydng voltage. By measur-
ing the voltage, the deformation can be resolved.

In electromagnetic actuation, a magnetic field is used tegae the force. The
magnitude of the force can be controlled, for instance, byreent loop.

In piezoresistive detection, the displacement causes amécdl stress, which in
turn causes the resistance of the piezoresistor to vary. &ysaring the resistance,
the stress and hence the displacement can be resolvedicbnsihicrostructures, a
piezoresistor can be formed by a simple n- or p-doped ardaeirse¢miconductor, or
by a polysilicon (polycrystalline silicon) structure. §ie-crystal silicon piezoresistors
are highly temperature-dependent, requiring some formoofpensation such as the
use of the well-known four-resistor Wheatstone bridge. dtysgilicon piezoresistors,
the temperature dependency is lower, but so is the stresgigiy

Of these techniques, capacitive excitation and detectimgther with piezoresis-
tive detection, are compatible with a standard silicon tebbgy. Piezoelectric excita-
tion, which has the advantage of being able to generate éxgjtation forces, requires
either the use of a substrate made out of a piezoelectricrimateuch as quartz or
ZnO, or special processing steps to deposit piezoelectienal onto a silicon sub-
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strate. Still, large excitation voltages are required. N excitation, on the other
hand, typically requires magnetic materials to generatersmpnent magnetic field,
which complicates the sensor manufacture and/or packaging

Apart from these methods, there are some more exotic detectethods. In op-
tical detection, a light-emitting device and a photodeteare used to measure the
displacement. Finally, in tunneling-based detection renélijunction is formed over a
small gap between the moving structure and the fixed streictline displacement of
the moving structure results in a change in the gap, whighsathe tunneling current.
As the tunneling current varies exponentially with the géjs can permit very sen-
sitive detection. Usually a feedback is used to keep the gdgtee tunneling current
constant. However, a significant disadvantage of tunnedeed detection is that it is
very sensitive to temperature variation. [43]

2.4 Manufacturing Technologies

The technologies used to manufacture micromechanicatég\an be broadly di-
vided into two groups, bulk and surface micromachining. Utkbmicromachining,
microstructures are formed by selectively removing padsifbulk material, such as a
single-crystal silicon wafer. In surface micromachinimgcrostructures are formed by
growing and etching different kinds of films on top of a sugjmyy structure, such as a
silicon wafer. The division between these two groups is metise, and technologies
can be found which either seem to fit into both of these group®mot fit into either
one. However, for the purpose of this brief introductiontie various technologies,
this rough division is sufficient.

Another division can be made between single- and two-chjgeémentations. This
classification is more accurate, as in single-chip impldaténs, both the microme-
chanical and the microelectronic parts are located on destig, whereas in two-chip
implementations, they are on separate dies which are thabioed, using, for exam-
ple, wire bonding.

In this section, bulk and surface micromachining will firgt briefly described.
Next, the properties of single- and two-chip implementaiwill be compared. In
Section 2.5, where various published microgyroscopededlaiin the literature will
be discussed, examples of both bulk and surface micromedkievices and of single-
and two-chip implementations will be presented.

2.4.1 Bulk Micromachining

In bulk micromachining [33, Ch. 5] [44], which is sometimdsareferred to as sub-
strate micromachining, microstructures are formed bycsekly removing parts from
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bulk material. This material can be, for example, a singiestal silicon wafer. Addi-
tionally, patterned wafers are frequently bonded togetthésrm more complex struc-
tures or to hermetically encapsulate microstructures evlabnding can be performed
using techniques such as fusion bonding or anodic bondagJB. 17].

Patterning is performed using various etching techniq@2sCh. 11] [44]. These
techniques can first be divided into wet and dry etching. Ihetehing, the wafer is
immersed into an etching solution, which then removes butemal from areas which
are not covered by some form of protective mask, such assitioxide (SiQ) or sil-
icon nitride (S§N4). In dry etching, either vapor or plasma is used to removeradt
from the unprotected areas. The depth of the etched stesctan be controlled by
either timed etching or by some form of etch-stop layer whitdps the etching in a
certain direction. The latter option typically leads to rhuore precise control.

Second, etching techniques can be divided into isotrogl@aisotropic etching. In
isotropic etching, the etching proceeds evenly in all dicgrs. In anisotropic etching,
some directions are etched more rapidly than others. Fangbea in the anisotropic
wet etching of silicon, the etching speed in the directiomertain crystal planes can
be hundreds of times greater than in others. In anisotragietthing, such as DRIE
(Deep Reactive lon Etching), the direction perpendicubathie wafer is etched far
more rapidly than the direction following the plane of thefgvaln this way, deep and
narrow trenches can be formed.

Using bulk micromachining, large devices in both weight aizé can be realized.
As will be shown later in Section 3.5, a large mass correspaéadow mechanical-
thermal noise in microgyroscopes, as well as in micromeichhaccelerometers. Ad-
ditionally, single-crystal silicon is an excellent meclahmaterial, as it is very linear
and strong and its parameters are very stable [32, Ch. 4].

2.4.2 Surface Micromachining

In surface micromachining [33, Ch. 6] [45], microstructsieee formed by growing and
etching different kinds of films on top of a supporting sturet This supporting struc-
ture can be, for example, a silicon wafer. The most commosdgstructural material
is polysilicon. Other possible materials include varioustats and amorphous silicon
nitride. The available etching techniques corresponddsdtdescribed in conjunction
with bulk micromachining.

Surface micromachining is based on the use of sacrifici@riayo form freely-
moving structures [32, Ch. 22]. A very simple illustratioftlais is shown in Fig. 2.8.
First, a sacrificial layer, in this case SiOs deposited onto the substrate and an an-
chor point is patterned (Fig. 2.8 (a)). Next, the structpaysilicon is deposited and
patterned to form the desired structure, in this case a b&an.8 (b)). Finally, the
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sacrificial layer is removed, leaving the final freely-mayistructure (Fig. 2.8 (c)).
With proper planarization, multiple layers of structurahterial can be patterned and
then released, making possible the manufacture of very lBnsgructures.

@) SiOy

4

Single—crystal Si

(b)

Single—crystal Si

(©

F

Single—crystal Si

Figure 2.8 Simple illustration of a surface micromachining procesd #re use of sacrificial
layers.

With surface micromachining, much smaller structures camdalized than with
bulk micromachining. The achievable masses are also smbdkding to a higher
mechanical-thermal noise level.

In order to achieve larger masses, a so-called epi-poly e be uset An epi-
poly is a thick structural polysilicon layer, grown on Siim on a silicon substrate
[32, Ch. 6]. By patterning the epi-poly and then releasingething the underlying
sacrificial SIQ film between the structure and the substrate, much thickectsres
and hence larger masses can be realized than with thin films.

Another alternative way to realize larger masses is withugeeof an SOI (Silicon-
on-Insulator) wafer as the starting material. An SOI wafangists of a thick single-
crystal silicon wafer, the so-called handle, on top of whachSiQ film is grown. On
top of the SiQ, there is another single-crystal silicon layer, which iscmuhinner
than the handle, with typical thicknesses ranging from arieeters to several dozen
micrometers. This layer is called the structural layer. fdstructures are formed in the
structural layer and released by etching the sacrificiap Sl between the structural
layer and the handle. [46]

5The term epi-poly is contradictory, as the term epi referaricepitaxial film which is single-crystal,
whereas poly means polycrystalline. The term is used te#tdithat the film is grown in an epireactor under
epi growth conditions, but the growth is performed on an ahous substrate, such as $i{B2, Ch. 6]
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Epi-poly and, especially, SOI technologies are sometinoesidered to be sepa-
rate categories from actual surface micromachining. Is ¢hse, only the actual thin
film technologies are considered to be surface micromantinHowever, in the in-
terest of keeping this presentation simple, they are iredud the group of surface
micromachining technologies.

2.4.3 Single- and Two-Chip Implementations

Microelectromechanical devices can be divided into twoasaf@ groups, according
to whether the micromechanical and electronic parts are single chip or on two
separate chips. If the structures are on a single chip (alsak as monolithic or fully
integrated implementation), the mechanical and eleatnoaits are combined at the die
level. If the structures are on separate chips (also knowhybdd implementation),
the two dies are typically combined at the packaging leveihgi for example, wire
bonding.

In a single-chip implementation, the microstructures caridsmed either before
the electronics, after the electronics, or together with eélectronics. In case of a
CMOS (Complementary Metal-Oxide-Semiconductor) cimgiithese approaches are
called pre-CMOS, post-CMOS, or intra-CMOS micromachinirggpectively. While
all these alternatives have their own advantages and digéatyes [47], a detailed dis-
cussion is beyond the scope of this thesis.

The advantages of a single-chip implementation are redsizedand electronic
noise because of smaller parasitics associated with tkeecorinection between the
mechanical and electronic parts. The extra steps requiredrhbine the two dies at
the packaging level are also eliminated. On the other havatchip implementation
makes possible the separate optimization of the techredagged to realize the me-
chanical and electronic parts, and allows independend giehtrol of the processes.

An interesting technology called Chip-on-MEMS (CoM) hasemrtly been de-
scribed for reducing the parasitics associated with ther@oinections in a two-chip
implementation [48]. In the CoM technology, the micromedhbal part is first manu-
factured and hermetically encapsulated by employing wladerding techniques. Con-
tact pads are formed on this component. Next, the thinnedneapsulated ASIC
(Application-Specific Integrated Circuit) containing thlectronics is soldered directly
onto the mechanical component using flip-chip technologiis Torms very low-
parasitic interconnections between the dies. The comibmatn then be mounted
onto a printed circuit board (PCB), again using flip-chiphtealogy, or it can be en-
capsulated in a standard package.

In a two-chip implementation, even standard foundry tetdgies can be used to
realize the electronic part, although this can also be ptesgi a single-chip imple-
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mentation if the micromechanical parts are manufacturetbprof a fully-processed
wafer [49,50]. In a single-chip implementation, there imwlever, always an inevitable
compromise between the technologies used to realize thban&al and electronic
parts.

It is sometimes claimed that bulk micromachining alwaysitet a two-chip im-
plementation. However, this is not necessarily the caseaabe seen from examples
in [44] and in [32, Ch. 17]. As a final remark, two-chip implemtation is still the
norm in the industry [32, Ch. 28], although there are martufacs producing large
guantities of components using single-chip implementeti®well [51].

2.5 Published Microgyroscopes

In this section, published microgyroscopes available énliterature will be discussed.
Only those publications which address both the micromeichbsensor element and
the related readout and control electronics will be consideBeyond this scope there
remains a vast amount of publications which address onlyntBehanical element
design and the related fabrication technologies. For aegunf the published sensor
elements, a thorough review of micromechanical vibratgrpgcopes up until the year
1998 has been presented in [7]. Another, more recent reviaw the year 2003 can
be found in [47].

The material in this presentation will be divided accordioghe research institu-
tions. The most important groups are discussed in their avasections. They are
(in no specific order): the Berkeley Sensors and Actuatorge2gBSAC); Analog
Devices Inc. (ADI); HSG-IMIT (Hahn-Schickard-Gesellséthinstitut fur Mikro- und
Informationstechnik); Robert Bosch GmbH; Carnegie Mellbriversity, and Georgia
Institute of Technology. Additionally, other publicati®mwill be grouped into the last
subsection. After this, a brief summary and discussionauiticlude this presentation.

For each published implementation, the following promsrtivill be discussed,
provided that they are given in the publication: manufdomitechnology; primary
and secondary mode configuration; the direction of the te@saxis; whether the
implementation is a single- or two-chip configuration; whkatd of excitation and
detection mechanisms and circuitry are used, and otheepiep of the electronics.
Additional details from the publication are included if yhare considered relevant.
While the different readout circuits will be referred to &dyy their names, a more
detailed discussion of these circuits will be given in Cleajt

In the subsequent section, commercial microgyroscopekbieaon the market
will be discussed. There will be a slight overlap betweenrtfaerials in these two
sections, as Analog Devices Inc. and Robert Bosch GmbH alg®publications about
their devices and hence appear in both sections.
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2.5.1 Berkeley Sensors and Actuators Center (BSAC)

The Berkeley Sensors and Actuators Center (BSAC) at theddsity of California,
Berkeley (CA, USA) has a long tradition in the research oftdlty force-balanced mi-
croaccelerometers implemented as electromechabickiops, with the first publica-
tions dating back to 1992 [52-56]. The first published systaplementations of mi-
cromachined gyroscopes are the works of Clark and Juneatfi®year 1996 [57,58],
with more detailed presentations in [59,60]. These arefasetmicromachined z-axis
gyroscope and a surface-micromachined x/y-axis gyroseeppectively.

The z-axis gyroscope [57,59] is a single-chip device, fadigd first with Analog
Devices’ polysilicon surface micromachining technologthva 44um BiCMOS (Bipo-
lar Complementary Metal-Oxide-Semiconductor, a CMOStiettgy which includes
bipolar transistors) circuitry, and then with Sandia NatibLaboratories’ process with
polysilicon surface micromachining and@ CMOS. Both actuation and detection are
performed capacitively. The primary and secondary mode$ath lateral, while the
sensitive axis is perpendicular to the structure. The psressonator excitation loop is
implemented with a transresistance amplifier combined aritautomatic gain control
(AGC), which keeps the amplitude constant, and the secgmdaonator readout with
a charge-sensitive amplifier (CSA). The Coriolis signal sdulated to a higher carrier
frequency for detection. Demodulation is performed usileglcsignals generated by
a PLL. The electronics implement an electrostatic quadeatampensation performed
with a dc voltage. A block diagram of the implementation iswsh in Fig. 2.9.
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Figure 2.9 Block diagram of the z-axis gyroscope published by BSACoi{57], published
in 1996.)
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The xly-axis gyroscope [58, 60] is also a single-chip devigith a polysilicon
surface-micromachined mechanical structure. The devize fabricated with both
Analog Devices’ process and Sandia National Laboratopescess, like its z-axis
counterpart. The device has a circular design, with ratafiprimary vibration about
the z-axis (perpendicular to the substrate), and rotatermondary movements about
the x- and y-axes, one for each sensitive direction. Thecéesimploys an electro-
static tuning of the secondary resonator resonance freguenorder to control the
resonance gain. As with its z-axis counterpart, excitatiot detection are performed
capacitively. The primary resonator excitation loop is iempented with a transresis-
tance amplifier and the secondary resonator readout withfa £Single CSA is used,
as the x- and y-directional movements are modulated tordiftecarrier frequencies.
Demodulation is performed using clock signals generateal Bi/L.

The next implementation is the work by Seshia in the year 26QR This is a z-
axis gyroscope, with a single-chip implementation usintygiicon micromachining.
The devices were fabricated using the Sandia National leboes’ technology, with
2.254m thick structural polysilicon and gm CMOS. Later, improved devices were
fabricated with Analog Devices’ process withufs structural polysilicon and.8-pm
CMOS, but no experimental results are provided for them. dé@éce has lateral
primary and secondary modes. Primary resonator excitatiparformed electrostati-
cally, using a transresistance amplifier. Coriolis sigretkdtion utilizes the so-called
resonant output. Instead of directly measuring the seggnédaonator displacement,
it affects the resonance frequency of a third resonatoutjfindhe compressive stress
it applies to the structure. By measuring the shift of th@nesice frequency, angular
velocity is resolved.

The tradition of the digitally force-balanced inertial sens implemented as elec-
tromechanicalA loops was continued in the gyroscope implementations plbdi
by Jiang in 2000/2002 [56, 62, 63] and Petkov in 2004 [64—@®6le work of Jiang is
divided into two parts, a z-axis gyroscope with lateral &at@n and detection and the
sensitive axis perpendicular to the substrate [62], andyaaxis gyroscope with verti-
cal primary movement along the z-axis and lateral seconu@wements along the x-
and y-axes, one for each sensitive direction [63]. Both anm@ntations are single-chip
devices, with polysilicon surface-micromachined mecbakstructures and capacitive
excitation and detection. The z-axis gyroscope was imphtetewith a technology
with 2.254m thick structural polysilicon and gm CMOS, while the x/y-axis gyro-
scope was implemented with a technology withré-thick structural polysilicon and
0.8-um CMOS. No further details of the technologies are given,tbhatdimensions
correspond to the Sandia National Laboratories’ and thdognBevices’ technolo-
gies, respectively, which were introduced in Seshia’s warktailed implementations
of the primary resonator excitation circuitry are not givbuat at least in the x/y-axis
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gyroscope, the primary resonator is driven at the resorfaageency of the secondary
resonator instead of driving it at its own resonance frequerThe readout circuit
realizing theZA loop is implemented as an SC circuit.

In Petkov’s work, the design of a higher-ordehk interface for a single-axis mi-
crogyroscope is studied. The system is implemented as &wposolution, with the
electronics realized with aBum CMOS. The micromechanical sensor element has
been published by Robert Bosch GmbH in [67]. The element jgemented by sur-
face micromachining an 1fim thick polysilicon layer (epi-poly). The device has a
circular design, with rotational primary vibration abolietz-axis (perpendicular to the
substrate) and rotational secondary movement, and witaciiiage excitation and de-
tection. The sensitive axis is in the x-direction (parattethe substrate). Again, the
readout circuit is implemented as an SC circuit. The detdithe primary resonator
excitation are not given.

In the work by Jiang and Petkov, a secondary resonator réadsad on a higher-
order electromechanical loop is studied in detail. While the concept will be de-
scribed in more detail in Chapter 7, in brief, it improves thuantization noise shaping
and hence the signal-to-noise ratio (SNR) of the interfabe. concept of higher-order
electromechanicalA modulation was applied later in microaccelerometer debign
other groups, such as in [68].

2.5.2 Analog Devices Inc. (ADI)

Analog Devices Inc. (ADI), Cambridge, MA, USA published saof the design of the
ADXRS150 microgyroscope in [69, 70] in the year 2002. A blaé&gram of the im-
plementation is shown in Fig. 2.10. The device is a mondigiigle-chip implemen-
tation, with the sensitive axis perpendicular to the satbstand with lateral excitation
and detection. Itis fabricated with auBa BICMOS process with 4umn thick structural
polysilicon.

The device employs capacitive excitation and detectione ptimary resonator
excitation loop is implemented with a transresistance dmphnd a comparator. No
amplitude control is performed. Gain accuracy is improvgdpen-loop tempera-
ture compensation, in which the secondary signal gain israthed according to the
temperature. The temperature is measured using a PTAT dRiapal-to-Absolute
Temperature) generator. The secondary resonator detéstoerformed with a CSA.
The detection is performed at the mechanical resonancadrey, without modulat-
ing the signal to a higher carrier frequency. The system ialsloides self-test (S.T.)
electrodes to fully exercise the structure and ensure tignorking properly.

Currently, ADI has a wide range of different microgyroscepeailable, apart from
the ADXRS150, which was the first device introduced. Howgemerimplementation
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Figure 2.10 Block diagram of the ADXRS150 gyroscope published by Andbmyices Inc.
(From [70], published in 2002.)

details of the other devices have been published.

2.5.3 HSG-IMIT

HSG-IMIT (Hahn-Schickard-Gesellschaft, Institut fir Mi und Informationstech-
nik), Villingen-Schwenningen, Germany, first reportedtiggroscope element design
in 1997 [71], with more recent advancements published an®le, in [72] and [73].
They have reported two element designs, one with two ratatimodes [71-75] and
another with two lateral modes [74]. Both devices employacitive excitation and
detection. The first implementation is an x-axis gyroscofik wcircular design, with
rotational primary vibration about the z-axis (perpentictio the substrate) and ro-
tational secondary movement. The second implementatierbbth its primary and
secondary modes parallel to the substrate and its senakigeperpendicular to the
substrate (along the z-axis). The elements with two ratationodes were realized
with the foundry service provided by Robert Bosch GmbH, bfasie micromachin-
ing a 10um thick structural polysilicon layer (epi-poly). For theegients with two
lateral modes, a process flow with SOI substrates and deeprsétching was devel-
oped in-house.

The readout electronics [74, 75], which are based on madglabth the primary
and the secondary signals to a higher frequency, were egaliging discrete compo-
nents. A block diagram of the system is shown in Fig. 2.11. ®agput signal is
amplified and high-pass (HP) filtered, after which it is A/Dwerted using undersam-
pling, in order to gain a lower operating frequency for thiéofwing DSP. The DSP then
bandpass (BP) filters the signal, demodulates it, and fipaltforms low-pass (LP) fil-
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tering. D/A converters are employed to generate controlagfor the element. The
required controllers are implemented as Pl (Proportidmiggrator) controllers.

In the earlier implementations [73], the primary resonatmplitude control was
reportedly performed by employing mechanical stopper§. [#owever, the more
recent publications do not mention this, and show an eleramplitude controller
in the block diagram instead. The experimental resultsierdystem employing the
element with two rotational modes are presented in [74, fil]far the element with
two lateral modes in [74].

2.5.4 Robert Bosch GmbH

Robert Bosch GmbH, Stuttgart, Germany, has published patte implementations
of all their three angular velocity sensors, the DRS-MM1, BRM2, and DRS-
MM36. All three sensors are two-chip implementations, with trechanical sensor
element and the readout and control electronics on separgte. The chips are then
combined at the packaging level.

The first published sensor, the DRS-MM1 [77] from the year7,98 realized
using combined bulk and surface micromachining of silicobstrates with a 1m
thick polysilicon layer (epi-poly) on top of a.24um thermal oxide layer. Both the
primary and the secondary modes are lateral, and the seraiis is perpendicular to
the substrate. The primary resonator excitation is perforosing magnetic actuation.
For this purpose, a permanent magnet is mounted in the paakaghe top of the
sensor element. The secondary resonator detection isitepathe publication does
not address the structure of the required electronics mildekcept that the secondary
resonator is operated in a closed loop.

The second sensor, the DRS-MM2 [78] from the year 1999, isufisatured by
surface micromachining an Im thick structural polysilicon layer (epi-poly). This
element has a circular design, with its rotational primabyration mode about the z-
axis (perpendicular to the substrate) and rotational sgsxyrmovement. The sensitive
axis is parallel to the substrate. Both excitation and diete@re performed capac-
itively. Detection is performed by modulating the positioformation into a higher
carrier frequency. The secondary resonator is operatedapean loop. In the publica-
tion, only a block diagram of the readout and control eledt®is disclosed.

The third and currently the most recent angular velocitysegnthe DRS-MM3
[9, 79], was published in 2005. Like the DRS-MM2, the elemismhanufactured by
surface micromachining an 3im thick structural polysilicon layer (epi-poly). How-
ever, in this element, both the primary and secondary modesgain lateral, and

6Apparently, DRS is an abbreviation for the German wbrehratensensgrstanding for Rotation Rate
Sensor. MM stands fanikromechanischor micromechanical.
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Figure 2.11 Block diagram of the gyroscope published by HSG-IMIT. (Frai®s], published in

2002.)
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the sensitive axis is perpendicular to the substrate. Bothagion and detection are
performed capacitively.

A block diagram of the readout and control electronics ofiRS-MM3 is shown
in Fig. 2.12. No details of the individual circuit blocks tealkeen published. Primary
resonator excitation is performed using a PLL. The vibratimplitude of the primary
resonator is controlled by an AGC. The secondary resonasmtaut is performed us-
ing an electromechanicah loop. The C/V converter is implemented as an SC circuit.
Both the offset and gain stability over temperature are owed by using a temperature
sensor and correcting the angular velocity signal digitafi the basis of the tempera-
ture information. The output signal is read through an SEtiébPeripheral Interface)
bus. Finally, there is an internal built-in test equipmeBIfTE) block for testing the
unit.

**********************************************************************

C/V-
converter

) Detection Loop (Coriolis)
Sensing Element,

= CN-
‘ o m

Figure 2.12 Block diagram of the DRS-MM3 gyroscope published by Robarséh GmbH.
(From [9], published in 2007.)

2.5.5 Carnegie Mellon University

Carnegie Mellon University, Pittsburgh, PA, USA has repdrseveral microgyro-
scope designs realized by post-processing dies manugaictith standard CMOS
processes, with the first publications being from the ye&87180]. Figure 2.13 shows
an overview of the surface micromachining process that vsasl.u Using the metal
layers as etching masks, first, an anisotropic RIE (ReatbimeEtching) of SiQ is
performed in order to form the microstructures. Then aailisotropic RIE is used to
release the structures. The topmost metal layer is use@tegtthe circuitry from the
etchants.
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Figure 2.13 Post-CMOS surface micromachining process developed aieGer Mellon Uni-
versity. (From [49], published in 2003.)

The first z-axis gyroscope designs were reported in [80]h w&it improved ver-
sion in [81]. The devices were manufactured by post-pracgsties from a 3-metal,
0.5-um CMOS process. Both the primary and the secondary modeg afabign are
lateral, with capacitive excitation and detection. Latei§-metal, 0L84um copper
CMOS process was employed for a similar design in [82].

A lateral-axis gyroscope was reported in [83]. Like the isaounterpart, it was
also manufactured starting from a 3-metab-dm CMOS process. The primary res-
onator vibration is vertical, whereas the secondary vibnais lateral. The device
employs capacitive excitation and detection.

A z-axis gyroscope with details of the readout and contretiebnics provided
was published in [49]. Similar readout circuits were repdrin the earlier publica-
tions, such as the one in [81]. The original dies were falertavith a 06-um CMOS
process in this case. Primary resonator readout is perfbmith a unity-gain buffer.
Secondary resonator readout is performed with a diffemtatien-loop amplifier. The
secondary signal is modulated into a higher frequency feradi®en and downconverted
with an integrated SC demodulator.

2.5.6 Georgia Institute of Technology

A block diagram of the gyroscope published by Sharma et ainfthe Georgia In-
stitute of Technology, Atlanta, GA, USA [84-86] is shown ilgF2.14. The sensor
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element is fabricated by micromachining an SOI substratie astructural layer either
40 or 5Qum thick. The device is a z-axis gyroscope, with two lateralltzgion modes
and capacitive excitation and detection. The electronidsch are realized with a
0.54um CMOS technology, are located on a separate chip and coohbiitte the sen-
sor element using wire bonding. Both primary and secondatgation are performed
using transresistance amplifiers. Detection is performeldeamechanical resonance
frequency, without modulating the signals to a higher eaffiequency. Primary res-
onator amplitude control is implemented by controlling thensresistance gain with
an ALC (Automatic Level Control) circuit. The demodulatiohthe secondary sig-
nal is performed using CMOS Gilbert multipliers followed loyv-pass filters (LPFs).
All the reference frequencies are generated with an off-BthiL. An automatic mode-
matching algorithm for the system has been reported in [87].

Sense

~5pm Gap Quadrature
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Proof Sense Channel
Mass

Drive and sense
electrode close-up

MEMS die
atVe

N~
L~
Drive Oscillator -f
PLL (off-chip)

Figure 2.14 Block diagram of the gyroscope published by Georgia Initf Technology.
(From [86], published in 2007.)

2.5.7 Other Publications

In [88, 89], Zarabadi, Chang, et al. from Delphi-Delco Eteaics Systems, Troy, MI,
USA (formerly Delco Electronics Corporation, Kokomo, INS) have published a
Z-axis angular rate sensor based on a vibrating ring gypes@®RG) manufactured by
electroplating on a fully processed CMOS wafer. A VRG has éliptically-shaped
flexural vibration modes that are 4&part from each other. Hence it differs from the
implementations presented so far, as they all have two gothal linear or rotational
vibration modes. However, the operation of the ring gyrpscis otherwise identical
to the other gyroscopes, as the two-4eparated elliptical vibration modes are ideally
decoupled, with the Coriolis effect transferring energinsen them when the system
is subjected to angular velocity excitation.
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The system is a two-chip implementation in that the sensaneht, together with
the front-end circuit, is located on one chip, whereas tls¢ oé the electronics are
located on another chip, which is then combined with the @eelement die to form
a complete sensor module. The electronics on both chips amelfactured using a
1.2-um CMOS technology. The system employs capacitive excitaditd detection.
Primary resonator excitation is performed using a PLL. TdresPLL is used to gen-
erate clock signals for the synchronous demodulation ofé&ttendary signal. A force
feedback is employed to null the secondary movement.

In [90], Ayazi et al. from the University of Michigan, Ann Ads (MI, USA),
have published a z-axis microgyroscope manufactured wgiagthey calla HARPSS
(High Aspect-Ratio Combined Poly and Single-Crystal $itif MEMS technology
[91]. This technology is a form of bulk micromachining. Thensor elementis a VRG
80um thick with a diameter of I mm. Excitation and detection are both performed
capacitively.

The integrated C/V front-end, which is implemented as aagwtbuffer realized
as a source follower, is located on a separate chip. The tips ene then connected
using wire bonding. All the other circuitry is implementedhwdiscrete components.
Primary resonator excitation is performed using a PLL. AnQAlgeeps the primary
resonator vibration amplitude constant. The same PLL aseiqates the clock signals
for the synchronous demodulation of the secondary signal.

Witvrouw et al. from IMEC, Leuven, Belgium, together withthet parties (ASM,
Leuven, Belgium; IMSE-CNM, Seville, Spain; Philips, Bdldien, Germany; and
Robert Bosch GmbH, Gerlingen-Schillerh6he, Germany)etmblished a microgy-
roscope manufactured by poly-SiGe (Silicon-Germaniunmfase micromachining on
top of an IC manufactured with a standard CMOS process [50¢ device, which is
constructed of a 1@ thick poly-SiGe layer, is a capacitively excited and detdc
z-axis gyroscope, with lateral primary and secondary vibnamodes. The readout
electronics, which are manufactured with 8%um, 5-metal CMOS technology, are
implemented as SC voltage amplifiers.

2.5.8 Summary and Discussion

In this section, several microgyroscopes realized witlovertechnologies have been
discussed. The implementations included designs from aoddemic research in-
stitutes and industrial manufacturers. A summary of thdipations is presented in
Table 2.2. The table indicates the year of publication, ihection of the primary and
secondary modes, the direction of the sensitive axis, thgadion and the detection
mechanisms, the primary and secondary resonator resofragoencies, whether the
device is bulk or surface micromachined (MM) (here, SOI apdpsly technologies
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are distinguished), whether it is a single- or a two-chip lengentation, the noise in
°/s/+/Hz, and the bandwidth (BW) of each device. When a certainmeter is not
available, the abbreviation n/a (not available) is used.

As can be seen from the table, the majority of the publishetitde have capac-
itive excitation and detection. Only one of the publishedides is with magnetic
excitation, and one device is with resonant output detacfite direction of primary
and secondary modes varies in such a way that the z-axis@pges have two lateral
modes, while x- or x/y-directional gyroscopes have eithestational primary mode
about the z-axis and a rotational secondary mode(s) abewt-thr x/y-axes, or they
have a linear vertical primary mode in the z-direction andri secondary mode(s).

The majority of the published implementations are basedidiase micromachin-
ing. Two devices use SOI technology, four epi-poly techggland one combined
surface and bulk micromachining. Only one device is martufad using pure bulk
micromachining.

Although they are mainly surface micromachined devicestetfare both single-
and two-chip implementations. Among the commercial gyopss, too, both vari-
eties are available, as Analog Devices Inc. sells monaolieivices, while the devices
offered by Robert Bosch GmbH are two-chip implementations.

The reported noise levels vary over more than four orders afmtude. The
lowest-noise device (noise floor equal t®0075 /s/v/Hz or 27°/h/\/Hz) is that
published by Sharma et al. from the Georgia Institute of Meébgy [86]. The low
noise is achieved using a combination of very aggressivengese gain, large bias
voltages, and SOI technology, which makes possible theed@n of large detection
capacitances and low mechanical-thermal noise.

The devices with the second lowest noise (betwe®0Dand 001°/s/+/Hz) are
the two prototypes from HSG-IMIT with discrete readout élecics [74, 75], together
with the DRS-MM3 from Robert Bosch GmbH [79] and the prot@ymwm Witvrouw
et al. [50]. All these devices were realized using either 8Cdpi-poly technology, or
a thick poly-SiGe layer.

The worst noise performance (ovet/s/+/Hz) is reported in [62-64]. The com-
mon factor in these devices is the use of electromechabicatiodulation. In [62,63],
the increase in the quantization noise as a result of themwiak [56] limits the per-
formance. In [64], the low quality factor resulting from aispheric-pressure oper-
ation [66] limits the performance, despite the use of higireler modulation. Ad-
ditionally, at least in [63], the small primary resonatobnadtion amplitude limits the
achievable Coriolis signal level. The amplitude is smalldaese the primary resonator
is not driven at its resonance frequency but instead at $enence frequency of the
secondary resonator.

Finally, it should be noted that, while the noise and the badth were the only
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Pri./sec. Bulk/ Noise
Modes | Sens.| Exc./ res.freq. surface | 1/2- °/s/ BW
Ref. | Year | (pri/sec.)| axis | det. (kHz) MM chip | vHz) | (Hz) | Note
[57] 1996 La/La z Ca/Ca| 12/125 Surface 1 1 n/a
[58] 1996 Ro/Ro xly Ca/Ca | 285/285 Surface 1 0.033 25 | (1,2)
[61] 2002 La/La z Ca/Re 3.6/— Surface 1 0.3 n/a
[62] 2000 La/La z CalCa n/a Surface 1 3 n/a
[63] 2002 Vel/La xly Ca/Ca | 139/16.2 Surface 1 8.6 n/a Q)
[64] 2004 | Ro/Ro X Cal/Ca n/a Epi-poly 2 1 n/a
[69] 2002 La/La z Ca/Ca| 15/n/a Surface 1 0.05 20 3)
[74] 2002 La/La z Cal/Ca n/a SOl n/a | 0.0035 50 | (4,5)
[74,75] | 2002 Ro/Ro X Cal/Ca n/a Epi-poly n/a | 0.0071 50 (5)
[77] 1997 La/La z Ma/Ca | ~2/~~2 | Surf./bulk 2 n/a n/a
[78] 1999 Ro/Ro X Ca/Ca| 1.6/2.25 Epi-poly 2 0.37 30
[79] 2005 La/La z Ca/Ca | =~15/n/a Epi-poly 2 0.004 60
[49] 2003 La/La z Ca/Ca| 12/n/a Surface 1 05 n/a
[86] 2007 La/La z Ca/Ca 15/15 SOl 2 0.00075 | nla
[89] 1998 VRG z CalCa n/a (See notes)| 1/2 0.1 50 | (6,7)
[90] 2001 VRG z Ca/Ca| 28/28 Bulk 2 1 >5 2
[50] 2005 La/La z Ca/Ca| 12/n/a Surface 1 0.0028 50
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performance parameters listed above, several other signifparameters are needed
for describing the performance of a microgyroscope. Thesarpeters include the
ZRO and its stability, long-term bias stability, gain stipi sensitivity to vibration and
to mechanical shocks, variation of different parametennfdevice to device, packag-
ing etc. However, noise and bandwidth are the parametershvanre most commonly
reported in publications. In particular, one has to be vemeful when comparing
commercial devices with devices that have been manufatfar@urely research pur-
poses. This is because in a commercial device, severaltffslbave typically been
made between the different parameters and also regardinmémufacturing costs,
whereas in a research device, a single parameter such &sowmoilsl have been opti-
mized and, at the same time, its negative effects on the ptirameters disregarded.

2.6 Commercially Available Microgyroscopes

Several companies provide microgyroscopes as standargaents. In this sec-
tion, the basic parameters of the devices provided by themmagnufactures will be
presented. These manufacturers are (again, in no spedaifar)orAnalog Devices
Inc. (ADI); Melexis; SensoNor (a part of Infineon TechnolegiAG); Robert Bosch
GmbH (listed under the name Bosch); Systron Donner Inefigdart of Schneider
Electric); Silicon Sensing (a joint venture of BAE Systenmsl &sumitomo Precision
Products, also known as Silicon Sensing Systems Japan am)jappson Toyocom
(formed by the quartz device operations division of Seikedtpand Toyo Communi-
cations Equipment Co.); muRata; MEMSense, and InvenSense.

The following parameters will be given for each device: tlirection of the sen-
sitive axis; the full scale (FS) range; the noise (typicatly /s/v/Hz; in some cases
the root-mean-square (r.m.s.) noise is given); the bantivd3 dB bandwidth unless
otherwise noted); the ZRO drift; the type of output (anadigjtal), and the supply
voltage (V) and current () Depending on the manufacturer, the ZRO drift is either
over the full-scale temperature range or over the entietiife of the device. When a
certain parameter is not provided, the abbreviation n/adwailable) is used.

The product information is presented in Tables 2.3-2.6. inf@mation was col-
lected from the data sheets and other information publichjlable on the web pages
of the compani€s An exception is the data for the part number SMG070 from Robe
Bosch GmbH, for which the data are taken from [92] as no da¢atsivas available
from the manufacturer.

7In this thesis, the symbol | is also used to denote eitherrttegiator controller or the in-phase compo-
nent. If there is a possibility that the different meaninfi$ @an be confused, the relevant meaning will be
clearly stated in the text.

8The data were collected between July 5th and 6th, 2007. Epdaade after this date have not been
observed.



44 Micromechanical Gyroscopes

The devices from Systron Donner Inertial, Epson Toyocord,ranRata are man-
ufactured using quartz micromachining. All the other desiemploy silicon mi-
crostructures. As mentioned in the preceding section, #rermumber ADXRS150
of Analog Devices Inc. corresponds to the device publishg@9, 70]. For the devices
manufactured by Robert Bosch GmbH, the gyroscope in SGG6&28ésponds to the
DRS-MM1, the part numbers SMG040, SMG045, SMG060 and SM&@dsespond
to the DRS-MM2, and the part number SMGO070 corresponds tDR®e-MM3.



9
S
4
€
4
T

193yselep Areulwiaid
9|0e199(9s-19sN

pasayy ssed-ybiy st ndino
uolslaAn abuel SH4 wnwixew ay) o) payinads

yipimpueq Jo 1001 arenbs Aq papiaip ‘paiioads asiou ‘s W'y
a|npouw Ia1aWola[a29e % 9d0as0IAD sixe-aaiyL

Manufacturer ADI ADI ADI ADI ADI ADI
Part code ADXRS150 ADXRS300 ADXRS401 ADXRS610 ADXRS612 ADXRS614
Sensitive axis z z z z z z

FS range {/s) +150 +300 +75 +300 +250 +50
Noise ¢/s/vHz) 0.05 0.10 0.05 0.05 0.06 0.04
Bandwidth (Hz) dc...2000Y dc...2000Y dc...2000Y dc...2000Y dc...2000Y dc...2000Y
ZRO drift (°/s) +24 +40 n/a n/a n/a n/a
Output type Analog Analog Analog Analog Analog Analog
Supply V/I (V/mA) 5/6.0 5/6.0 5/6.0 5/3.5 5/3.5 5/3.5
Manufacturer ADI ADI ADI ADI ADI ADI
Part code ADIS16080 ADIS16100 ADIS16120 ADIS16250 ADIS16255 ADIS16251
Sensitive axis z z z z z z
FSrange{/s) +80 +300 +300 +80/160/320 | +80/160/320 +20/40/80
Noise € /s/vHz) 0.05 0.05 0.015 0.0562 0.0562 0.0562
Bandwidth (Hz) dc...40Y dc...40Y dc...320Y dc...500 dc...500 dc...49Y
ZRO drift (°/s) +8.3 +10 +20 +1.9 +0.31 +1.9
Output type Analog/digital Analog/digital Analog Analog/digital | Analog/digital | Analog/digital
Supply V/I (V/mA) 5/7.0 5/7.0 5/95 5/18 5/18 5/18
Manufacturer ADI ADI Melexis Melexis Melexis SensoNor
Part code ADIS16350%4) | ADIS16355%4 | MLX90609-N2 | MLX90609-E2 | MLX90609-R2 SAR10
Sensitive axis xlylz xlylz z z z n/a
FSrange{/s) +75/150/300 | =+75/150/300 +75 +150 +300 +250
Noise €/s/vHz) 0.072? 0.07 0.03 0.03 0.03 0.219
Bandwidth (Hz) 350 350 max 759 max 759 max 759 50
ZRO drift (°/s) +6.25 +0.5 +3.75 +75 +15 n/a®
Output type Digital Digital Analog/digital | Analog/digital | Analog/Digital Digital
Supply V/I (V/mA) 5/33 5/33 5/n/a 5/n/a 5/nla 5/17

(7/T) sedoosoiABoloiw ajge|rene Ajfelolswwo) €z a|qel

sado2s0lABoIDIN B|ge|reny Aj[elosswwo) 9z

14



UoISIBA S/ 00TF (17

06 sfenba yiys aseyd ataym juiod 8y se payoads (o

s|qe1 8y} ul passy| uoisisnmuoiiad-ybly ‘s|ge|rene siueea souewiopsd-ybiy/mo g

a|qe|iene 19ayserep [|N} OU ‘Uolewojul [elied (g

(26°50°20 parep)

uonresyloads 1abe) Areudiyeny erep ‘ajnpouw Jajewols|soe %9 8doasolAb sixe-a|buls (,

Manufacturer Bosch Bosch Bosch Bosch Bosch

Part code SGG020") SMG040 SMG045°) SMG060 SMG061
Sensitive axis z X X X X

FS range {/s) +100 +250 +75 +240 +240
Noise €/s/vHz) 0.091° 0.38% 0.13% 0.279 0.279
Bandwidth (Hz) 30 27 9 30 30

ZRO drift (°/s) +4 n/a n/a n/a n/a
Output type Analog Analog Analog Digital Analog
Supply V/I (VImA) 12/ <100 4.8/ <30 n/a/n/a 5/10 5/ <20
Manufacturer Bosch Systron Donner|  Systron Donner Systron Donner Systron Donner
Part code SMGO070 QRS119 QRS100Y QRS14-0XXXX-102 | QRS14-0XXXX-103
Sensitive axis z X X X X

FS range {/s) +187 +100 +100 +50/100/200/500 +50/100/200/500
Noise €/s/vHz) 0.0065% 0.01 0.0035 0.051D 0.021D
Bandwidth (Hz) 60 6010 6010 5010 5010

ZRO drift (°/s) +15 +0.35 +0.35 +3 +3
Output type Digital Analog Analog Analog Analog
Supply V/I (V/ImA) n/a/n/a +5/ <80 +5/ < 80 +9...18/ < 20 +9...18/25

Manufacturer Systron Donner| Systron Donner|  Systron Donner Systron Donner Systron Donner
Part code HZ1-100-100 | HZ1-90-100A | LCG50-00100-100| LCG50-00250-100 | LCG50-00500-100
Sensitive axis X X X X X

FS range {/s) +100 +90 +100 +250 +500

Noise €/s/vHz) 0.025 0.025 0.005 0.006 0.01
Bandwidth (Hz) 6010 1810 50 50 50

ZRO drift (°/s) +4.5 +4.5 +8 +10 +20

Output type Analog Analog Analog Analog Analog
Supply V/I (V/ImA) | 8...15/ <20 8...15/ <20 5/ <8 5/ <8 5/ <8
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Manufacturer Silicon Sensing | Silicon Sensing| Silicon Sensing| Silicon Sensing| Silicon Sensing| Silicon Sensing
Part code CRS03-01S/02§ CRS03-04S CRS03-05S CRS03-11S CRS05-01 CRS05-02
Sensitive axis z z z z z z

FS range{/s) +100 +200 +80 +573 +50 +200
Noise (/s/vHz) 0.016° 0.0329 0.0139 0.039% <213°/srm.s.| <0.40°/sr.m.s.
Bandwidth (Hz) 10 10 10 55 8010 3010

ZRO drift (°/s) +3 +6 +4 +30 +3 +3
Output type Analog Analog Analog Analog Analog Analog
Supply V/I (V/ImA) 5/ <35 5/ <35 5/ <35 5/ <35 5/ <35 5/ <35

Manufacturer Silicon Sensing | Silicon Sensing| Silicon Sensing| Silicon Sensing| Silicon Sensing| Silicon Sensing
Part code CRS05-75 CRS07-02S CRS07-11S CRS07-13S CRS10% SiRRS01-01
Sensitive axis z z z z z z

FS range{/s) +75 +100 +573 +100 +300 +11019
Noise (/s/vHz) | <0.30°/sr.m.s. 0.016°) 0.052° 0.016 0.12% <0.35°/sr.m.s.
Bandwidth (Hz) 4010 10 30 10 75 5010

ZRO drift (°/s) +3 +3 +30 +3 +2 +3
Output type Analog Analog Analog Analog Digital Analog
Supply V/I (V/mA) 5/ <35 5/ <35 5/ <35 5/ <35 5/ <60 5/ <50
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Manufacturer Epson Toyocom| Epson Toyocom muRata muRata muRata muRata
Part code XV-8100CB?® XV-3500CB ENC-03J ENC-03M ENC-03R MEV-50A-R
Sensitive axis n/a z n/a n/a n/a n/a

FS range{/s) n/a +100 +300 +300 +300 +70
Noise € /s/vHz) n/a 6.0°/sr.m.s.1¥ n/a n/a 0.8419 0.08°/sr.m.s.®
Bandwidth (Hz) n/a 20010 50 50 50 n/a
ZRO drift (°/s) n/a +75 n/a n/a n/a 6
Output type n/a Analog Analog Analog Analog Analog
Supply V/I (VImA) n/a/n/a 3/1.7 27...55/5 | 27...5.25/5 | 2.7...5.25/1.6 5/8
Manufacturer MEMSense MEMSense MEMSense | InvenSense InvenSense InvenSense
Part code TR0150S050 TR0300S050 | TR1200S050| IDG-3003) IDG-1000%) IDG-1004%)
Sensitive axis xlylz xlylz xlylz xly xly xly

FS range{/s) +150 +300 +1200 +500 +30 +50
Noise ¢/s/vHz) 0.05 0.1 0.1 0.014 n/a 0.014
Bandwidth (Hz) 50 50 50 140 n/a 140
ZRO drift (°/s) n/a n/a n/a +150 n/a +150
Output type Analog Analog Analog Analog Analog Analog
Supply V/I (VImA) 5/18 5/18 5/18 3/ <95 3/85 3/ <95
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Chapter 3

Synchronous Demodulation

In the previous chapter, the fundamental operation of aatdlby gyroscope was de-
scribed. However, in order to produce the final angular vglaignal, the Coriolis
movement needs to be converted into an electrical quakyiycally a voltage, and
thereafter demodulated to get the desired output signél). In Section 2.3, how
the displacement can be converted into various measurkdaiieal quantities, such
as capacitance or resistance, was described. Chapter desdtibe different circuit
implementations to convert a capacitively encoded pasitiformation into voltage.

In this chapter, issues related to the subsequent demamulaill be studied. A
block diagram of the system formed by the secondary resonéttothe transfer func-
tion Hy ¢ (s), a displacement-to-voltage converter with the transfecfionHy y(s),
and the synchronous demodulation is shown in Fig. 3.1. Aafditly, there is a sum-
mation of the error signals, which will be discussed shartlynore detail. The error
signals are assumed to be locatedyg that is, they are sources of offset error in the
final angular velocity output. The fordg 5 fed into the secondary resonator contains
all the exciting forces, including the Coriolis force.

For the purpose of this analysis, the displacement-tcageltonversion is modeled
with the transfer functiohty ,(s). When evaluated at the operating frequeaegy; this
leads to a gailty y, and a phase shiét. It will be assumed that the gain and the delay
of the transfer functiorty ,,(s) stay constant over the band of interest, i.e. that both
sidebands of the sinusoidally varying angular velocityaigexperience the same gain
and delay in the displacement-to-voltage conversion.

As can be seen from Fig. 3.1, the analysis presented in thtehassumes that all
the error signals are added into the y-directional moveroktiie secondary resonator.
In reality, the error signals are included either in the &G4, or they are added
into the voltage signal after the displacement-to-volteggeversion. Reducing all the
error signals into the mechanical movemepts: andyerror,g is justified for now, as
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cos(woxt)
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2 Qout,sec(t)

sin(e,8)

Figure 3.1 A block diagram of the secondary resonator, summation obresignals,
displacement-to-voltage conversion, and the synchrodeosdulation to in-phase and quadra-
ture components.

it simplifies the following equations significantly withocompromising the accuracy
of the analysis. If necessary, the possible phase shiftdlieasignals experience in
the secondary resonator, in the displacement-to-voltaggersion, or in both, can
be accounted for when the signals are divided into the irs@tznd the quadrature
componentyeror andyerrorg. A more detailed analysis of the error signals will be
presented later in Chapter 6.

In this chapter, it is assumed for the sake of simplicity thatmultiplying signals
used in the demodulation are ¢agxt) and sirfcxt). Because these signals are typi-
cally derived from the primary resonator movement, theagghshift needs to be taken
into account as well. If such is the case, this phase shifbeaincluded int®. Then
0 represents the total phase error in the synchronous deatamutesulting from the
electronics.

The target of this chapter is to provide a detailed analybisosv various non-
idealities represent themselves after the demodulatidme contribution is the fol-
lowing. First, the demodulation is analyzed in an ideal casevhich the force-to-
displacement conversidf ¢ (s) can be modeled as a constant gain with zero phase
shift, and the phase shiétof the displacement-to-voltage conversion is equal to.zero
Next, the effects of the delay in the displacement-to-g@taonversion will be ana-
lyzed. Thereafter, how the possibly nonequal gain and pétafteof the two sidebands
of the amplitude-modulated Coriolis signal in the forcedtsplacement conversion oc-
curring in the secondary resonator affect the system owtpuibe considered. Next,
the effect of nonlinearities in the displacement-to-vpétaonversion will be studied.
Then the behavior of the mechanical-thermal noise intredun Section 2.2 will be
analyzed, and the power spectral density of the noise foilt®evreduced to the an-
gular velocity input. Finally, the chapter is concluded iiefly listing the effects of
temperature variation on gain stability, a subject thatlated to the downconversion.
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3.1 Demodulation in Ideal Case

First, the synchronous demodulation will be considerediiideal case. It is assumed
that the Coriolis force (2.33) goes through a force-to-ddispment conversion which
has an equal gain and zero phase shift for both sidebands. cbhiesponds to the
low-pass mode operation, where resonance gain is notadiliBased on Egs. (2.33)
and (2.26), the resulting Coriolis movement can be writen a

vt =~ BT [cos((anc— )t —0) +cos((ancran)t+0)]. @)

Next, the displacement is converted to voltage. Again, ifdaal case, the phase shift
8 is assumed to be equal to zero. The resulting output voltadetes input voltage to
the subsequent demodulator is then

_ GV/yAXUJOxmez.
wh,my (3.2)
[ cos((wox — o) t — §) + cOS( (wox +wa) t+9) .

Vin,sec(t) -

To simplify the equations, the gain from the angular veloitiput to the output voltage
will be denoted byGy /q, so that

2Gy /yAxwoxIMy
Gv/o = —7&&% :

Different error signals caused by non-idealities are addéuk ideal output voltage
of Eq. (3.2), as described before. The total error signarafte displacement-to-
voltage conversion can be written as

(3.3)

Verror,sec(t) = Verror, - cos(woxt) ~+Verror,g- sin(woxt), (3.4)

whereVerror) = Gy Jy * Yerror,| andVerrorg = Gy Jy - Yerror,Q- The error signal has been
divided into two components, one in phasée* §ith the Coriolis signal, another in
guadrature (Q) with it, as shown in Fig. 3.1. By combining E&s2) and (3.4), the

resulting voltage is then

G\//QQZ
2

Verror, - COS(toxt) + Verror,g - SIN (ooxt) .

Vinsec(t) = - [cos((wox — wa)t — §) + cos( (oo + ) t+ ) |+

(3.5)

LIn this thesis, the symbol | is also used to denote eitherrttegiator controller or the current. If there
is a possibility that the different meanings of | can be csefij the relevant meaning will be clearly stated
in the text.
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Now, the signal is brought to an ideal synchronous demodulétmultiplies the
signal by coswoxt) and sir{woxt), which yield the in-phase and the quadrature com-
ponents, respectively. After multiplication, there is @ngaf two and an ideal low-pass
filter to remove the multiplication results at and arounah,2 The in-phase and the
guadrature components of the demodulator output can beewas

|out,sec(t) = Gv/QQz -cos(wqt + ¢) + Verror,| (3.6a)

and
Qout,sec(t) - Verror,Q7 (3-6b)

respectively. From the result, it can be seen that the irs@plsamponent now carries
the Coriolis signal, that is, the angular velocity inforinat plus any error signals that
are in phase with the Coriolis signal. The quadrature corapgyron the other hand,
carries any error signals that are in quadrature compartGoriolis signal.

3.2 Delay in Displacement-to-Voltage Conversion

The first non-ideality affecting the synchronous demodioitatvhich will be introduced
is the delay in the displacement-to-voltage conversiorsufting that the phase shift
6(Aw) can be approximated around the operating frequemgyas a function of the
frequency offsefdw from the operating frequency, as

0 (Aw) =6 — TgAw, (3.7)

representing a constant time delay, then the resulting datator input voltage, which
was given in Eqg. (3.5) for the ideal case, can be rewritten as

Vinsec(t) = GV/ZQQZ . [cos((moX — W)t — 0+ 0+ Tygwg) +
cos{ (coc+ ) t+ ¢+ 0 — Tawon) | + (3.8)

Verror, - COS(toxt + 6) + Verror,g - sin(ooxt +0).

Equation (3.8) shows that also the error sighalgr andVerror,g €Xperience the phase
shift 8, as expected.

When the signal is now synchronously demodulated as destiibthe previous
section, the resulting in-phase and quadrature compoaents

|0ut,sec(t) = [G\//QQZ -cos(wat + ¢ — TdCOQ) +Verror,l} -cosP ~+ Verror,g - sin®

) (3.9a)
= [GV/QQZ -cos(wq (t—Tg) +¢) +Verror,|] -COSO + Verror,g - SING
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and

The delay has three results. First, the ideal output sigamedsattenuated by cés
Second, the signal from the quadrature component of thed akraodulator output
leaks to the in-phase component, attenuated b§.slikewise, the signal from the
in-phase component of the ideal output leaks to the quadraamponent, with the
same attenuation but an opposite sign. Third, the Coriaises experiences a delay
equal toTy, which is the slope of the phase shift caused by the displaneto-voltage
conversion with respect to the varying frequency offset as defined in (3.7).

3.3 Secondary Resonator Transfer Function

So far, it has been assumed that both sidebands of the sitaliSiriolis force have an
identical transfer function with zero phase shift througé $econdary resonator. How-
ever, when the resonance gain is utilized to amplify the @isrsignal, as described in
Section 2.1.5, then both the magnitude and the phase shifedfansfer functions of
the two sidebands will exhibit frequency dependency [93].

To analyze this effect in more detail, the g&p,q defined in Eq. (3.3) is divided
into two componentsGy o denoting the gain from angular velocity to secondary res-
onator displacement ar@, ,, denoting the gain from displacement to voltage as al-
ready defined. The ter@,, comprises the gain from angular velocity to the Coriolis
force, and from force to displacement. To take the diffeeenicthe gainGyq in the
two sidebands into account, the lower sideband (I23Rjin is denoted bYsy/0.LsB
and the upper sideband (USB) gain®yq ysg. Taking Eg. (3.3) and replacing the dc
force-to-displacement transfer functioy‘n(m%yrrg,) with the complete amplitude trans-
fer function given in Eqg. (2.7a), then

GyjaLse=— ZAXQ)OZX m (3.10a)
my\/[u%y— (ca0x — 00)° |+ 6 (w0 — w0)* /5
and
2G0T (3.10b)

Gy/quse= — =
ny\/[w%y— (cox+ 0)?| "+ B, (o + 0)? /

2In this thesis, the abbreviation LSB is also used to stantidast-Significant Bit. If there is a possibility
that the two meanings of LSB can be confused, the unabbeelfatms are used instead.
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Similarly, the phase shift experienced by the lower sidebianthe force-to-dis-
placement conversion is denoted @1ys and that of the upper sideband @yss. On
the basis of Eg. (2.7b), they can be written as

@ss= —arctan— % (o~ wQ)Z (3.11a)
[U%Y— (0ox — Wq) } Qy
and
Quss = —arctan oy (o« + ) (3.11b)

|0, (cc+ 00)°| Q
In the equationgpg has been used to denote the frequency of the angular velocity
signal, as defined in Section 2.1.6.
To make the following expressions more readable, the suchsliffierences of the
gains and phase shifts will be written as

R € G

Gya = y/QUSBT y/Q,LSB7 (3.12a)
2

G -G
AGy/Q _ y/Q,USB2 y/Q,LSB, (3.12b)
o= (PUSEHZ- qlSB7 (3.12¢)

and

Ap= %B%Q-SB. (3.12d)

With these symbols, the demodulator input voltage can nowriteen as

Gy /G gQ
Vin,sec(t) :% -cos((wpx — wq)t — ¢ + @sp+ 0+ Tygwg) +
G
w'COS((Q)OX—FCOQ)t—I-(I)+(RJSB+9—TdQJQ)+ (3.13)

Verror,1 - €OS(Woxt + 8) + Verror,q - Sin(woxt + 6)

where the phase shift of the displacement-to-voltage asiwedefined in Eq. (3.7) is
also included. Next, the voltage is synchronously demdddlarhe in-phase compo-
nent of the output can be written as

loutsec(t) =Gy /yGy/aQz- cOS(9+8) - cos(wat + ¢ +A¢— Tawo) —
Gy jyAGyaQz-5in(@+8) - sin(wot + ¢ + A¢— Towo) +
Verror,| - €0S(8) + Verror,q - SIN(6) (3.14a)
=Gy /yGy/,1Qz- cos(wa (t —Ta) + ¢ + &) +
Verror, - €0S(8) + Verror,g - SiN(B),
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where
Gyja = \/%Zco@ (@+6) +AG2 - sir? (¢-+6) (3.14b)
and
& =0p+ arctan[AGGy_j;Q -tan(¢+9) | . (3.14c)

Similarly, the quadrature component can be written as

Qoutsec(t) = —GyyGy/Qz " Sin(¢-+6) - cos(wat + ¢ + Ap— Tawg) —
Gy yAGy;a Q- cos(@+8) - sin(wot + ¢ +Ap— Tywo) +
Verror,Q - €0S(8) — Verror, - sin() (3.15a)
=Gy yGy/0,0Qz" cos(wa (t = Ta) + ¢ + &) +
Verror.q - €0S(8) — Verror - SiN(0),

where
Gyjaq= \/Gy/QZ -Sir? (@+8) + AGS/Q -coZ (@+6) (3.15b)
and
AG _
£o = Ap— arctan| —22 -csc(g+90) | . (3.15¢)
Gy/a

From Egs. (3.14a) and (3.15a) it can be seen that the two signalsVeror) -
cogwoxt + 6) andVerror o - SiN(woxt + 8) behave as earlier. On the other hand, both the
gain and the phase shift of the Coriolis signal to the in-pteasd the quadrature com-
ponents of the demodulator output become dependent oretpeeincyfq = wq /(21)
of the angular velocity input.

The effect is most easily demonstrated graphically. Fig@t2-3.5 show the behav-
ior of the system in two cases. In both cases, the phaseistafised by the secondary
resonator readout is assumed to be zero. In the first casgnshdrigs. 3.2 and 3.3, a
moderate resonance gain wkh= 1.25 andQy = 500 is used. This leads to a gain of
2.8, as defined by Eq. (2.28). Figure 3.2 shows the transfetifum{gain and phase)
of the Coriolis signal to the in-phase component of the dawtaddr output. The gain
values are normalized with respect to the nominal gaifpat 0 (that is, they are di-
vided by 28). It can be seen that the gain increases slightly over thevoiath, while
the phase delay increases, causing an additional delaytfremngular velocity input
to the demodulator output. In this case, the delay, whictefsndd as the derivative of
the phase shift with respect to the frequency, is rougtéyus.

Figure 3.3 shows the transfer function (gain and phase)o€triolis signal to the
quadrature component of the demodulator output. The gdiresare normalized as
above. Atfg = 0, the leakage is caused by the phase shift of the secondamyator
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Figure 3.2 Transfer function (gain and phase) of the Coriolis signahtin-phase component
of the demodulator outputfdy = 10kHz, foy = 125kHz, Q, = 500)
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Figure 3.3 Transfer function (gain and phase) of the Coriolis signéh&quadrature component
of the demodulator outputfdy = 10kHz, foy = 125kHz, Qy = 500)
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Figure 3.4 Transfer function (gain and phase) of the Coriolis signahtin-phase component
of the demodulator outputfdy = 10kHz, foy = 10.5kHz, Q, = 500)
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Figure 3.5 Transfer function (gain and phase) of the Coriolis sign#héoquadrature component
of the demodulator outputfdy = 10kHz, foy = 10.5kHz, Qy = 500)
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at the operating frequency (approximatel2® as evaluated from Eq. (2.7b)). As
increases, the leakage starts growing. At the same timglthge shift changes from
0to+90°.

In general, if both sidebands of the Coriolis force stay Welbe resonance fre-
guencywyy of the secondary resonator, then the gain of the Coriolisasitp both
the in-phase and the quadrature components of the demodalgput increases as a
function of fo. With a dc angular velocity inputf§ = 0), the outputs are identical to
Egs. (3.9a) and (3.9b), except for the additional phasé @hif ¢ caused by the sec-
ondary resonator. This is as expected, as then the two sidslmerge into a single
frequency component.

In the second case, shown in Figs. 3.4 and 3.5, a more aggreéssbnance gain
with k = 1.05 andQy = 500 is used. This leads to a gain of.8@t fo = 0. It can be
seen that the effects shown in Figs. 3.4 and 3.5 are idemtiche previous case, only
more pronounced. Now the additional delay caused by thesdiaf is roughly 14s.

Figures 3.6 and 3.7 show the phenomenon in the time domainte@ angular
velocity input of 100 /s is fed to the system &= 100ms. The resulting signal is syn-
chronously demodulated to the in-phase and quadratureaoenps, and the outputs
are filtered using sixth-order Bessel filters with their offtfrequencies at 100 Hz.

100 ' (- ' '
_ sl o fo,~105kHz
= v fo,712.5kHz
2 60} 1.01.0
5
o
N
o
= 100.0
- 20t .
99.5
04) 0112 - 0.114 0.116 0.118]
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Figure 3.6 In-phase outputs resulting from a step angular velocityiirgd 100° /s, with the
inset showing a detail of the overshootg(= 10kHz, foy = 10.5kHz or 125kHz, Qy = 500)

Figure 3.6 shows the resulting in-phase output for the tveesalescribed above.
The inset shows a detail of the signal. The overshoot is moatised by the Bessel fil-
ter, as its simulated overshoot is approximateBf@. There is only a slight difference
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Figure 3.7 Quadrature outputs resulting from a step angular velooipyt of 100 /s. (fox =
10kHz, foy = 10.5kHz or 125kHz, Qy = 500)

between the two cases. Figure 3.7 shows the correspondadyajure output. Now
the overshoot is caused by the Coriolis signal through tfierdnces in the gains and
phase shifts of the two sidebands, as it significantly exc¢lee expected overshoot
of the filter. The final values where the outputs settle cpoad to the dc values in
Figs. 3.3 and 3.5.

The fact that the Coriolis signal causes a frequency-deggmaitput in the quadra-
ture component of the demodulated signal has to be conslideacfeedback loop is
utilized to compensate for the mechanical quadrature kigitas will be studied in
more detail in Section 5.2. The loop has to be designed in aughy that the com-
pensation is not disrupted by this signal. In practice, itislves either limiting the
bandwidth of the compensation controller or using a morepiexcompensation al-
gorithm in order to prevent it from responding to a step aagwélocity input and also
providing a sufficient dynamic range for the quadrature congmt of the demodulator
output.

As a final remark, it should also be observed that if there isma-lependent force
exciting a mechanical quadrature signal in the secondagnigor, then it appears in
the in-phase component of the demodulator output in justahee way that an in-phase
force appears in the quadrature component, with an iderdteguency dependency
(shown in Figs. 3.3 and 3.5). Such a time-dependent mechlagiadrature signal
can result, for example, from the quadrature compensabiop br from noise in the
compensation voltage.
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3.4 Nonlinearities in Displacement-to-Voltage Conver-
sion

Next, the effect of nonlinearities in the displacement«dtage conversion will be

considered. It is assumed that the signal given in Eq. (3s18d through a non-

linear system, and the resulting in-phase output will belistiafter the synchronous
demodulation. A nonlinear system with second- and thidieononlinearities can be
modeled as

Vin secnl (t) = Vin.sedt) + @2 [Vin sedt)]* + @3- [Vin sed )], (3.16)

whereVin secni (t) is the demodulator input signal after the nonlinear effantd/in sedt)
the input without the nonlinearities. To find the effects o nonlinearities, the out-
put sighal components resulting from each nonlinearityrf&st to be evaluated from
Eq. (3.16). Then the output signal needs to be synchrondeshodulated, multiplied
by two, and low-pass filtered, as described earlier. Theuddignal components re-
sulting from the second- and third-order nonlinearit{¥f gedt)]? and[Vin sedt)]3) are
given in Egs. (A.4) and (A.5) of Appendix A. After evaluatitiie output of the syn-
chronous demodulation, it can be concluded that a secatel-aonlinearity does not
cause any distortion to the output signal. This is becauspactral components result
at or around the operating frequenoy as a result of a second-order nonlinearity.

A third-order nonlinearity, on the other hand, causes disto to the demodulator
output. The in-phase component of the output signal hasiémecy components at dc,
Wq, 20q, and 3ug. The expressions for the components are given in Egs. (A.6a)
(A.6d) of the appendiX It can be seen that the nonlinearity results in a set of iffe
intermodulation products between the four input compasefttese products are then
demodulated around dc to yield the final output spectrum.

Equations (A.6a)-(A.6d) give the frequency componentsctvhriesult from the
third-order nonlinearity, that is, the terfigi, sedt)]® in (3.16). In order to compare
them to the signal resulting from the fundamental comparnehich was given in
Eqg. (3.14a), they still need to be multiplied by defined in Eq. (3.16), which repre-
sents the relative magnitude of the nonlinearity. Only tben their final importance
be assessed.

While the expressions (A.6a)-(A.6d) are fairly complichtevo simplified special
cases deserve more careful examination. In the first casethn Coriolis signal is
fed into the system, while the error sign¥llgror andVerror,g are both zero. By using

3These results assume that the demodulation is ideal in treshat no spectral components from
harmonic frequencies fold at or around dc. While this is twheen the demodulation is performed by
multiplying the signal by ideal sine and cosine waves, treiltewill be different if the demodulation is
performed using, for instance, a switching demodulatoesgreffects will not be considered here.
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the substitutions introduced in the apperidix

G
a= SvSyiarse V/ZQ’LSBQZ (3.17a)

and Gy G 0
B— YRS (3.17b)

the in-phase component of the demodulator output resuitorg the nonlinearity is

3A3  3AB?
|0ut,sec(t) = (T + ?) -cos(wq (t — Td) +6—@sp— 9) +
3A%B  3B3
(T + T) -cos(wq(t—Ta) + ¢ +Quse+6)+
(3.18)
3A%B
7 cos(3waq (t — Tg) + 30 — 2@ s+ Quse— 6) +
3AB?
7 Cos(Bwo(t —Ta) + 30 — @se+2@ss+6).

From the result, it can be seen that the third-order nontityeaffects the amplitude of
the spectral component at the frequency of the angular iglexcitation ¢ug), and it
causes a third harmonic component to the output spectrum.

In another special case, it is assumed that the input angelacity is at dc. The
Coriolis signal can then be merged with the in-phase compiafehe error signal. By
now using the substitutions

C= c':'V/yGy/QQz +Verr0r,l (3-193)

and
D — Verror’(g7 (3 lgb)

the in-phase component of the demodulator output resuitorg the nonlinearity is

3c® 3CDp? 3C°D  3D%\ .
loutsec(t) = (— + ) -cOo0 + ( + —) -sin®

4 4 4 4

3 2 2 3

. D .
=3CT-cose+ -sin@ + -0059+T-sme.

(3.20)

The nonlinearity causes four error terms to the in-phasputufirst, there is a third-
order error €3). Second, if the quadrature compon¥gtor g is nonzero, there is also
a second-order erro€f), but the error is attenuated by §inThird, the nonlinearity
causes signal-dependent leakage of the quadrature comtfpdtiee demodulatorinput

4The symbolA, together with the symbols andD used later in this section, is used with other meanings
elsewhere in this thesis. The use of the definitions givenr tsdimited to this section and to Appendix A.
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signal to the in-phase output. If the quadrature compovigst o is constant, the error
appears as a gain error, because it is linearly proporttortaé Coriolis signal. Finally,
it causes an offset which is dependent on the quadrature@oen®/error,g. Again, this
error is attenuated by sth

In a practical case, the Coriolis signal has such a smallitudplthat it is unlikely
that the nonlinearities would be a significant source ofreimdhe displacement-to-
voltage conversion. On the other hand, the mechanical quadrsignal can be con-
siderably larger than the full-scale Coriolis signal [5Therefore, depending on the
system implementation, the mechanical quadrature sigmefarm the limiting factor
for the overall accuracy of the system.

3.5 Mechanical-Thermal Noise

Finally, how the mechanical-thermal noise introduced inti®a 2.2 behaves in syn-
chronous demodulation is studied. The power spectral tyeothe noise force was
given in Eq. (2.34). Rewritten here for the y-directionaorator,

F? = 4kgT Dyy. (3.21)

After traversing through the force-to-displacement argpldicement-to-voltage con-
versions, the synchronous demodulation, and the subsegaienof two and the low-

pass filtering, the power spectral density of the noise geltavhich appears in both
the in-phase and the quadrature components of the demodalaput, as a function
of the frequencyg, is

=2
4G} .- 2T Dy (Gyja” +4G g )

|2
(Z'A\X(JJOxmx)2

outsecn = qut,seqn = (3.22)
The detailed derivation of the result is given in Appendix B.

The amplitude transfer function of the angular velocityibf the in-phase output
signal was given in Eq. (3.14a) & ,Gy/q,, With Gy q  defined in Eq. (3.14b). By
reducing the spectral density of the noise voltage in thehiase output by this gain,
the mechanical-thermal noise spectral density, refeethgular velocity input, can
be written as

—_2
o _ VZETDy, Gya +4Gq (3.23)
— — 2 (0L0) '
Ao \| Gy " cod (9+8) +AGZ g - sir (¢+6)

with the units of rads/v/Hz.
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Figure 3.8 shows the input-referred noise spectral deeséhated from Eq. (3.23)
and normalized by the spectral densityf@at= 0 for the two cases described previously
in Section 3.3. With the low resonance gain, the noise stlgsively stable over the
signal band. When the resonance gain is increased, the inorease towards higher
frequencies becomes more pronounced.
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Figure 3.8 Mechanical-thermal noise, referred to angular velociputrand normalized by the
noise atfg = 0. (fox = 10kHz, foy = 10.5kHz or 125kHz, Qy = 500)

From Eq. (3.23) and Fig. 3.8, it can be observed that whilesibeaal transfer
function given in Eq. (3.14a) increases as a functiofigfthe noise transfer function
increases even more rapidly. This results in the frequelependeninput-referred
mechanical-thermal noise shown in Fig. 3.8. The phenomenceused by the cosine
squared and sine squared terms in Eq. (3.14b), which do mmaapn Eq. (3.22).
This, in turn, is caused by the fact that while the two sidelsaof the Coriolis force
are phase coherent, the phase of the signal caused by thamadithermal noise is
purely random.

It has to be kept in mind that during the previous analysiy ¢iné mechanical-
thermal noise was considered. If the noise contributed byltbplacement-to-voltage
conversion is assumed to be white, then its input-refermedep spectral density de-
creases as a function of frequency. This is because thel signafer function (3.14a)
increases as a function &4, as already described.

Equation (3.23) can be simplified by assuming that the gaihtha phase shift
of the force-to-displacement conversion stay constant theeband of interest. This
is a reasonable assumption in the event that a moderatearesmgain and/or small
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bandwidth is employed. The@yq = Gy/q, AGy/q = 0, and@ = ¢, and the noise
spectral density simplifies to

zn =

vaeTDy 1 (3.24)

Acooxmy  coS(@+6)

This is the form in which the noise spectral density is tyfycaresented in the litera-
ture. Often the effects of the phase skpift 6 are disregarded as well, and the equation
is written in mode-matched operation.

3.6 Effects of Temperature on Gain Stability

On the basis of the results derived in this and the previoapteh, the effects of temper-
ature variation on the stability of the gain from the angukpcity input to the output
signal can be listed. The gain was written in Eq. (3.14ajntakarious non-idealities
into account. In the sensor element, the gain stability isrd@ned by the stability of

the resonance gaiBes, of the vibration amplitudé\y, and of the primary resonator
resonance frequenayy. As defined in Eq. (2.28), the resonance gain depends on the
separation of the resonance frequencies of the primarytendecondary resonators,
denoted by. Thus, if the resonance frequencies track each other ongrdrature
with a constank, the gain variation is minimized. Additionally, in mode-toled
operation, the quality factd®y of the secondary resonator affects the resonance gain.
The vibration amplitudéy is typically controlled in a feedback loop, as will be shown
in Chapter 4 and hence, its effect on the gain stability isimized, depending on the
controlling accuracy. Finally, the effect of the variatiohwgy is typically small. If
necessary, it could be compensated for in the electronics.

Second, the phase shifin the sensor element afdn the displacement-to-voltage
conversion affect the gain stability. The phase spifiepends on the mode separation
K and the quality facto@y. On the other hand) and its stability are determined purely
by the circuit design.

Finally, the gainGy y of the displacement-to-voltage conversion affects theaive
gain, as should be expected. Like the respective phase6shilie gain stability is
determined purely by the circuit design.

3.7 Discussion

In this chapter, issues related to the synchronous demtimhulaf the secondary sig-
nal from a vibratory microgyroscope were studied. First itleal operation was
considered. After that, the effects of various non-idesditvere analyzed. These
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non-idealities were: delay in the displacement-to-vatagnversion; differences in
the transfer functions of the two sidebands in the forcdisplacement conversion in
the secondary resonator; nonlinearities in the displao¢toevoltage conversion, and
mechanical-thermal noise.

The effects of delay in the displacement-to-voltage casieerwere found to be
that first, the ideal output signals are attenuated bydcaegcond, the signals leak
between the in-phase and quadrature components, attdrimatend, and third, the
Coriolis signal experiences a delay.

The effects of the differences in the transfer functiondeftivo sidebands through
the secondary resonator were found to be that first, the gdipbase shift of the Cori-
olis signal to the in-phase component of the demodulatgudwthange as a function
of frequency, and second, the Coriolis signal leaks to treglcature component of the
output with a high-pass transfer function. The same alsdiep the mechanical
guadrature signal.

The effects of nonlinearities on the displacement-toagsdtconversion were found
to be that a second-order nonlinearity does not have angteffethe output, whereas a
third-order nonlinearity causes various error termsLideig signal-dependent leakage
of the quadrature component of the demodulator input signidle in-phase output.

Next, an expression for mechanical-thermal noise reducadgular velocity input
was written. It was found that the input-referred mechdrticarmal noise also exhibits
frequency dependency, in such a way that the noise incretightly towards higher
frequencies. Finally, the effects of temperature varretion gain stability were briefly
listed.






Chapter 4

Primary Resonator Excitation

The operation of a vibratory microgyroscope requires thieary resonator to be ex-

cited to vibration. Typically, the excitation is performaits resonance frequenayy,

in order to achieve a maximum displacement with a given atioit force. There are

several possible mechanisms to generate the excitatiog,fas described in Section
2.3, such as electrostatic (capacitive), piezoelectnid,edectromagnetic excitation.

In this chapter, issues related to the primary resonatdtagian are studied. Be-
cause the focus of this thesis is on microgyroscopes witlacitipe excitation and
detection, it will be assumed that the excitation is perfednelectrostatically. How-
ever, excluding Section 4.1, the analysis is largely alq@iegble to gyroscopes with
other types of actuators.

The contribution of the chapter is the following. First, tsics of the operation
of various electrostatic actuators are described. Thedyhamics of a basic primary
resonator excitation loop are analyzed. Finally, becadigbesr importance to the
experimental work presented in Chapter 8, different diggéehniques related to the
primary resonator excitation will be studied. The useAfmodulation in generating
the excitation voltages, including the effect of the quzattion noise resulting from the
modulation, will be analyzed in detail.

4.1 Electrostatic (Capacitive) Actuator

An electrostatic actuator is based on the attractive @sttic force generated between
two electrodes when an electric field is applied between thAsa system always
tends to an equilibrium point at which its total energy is imiized, the force in a 1-
DoF system can be expressed as a partial derivative of thgyenéth respect to the
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displacement, or
0B

ad ’
whereE;y; andd are the total energy and the displacement, respectiviiithe actuator
is now considered to be a simple parallel-plate actuatqr{®4 6] as shown in Fig. 4.1,
comprising two electrodes with an aréaone of which is fixed while the other one
can move in the x-direction, then the capacitance betweseplties is

F= (4.1)

Ag
C— 0'5r7
Xo+ X

(4.2)

wheregy is the permittivity of vacuum, equal to.85418 10-12F/m, ¢, the relative
permittivity of the insulator between the plates (for vacuar air, &, = 1), Xg is the
initial gap between the plates with no voltage applied,aisthe displacement. When
the capacitor is biased with a constant volt¥ge¢he energy stored in it is

1 Agoe, V2
E=-CV?=_—"——_ 4.3
2 2(Xo+X) (4.3)
Now, the electrostatic force can be written as
Agpg, V2
Fos= —— . (4.4)
2(Xo+X)

The direction of the force is along the negative x-axis, thahe force is attractive

+
X
jx 0 () v
Figure 4.1 A simple voltage-controlled parallel-plate actuator,hnén initial gapxg between
the plates whel = 0, and plate areA. (Side view.)

Equation (4.4) shows that the electrostatic force is a neali function of both
the voltageV and the displacement If the displacemenx is assumed to be small

1For a more general analysi,andd in Eq. (4.1) need to be replaced with vector quantities, ifeatb
a slightly more complex expression. For this analysis, veescalar quantities are sufficient.

2When comparing Eq. (4.4) with Egs. (4.3) and (4.1), it appesr if there were a sign inconsistency
between the two. The equations are consistent, howeveq.44.E) considers the total energy of the system,
whereas Eqg. (4.3) expresses only the energy stored in tlaeitapceC. The constant-voltage biasing causes
the energy stored i€ to change ag changes, requiring an other energy storage element in gtersy A
detailed analysis can be found in Appendix C
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compared to the initial gagy, then the force can be linearized by taking the first two
terms of the Taylor series of (4.4). In that case, the forecetmawritten as

2 2

x5 X3

Fes~ —

The first term of the series can be interpreted as a displateim¢ependent attractive
electrostatic force, which is used to excite the resonatbile the second term is a
repulsive force with a linear dependency from the displaa@mBy adding-es to the
right-hand side of the 1-D EoM given in Eq. (2.5) and reondgyithe EoM can be
written as

MK+ DX+ <k— +F (4.6)

AgoeV? Agoe V2
)

Now, it can be seen that in an electrostatically excited rsasmg-damper system, the

repulsive force acts asraegative electrostatic springsk which reduces the effective

spring constankes. This phenomenon is known atectrostatic spring softeningnd

it is one of the most significant side effects of both capeeigixcitation and detection.

The electrostatic spring constant can be written as

AgoerV?
kes= — (’x% , 4.7)
and the resulting effective spring constant as
AgoerV?
Keff = K+ Keg = K — —t— (4.8)

X

As aresult of the electrostatic spring softening, the rasor frequency is reduced to

[ Keff
Wy = " (4.9)

Because of the inherent nonlinearity of the parallel-ptatiator, its applicability
may be limited when large relative displacementéxg) need to be generated. If a
wider linear actuation range is required, the paralleteplctuator can be run with a
charge control. In that case, the structure is biased withatant charg®®. Now, the
energy stored in the capacitance, and, at the same timegtienhergy of the system
is

el @ (0@

= == 4.1
2C 2Agog, (4.10)

3In this thesis, the symbd@) is also used to denote the quality factor. If there is a pdigithat the two
meanings of) can be confused, the meaning is clearly stated in the text.
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The electrostatic force is then

QZ
ZASOSr ’
which is now independent of the displacement

Fes= —

(4.11)

Another way to extend the linear actuation range is to usengbedrive actuator
with voltage control [95, 96]. The comb-drive actuator isnfied by two comb struc-
tures sliding between each other, as shown in Fig. 4.2. I€tmb fingers are narrow
and the horizontal gap between the fingers small, the php#ite capacitor formed
by the tip of each finger with the opposite electrode can beriggh and the total ca-
pacitance between the fixed electrode and the moving etkrtran be assumed to be
a linear function of the displaceméntf the thickness of the structure of Fig. 4.2 ex-
tending into the page is denoted hythe width of each horizontal gap lgy and the
number of the horizontal gaps Ioyap, and if the only capacitance is assumed to be
formed by the horizontal parallel-plate capacitors betwiée fingers, then the total
capacitance between the electrodes is

_ Eokr- Ngap(Xo—X) h

C (4.12)
g
Then the energy stored in the capacitance is

E=2-CV?= 4.13
5 2 , (4.13)

and the electrostatic force 5

€0€r - NgapghV'

Fog = — 05 TaadV (4.14)

29
Again, the force can be seen to be attractive, but now it ispeddent of the displace-
mentx.

In reality, the fringing electric field can make a significapntribution to the total
capacitanc€ in the comb-drive actuator. This, however, can be takenantmunt by
adding a correction factor{1) into Eq. (4.12).

Some further remarks regarding the comb-drive actuatat teelee made. First, the
Ngap Parallel-plate capacitors also generate electrostatoefoacting in the horizontal
direction. If all the gaps have an equal widttthe horizontal forces cancel each other,
but still cause spring softening and thus increase the danga@ of the structure in the
horizontal direction. If the gaps have different widthse tlectrostatic forces are not

4Sometimes the termomb structurés also used to refer to a structure which is identical to $hatvn in
Fig. 4.2 but where the moving structure can move in the hataalirection, instead of the vertical direction
as in the figure. In such a structure, the left-hand-side®dfeach finger of the fixed structure are connected
to form the negative electrode and the right-hand-side tlgéorm the positive electrode. Hence, a three-
terminal structure with a moving middle electrode betwega fixed electrodes is formed. In this thesis,
however, comb structure always refers to the structureritesthere.



4.1 Electrostatic (Capacitive) Actuator 71

Moving
structure

Fixed
structure

Figure 4.2 A voltage-controlled comb-drive actuator, with initiasgiacement okg whenV =
0. (Top view.)

canceled, but an additional net force remains acting in timizdntal direction.

Second, if there is a voltage difference between the movingtsire and the under-
lying substrate, a vertical electrostatic force is geregtathis force pulls the moving
structure towards the substrate, collapsing them togétteer extreme case. Since the
moving structure forms a parallel-plate actuator with thiestrate, electrostatic spring
softening is observed in this direction as well. These ¢ffean be prevented by either
removing the substrate under the moving structure or byragaliground plane under
it, and biasing the ground plane and the moving structurBg¢same potential. [97]

Third, the fringing electric field can also generate an etetatic force pulling the
moving structure away from the substrate. This phenomen&naown as the electro-
static levitation effect. It can be prevented by properibig®f the fingers and of the
underlying ground plane. This, however, reduces the alsettic force in the lateral
direction as well because the fringing fields are reduced. [9

Regardless of whether the actuator is a parallel-plate ongbedrive actuator, the
generated electrostatic force is proportional to the sgjafthe control voltage. If it is
assumed that the excitation voltage is of the form

Vexdt) = Voc + Vac - Sin(exd ), (4.15)

whereVpc andVac are the dc and ac components of the excitation voltage, cosely,
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andweyc is the frequency at which the excitation is performed, thenresulting force
is proportional to

Fes~ [Vbc + Vac - Sin(exd )]

= Vi + 2VbcVac - Sin(Wexd) + Ve - Sin? (Wexd) (4.16)
V2 V2
=V + %C + 2VpcVac - Sin(Wexd) — %C - COS(2Wexd ) -

From Eq. (4.16), it can be seen that there are forces gedexttieree distinct frequen-
cies, at dc, atuexe, and at 204 In single-ended excitation, the force generated at dc
causes a static displacement of the resonator. The latesftthese forces can be used
to excite the primary resonator. If the excitation frequeiscchosen to be such that
Wexc = Wox, then the resulting force component exciting the primagorator at its
resonance frequency is

Fes~ 2VpcVac - sin(woxt) . (4.17)

If, on the other hand, the excitation frequency is chosereteuth thatoexc = wox/2,
then the resulting force component exciting the primargmnasor is

Vic
Fes~ ——0C - cos(a) (4.18)

This result implies that the excitation of the resonator barperformed either at the
resonance frequency, in which case the force is propoittortae product of the dc
and ac components of the excitation voltage, or at half tserrance frequency, in
which case the force is proportional to the ac componentreglua

If the resonator is excited differentially with voltaged/exd(t)/2, the forces at dc
and at 20y are canceled. In that case, only the exciting forceogt can be used
to drive the resonator. However, it should be kept in mind #ithough the static
displacement is canceled, the forces at dc still causeref#atic spring softening in
the parallel-plate actuator, as described earlier in thie te

Finally, it needs to be emphasized that the preceding asak/dased on the as-
sumption that the electrostatic force used to excite thena@®r is independent of the
displacement. While this is true for the comb-drive actuator and the pealgllate ac-
tuator with charge control, an assumption that the relatigplacemenk/xg is small
(less than approximately/10) needs to be made when considering a parallel-plate
actuator with voltage control. Additionally, it has beenpiimitly assumed that the
only effect of the nonlinearity of the parallel-plate adtuas the electrostatic spring
softening.

In a practical case, when a parallel-plate electrostatigador is used to excite the
primary resonator in a vibratory microgyroscope, the vibraamplitude is often not
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limited to the linear area of operation. This is because tiragry resonator vibration
amplitude needs to be maximized in order to maximize thedllsnimovement in the
secondary resonator. Because of the strong nonlinearibediill expression ofesin
Eq. (4.4) with respect to the displacema&nt more detailed analysis with sinusoidal
excitation voltage and sinusoidally varying displacemengeds to be performed to
ensure that the actuator works as desired. The analysisssaoveniently performed
using appropriate computer software to solve the exprassiamerically. Theoretical
analysis of the large-signal phenomena can be found, fanpbe in [98, 99].

As a numerical example, the microresonator introduced @ 2 will be recon-
sidered. The parameters were given in Table 2.1. If it israsslthat the mass is made
out of single-crystal silicon, the density of whichps; = 2330 kg/m3, the example
resonator can be approximately|#s thick, with an area of 200m times 20@um. If
the electrode are@is now assumed to be 16 times 10Qum, then with this and the
other parameters given in Table 4.1, the amplitude of thaltieg force atweyc in the
case of a voltage-controlled parallel-plate actuatdtis~ 8.9nN. If the resonator is
excited at 1kHz, the amplitude of the resulting displacetwaa merely 089 nm. If
the resonator is excited at its resonance frequency 10 kidzlisplacement is.89um.

It can be seen that the ratigxo is small enough for the linear approximation to hold.
In this example, the electrostatic spring softening canibedarded, as it is insignifi-
cantly small.

Table 4.1 Example parameters for electrostatic excitation of a m&sonator.

Paramete Value
A 100um- 100um
& 1
X0 10pm
Vbc oV
Vac 1V

The small magnitude of the resulting force and displacenmehte previous exam-
ple is characteristic of the electrostatic actuator. Fiartason, the primary resonator
of a microgyroscope is practically always driven at the neswe frequency. The force
can be increased either by increasing the excitation weltadyy increasing the elec-
trode are& and by reducing the gaxy. However, the large voltages require special
high-voltage semiconductor technologies in order to be #&btealize the driving cir-
cuitry. On the other hand, increasing the electrode areaethuting the gap increases
the squeeze film damping caused by the residual gas remairtinggap, reducing the
quality factor of the resonator. Both methods also increasesffect of electrostatic
spring softening. In a comb-drive actuator, the actuatimgd can also be increased by
increasing the number of comb fingers.
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4.2 Dynamics of Excitation

The excitation of the primary resonator is typically penfied in a closed-loop config-
uration. With a properly phased positive feedback arourdéisonator, an electrome-
chanical oscillator is created at the resonance frequekgy As shown in Section
2.1.1, the transfer functioH, r (s) of the primary resonator has a phase lag ¢f 80
the resonance frequency. This means that in order to achipasitive feedback in
the loop, a phase lead of 9% required to cancel the phase lag of the resonator. The
phase lead can be obtained with an explicit phase shiftdér asia differentiator or an
integrator combined with phase inversion, with a transtasice amplifier performing
the displacement-to-voltage conversion [57,58, 70, 86]yith a PLL that outputs a
properly-phased excitation signal [9, 79, 88, 90].

Generally, there is another feedback loop which monitogsvbration amplitude
Ax and keeps it constant at a desired value. The amplitudeatamperformed by con-
trolling the exciting force by varying either the dc or thecaenponent of the excitation
voltage. The relationship between these was shown in EbG)4If the amplitude is
not controlled, either the angular velocity output needsegamormalized with respect
to the amplitude or gain instability will result in an opeyep system. As an example
of another possibility for amplitude control, a mecharlicabntrolled oscillator has
been reported in [76] and applied in [73].

Figure 4.3 shows a conceptual block diagram of the excitdtop. Here, it is
assumed that the excitation frequenay: = wox and the amplitude of the resulting
electrostatic force is thus proportional topgVac. The position signal from the res-
onator is first converted into voltage, demodulated, aner&l with an LPF, resulting
in the primary resonator amplitude informatityat pri(t). In the feedback path, the
desired amplitudéset pri is first subtracted from this, resulting in the error sigdlis
signal is brought to a controller and modulated back to therating frequencyooy.
The modulating signal is taken from the output of the disphaent-to-voltage con-
verter, with the necessary phase lead ¢f.90

The controlleHpricerl (S) can set either the dc or the ac component of the excitation
voltage. If it sets the dc component, then the modulatioreifgomed using the signal
Vac- cogwoxt), which has a normalized constant amplitude. If the corgraibts the ac
amplitude instead, then its output is first multiplied by @ast) to yield the ac signal,
and further by the constant dc compon¥p¢. In Fig. 4.3, these two operations are
combined to yield a modulation using the sig¥iat - cogwoxt). After the modulation,
the voltage is converted to force, which in turn is used tdtexbe primary resonator,
with the transfer functioii, ¢ (s).

To make possible the linear analysis of the amplitude cohiap, the frequency
conversions (multipliers) need to be eliminated. This in@lasing a frequency trans-
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Figure 4.3 Complete block diagram of the primary resonator excitalbmp.

formation to convert the blocks operatingua (voltage-to-force converter, resonator,
and displacement-to-voltage converter) to dc. Assumiagtte quality factor of the
primary resonator is high, the loop can now be drawn in thekfied form shown in
Fig. 4.4. It has also been assumed that the low-pass filtesfeafunctionH,_pg(s)
does not affect the loop dynamics. Now, only the amplitudetred loop remains for
the linear analysis.

Ifitis further assumed that the displacement-to-voltageersiorHy, /x(s) and the
voltage-to-force conversioHg, v (S) act as constant gains equal®y x andGgy )y,
respectively, in the band of interest, the transfer fumcfiom the desired amplitude
Isetpri to the actual amplitudky,pri can be written as

lout, pri Hprictrl (s)-G- GFX/V ) H;/F () Gv/x

=— . 4.19
|seLpri 1- Hprictrl (5) G- GFx/v ’ H;/F (5) ’ GV/X ( )

From the equation, it can be seen that in order to have thalaotplitude as accurately
equal to the desired amplitude as possible, the loopldgigyi (S) - G- Grx v - H)’(‘/F (s)-
Gy /x of the amplitude control loop needs to be as high as possibtee simplest case,
the controlleHpictri (S) can be a proportional (P) controller, implemented as a gain.
this case, the loop remains a single-pole loop. If the annidis need to match exactly,
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Figure 4.4 Simplified block diagram of the primary resonator excitatioop, with the fre-
guency conversions removed.

an integrator (1 controller can be used. However, this introduces anothlerfocthe
loop and limits the control bandwidth. If the bandwidth neéalbe increased, a more
complex controller with zeroes can be used.

In the block diagram in Fig. 4.3, the modulating signal (eft¥ac - cogwoxt) or
Vbc - cogwoxt)) has an amplitude that is independent®f pri(t). This requires am-
plitude normalization, which can be performed, for examplea comparator. If the
modulating signal is taken directly from the output of thegliacement-to-voltage con-
verter, as, for example, in [57,58, 86], then the loop cabedinearized as it was here.
In this case, numerical methods are perhaps the only waystarerhoop stability and
verify the settling properties.

If the voltage-to-force converter is formed by a parallite actuator operated in
the nonlinear region, the amplitude-dependent gain neete taken into account in
the design of the control loop. In such a case, the electio$tace generated with
a given voltage increases as the amplitude increases, alsing the gairGg,, of
the voltage-to-force converter to increase. Like all noadir phenomena, this is most
conveniently analyzed using appropriate numerical amagcftware.

Another nonlinear phenomenon that needs to be considetkd igonlinearity of
the displacement-to-voltage conversion. The effects efibnlinearity after the syn-
chronous demodulation were considered in detail in Se@&idn This analysis is di-
rectly applicable to the primary resonator readout as wedcause the primary res-
onator movement is much larger than the Coriolis movembatnonlinearities might
be even more significant here than in the secondary resorstdout.

Finally, the behavior of the primary resonator excitatiood needs to be consid-
ered in the case when the phase shift in the electronics iexamtly+90°. In such a

5In this thesis, the symbol | is also used to denote eitherrtighase component or the current. If there
is a possibility that the different meanings of | can be cesfl) the relevant meaning will be clearly stated
in the text.
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case, after the loop has reached a steady-state operagqgrjinary resonator vibrates
with a frequency that yields a total phase shift 8fe&@ound the feedback loop. This
frequency can be solved from Eq. (2.7b), and it is slightlyiaeed from the resonance
frequencyuwpy. With a sufficient quality factor, the effective electrdgtdiorce exciting
the resonator is, at the same time, reduced by the cosineqgitthse error (i.e. the
difference of the actual phase shift from the ideal value-86€°).

4.3 Digital Techniques in Primary Resonator Excita-
tion

The primary resonator amplitude control loop presentedign 43 is an example of
an analog, or a continuous-time, continuous-amplituddgrobioop. However, the
primary signal can also be converted to the digital domaid,the controller can then
be implemented with DSP. Then the control loop takes the f&ltown in Fig. 4.5. In
the figure, the signal is A/D converted before demodulatéom downconverted and
filtered in the digital domain. The ADC could also be locatétdrathe low-pass filter,
in which case the demodulation is performed in the analogadionThe demodulation
can also be performed using subsampling techniques.

sin(wp,t)
Hipe(2)
2 Iout,pri(t)
> Hye(s) Hu(s) ADC ) N\
1/m
Hue(8)= 5 —————;
T Qs N
M +
HFX/V(S) >< DAC Hprictrl(z) +
V acB0S(wyyt) lset pri
or
Vpcl80s (0, t)

(Depending whether the controller sets

the dc (top) or the ac (bottom) component
of the excitation voltage.)

Figure 4.5 Block diagram of the primary resonator excitation loop vdibital control.

As the block diagram shown in Fig. 4.5 implies, the use oftdigiontrol leads
to a discrete number of possible levels of the excitationaligIn this case, the D/A
converter igM bit, and hence there ar&Jossible values available. This means that it
might not be possible to obtain the desired primary resonéboation amplitude. The
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discrete number of excitation levels can also lead to arllason of the primary res-
onator vibration amplitude between two values, even thdbghactual linear control
loop is perfectly stable. This can happen if the contrdiigictn (2) contains an integra-
tor and if the signal at the controller input changes by mbamntone least-significant
bit (LSB)® when the DAC output changes by one LSB. Now it might happentttea
controller input cannot be brought to zero with any DAC otitpuel. The integrator in
the controller integrates the residual signal until the DA@put changes by one LSB.
Then the integrator output starts moving in the oppositedtiion until it returns to the
original value, after which the oscillation cycle startepagain.

The oscillation amplitude can be reduced or the oscillatiompletely eliminated
by increasing the resolutidvl of the DAC. One way to perform this is to increase the
number of actual output levels of the DAC which generatesatieog voltage used
to set either the dc or the ac component of the excitatiorasigdecause the primary
resonator typically has a high quality factor and thus aavarbandwidth, another
possibility is to use oversampling aad modulation, with a small number of actual
output levels from the DAC. The primary resonator transtarction then filters the
guantization noise out, leaving an excitation signabgtwith an amplitude which can
now be set to the desired accuracy by the DSP.

A block diagram of the configuration is shown in Fig. 4.6. Ie flgure, the actual
DAC is preceded by an interpolator, interpolation filtdg (z), and a noise-shaping
loop (NL). These building blocks form a second-ordé DAC [100, Ch. 7]. The
figure also shows the word lengths and the sampling ratefatatit parts. The limiter
inside the NL prevents an overflow at the summer output in treateof the input
signal growing too high. Because the excitation voltag®iknger a single-frequency
sinusoidal signal, the quadratic nature of the voltagétoe conversion must now be
taken into account. This is indicated in the block diagram.

As the controller output signal can be considered to be aghakithe interpolation
filter can usually be removed and the interpolation perfatmih a simple zero-order
hold (ZOH). The design of th&A DAC involves choosing the word lengtliks and
M + P, the interpolation factame , and the number of final quantization levis The
parametersne andM are used to set the quantization noise in the excitatiorasign
a desired level. The paramet€iis used to achieve a sufficient resolution, as described
above. FinallyM + P is chosen to be such that the NL functions properly without
clipping the summer output.

The DAC output can set either the dc or the ac component ofdtieation voltage.
While both methods lead to the same electrostatic forceefriguencywoy, both
the spectrum of the exciting voltage and the generatedrektatic force around the

81n other parts of this thesis, the abbreviation LSB is alslus stand for Lower Sideband. If there is a
possibility that the two meanings of LSB can be confusedutiabbreviated forms are used instead.
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resonance frequenayy resulting from the shaped quantization noise differ. If the
exciting voltage cross-couples to the secondary resormkgtzction circuit, the two
methods lead to different cross-coupled spectra at theuboffthe detection circuit.

An important consideration is to prevent the quantizatiois@ at the DAC output
from causing the final SNR to deteriorate. This noise carets®/to the angular veloc-
ity output through two paths. The first is the electrical srosupling to the secondary
resonator detection circuit. If the DAC sets the dc componéthe excitation voltage,
then this noise source can be eliminated by selecting- me = wox/(211), where
nis an integer greater than zero. Now, because of the ZOH dDAit& output, the
continuous-time output spectrum has a zer@gt and the noise coupling is thus min-
imized. If the DAC sets the ac component, ff& modulated spectrum is upconverted
to wox, and hence the quantization noise shaping takes care ofgdigea zero to the
final spectrum atugx and thus minimizes the noise coupling.

The second noise coupling path is the possible direct giantaf the secondary
resonator by the primary resonator excitation signal. T&erthis noise source low
enough, the parametemg= andM are used to lower the quantization noise. Both of
these coupling mechanisms will be discussed in more det&hapter 6, in conjunc-
tion with the ZRO.

As an example case, a system with parametggs= 211- 10kHz, fs = 125Hz,K =
18, mr = 80,M =5 andP = 13 is simulated using Matlab Simulink. The parameters
are taken from the implemented system prototype, and willdseribed in more detail
in Section 8.5.2. Two cases are simulated, one where thedlarasther where the ac
component of the excitation voltage is set by the DAC. In latbes, the mean dc level
is —7V and the mean ac amplitude of the square wave signabig.0

Figure 4.7 shows the simulated time-domain output of the D&Cboth cases.
From the simulated time-domain data, a spectrum is cakdilatth Matlab using FFT
(Fast Fourier Transformation). In order to prevent spédtidkage, the time-domain
data are windowed using the Kaiser window function [101]evehthe parametdd
describes the shape of the window (sidelobe attenuatiorttanavidth of the main
lobe)-8. In Fig. 4.8, an overview of the resulting spectra is shownloth cases.
When the dc component is controlled (Fig. 4.8 (a)), the ZOspomse of the DAC
results in a zero in the quantization noise spectrumpgat as described earlier. When
the ac component is controlled (Fig. 4.8 (b)), the noisespetis simply modulated
aroundwox. This results in a higher quantization noise floor arounddperating
frequency.

7In his original paper [101], Kaiser actually usadas the shape parameter. However, Matlab uses the
symbolf instead, whilex is reserved to denote the sidelobe attenuation.

8In this thesis, the symbd is also used to describe the properties of the ZRO. If thesefisssibility
that the two meanings ¢ can be confused, the meaning is clearly stated in the text.
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Figure 4.7 Simulated time-domain output from tl& DAC used for primary resonator excita-
tion. (a) DAC sets the dc component of the excitation sigf@IDAC sets the ac component of
the excitation signal.

Figure 4.9 (a) shows a close-up of the resulting DAC outplttge spectrum for
both cases. These spectra show clearly that the quantizadise level is approxi-
mately 40dB higher when the ac component is controlled, @sgpto the case when
the dc component is controlled. Finally, Fig. 4.9 (b) sholes $pectra of the result-
ing electrostatic force for both cases. Because the DACubuwipltage is squared,
the difference in the force around the operating frequeratyvéen the two cases is
significantly reduced.

4.4 Discussion

In this chapter, issues related to the primary resonatdtagian were studied. First,
the basics of the operation of various electrostatic actaatere described. Then the
dynamics of the primary resonator excitation loop wereyaed. A simplified model
was derived, which can be used to design the controller redqin the loop.

After that, different digital techniques related to thenpary resonator excitation
were studied. Because of the limited number of possibletation signal levels, the
desired amplitude cannot always be reached, and osailkatitay be observed in an
otherwise stable loop.

To overcome this, the use @A modulation in generating the excitation voltages
was analyzed. It was found out that there are two posséslitas either the dc or the
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ac component of the excitation voltage can be modulatedreldre two paths for the
resulting quantization noise to couple to the secondanasjgither through electrical
cross-coupling or through the possible direct excitatibthe secondary resonator by
the primary resonator excitation signal. The modulatiothef dc component of the
excitation voltage was found to lead to a smaller noise ahlseelectrical cross-
coupling, whereas the noise caused by possible directagixeitis nearly identical
in both cases.



Chapter 5

Compensation of Mechanical
Quadrature Signal

As shown in Chapter 2, the off-diagonal terms in the springgrix& of the 2-D EoM
(2.18) cause a mechanical quadrature signal to the segorenator. This signal
can be considerably larger than the Coriolis signal prodimethe full-scale angular
velocity [57]. However, the mechanical quadrature sigread & 90 phase shift com-
pared to the Coriolis signal, and therefore it can be disiistged using synchronous
demodulation, as demonstrated in Chapter 3. Then the maxiolerable mechanical
quadrature signal depends on the dynamic range of the sagorekonator readout
electronics, together with the achievable phase acci@atyhe demodulation.

The magnitude of the mechanical quadrature signal can bteatien by element
design [102,103], by process control, and by post-manuifexg} trimming and screen-
ing. There are also various ways to compensate the remaiméafpanical quadrature
signal using the electronics, if required. This can be peréa by using electrostatic
forces [57,102,104], or the compensation can be fully bt [102]. The choice of
different methods is dependent on the required performandeost.

In this chapter, various methods for electrostatic or puedéctronic quadrature
signal compensation will first be presented. After that, sveyimplement the control
loop for electrostatic quadrature compensation performigd a dc voltage [57, 104]
will be discussed. In particular, the case where the congimmsvoltage is generated
with a DAC and the control is digital will be considered in gliét

The contribution of the chapter is to provide, first, a basiderstanding of alter-
native compensation methods, and second, an analysis afytiemics of different
feedback loops used to control the compensation. Becaubeiofimportance to the
experimental work presented in Chapter 8, different digéaehniques related to the
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guadrature signal compensation are studied. As in thequswhapter, the use ai\
modulation in generating the compensation voltage will halyzed in detail, includ-
ing the excess noise inflicted by the modulation.

5.1 Compensation Methods

When considering the different methods to compensate #&ramaining mechanical
qguadrature signal, the point at which the signal is remosethiimportant factor. The
first possibility is to remove the signal at the sensor eldmeefore the quadrature
movement is generated. This implies that a force oppositeedorce caused by the
anisoelasticity needs to be created, possibly compligdlie design of the sensor el-
ement. The second possibility is to let the quadrature mevetine generated but to
remove the signal before it is converted to voltage. In tlaiseg it needs to be made
sure that the quadrature movement does not limit the lityeafithe mechanical ele-
ment. The third possibility is to let the quadrature movetimnconverted to voltage,
and remove it only thereafter. Now, the quadrature signatied¢o be taken into ac-
count while designing the dynamic range of the electronipgp the point where it is
removed.

In this thesis, only the first two alternatives are considéoebe quadrature signal
compensation, as they truly remove the need for extendieglyimamic range of the
electronics because of the quadrature signal. Three eifferompensation methods
can be identified, two falling into the first and one into theael category.

First, the mechanical quadrature signal can be compenstetionically by in-
jecting a signal with the same amplitude but opposite phagke input of the sec-
ondary resonator detection circuit, canceling the medwshwjuadrature signal [102].
This method falls into the second category described abdiéock diagram of the im-
plementation is shown in Fig. 5.1. In the figure, the unconspé&ed quadrature force
Fauc(t) = —kyxAx - sin(woxt) is inflicted by the primary resonator movement, as de-
scribed in Chapter 2. The force excites the secondary résowdh the transfer func-
tion Hy ¢ (s), causing uncompensated quadrature movement with dispéaugqyc(t).
The displacement is then converted to charge, which in wigonverted to voltage.
The compensating voltage is also converted to charge, atetad the charge caused
by the displacement at the input of the charge-to-voltageexer.

To effectively compensate the quadrature signal with théshmod, both the ampli-
tude and the phase of the feedback signal need to be caredultsolled. Although the
amplitude can be controlled in a feedback loop, correctiplgaseeds to rely on tight
phase control in the electronics. A phase skifh the compensating signal causes a
part of the signal to leak to the in-phase component in thetsymous demodulation,
causing offset to the angular velocity output.
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Figure 5.1 Quadrature compensation by canceling the signal at the fpihe readout elec-
tronics.

Second, the same effect as with electronic compensatioheachieved by excit-
ing the secondary resonator electrostatically with a folhe¢ has the same frequency
and an opposite phase compared to the mechanical quadsimad, through the term
Fy in the 2-D EoM (2.18) [102]. A block diagram of the implemetiga is shown in
Fig. 5.2. The same limitations apply to this method as totede@c compensation, ex-
cept that now the phase shifitaused by the secondary resonator has no effect on the
compensation. In this case, the quadrature movement isemetrgted at all, meaning
that the method falls into the first category.

Uncompensated
guadrature signal
(from primary resonator)
Fauc(D)=FqucSin (ot

quc( ) quc ((’OOX ) sin(ont)

H_pe(S)
r
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FyV

LA Quadrature
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- chomp(t)zvqcompBin(woxﬁ'X)

Figure 5.2 Quadrature compensation by canceling the signal by ekgatio excitation of the
secondary resonator.

In these two methods, the compensation signal is typicakgrmn from the primary
resonator readout circuit. As described in Chapter 4, ieot@generate a force aby
in Fig. 5.2, a dc voltage needs to be summed to the ac voltathe isecond method.
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Another possibility would be to perform the excitatioruak/2, but this would need a
frequency divider to achieve the final electrostatic forca proper frequency.

A third option is to compensate the mechanical quadratgreasielectrostatically
by bringing a dc voltage to properly placed compensatiooteddes [57, 104], as
shown in Fig. 5.3. This generates a compensating force witleguencyuwyy, in
proper phase to cancel the force caused by anisoelasfitity. method also removes
the quadrature movement, thus falling into the first catggor

Uncompensated
quadrature signal
(from primary resonator)

Fquc(t):Fquc@in(wat) sin(ooo t)

H_pe(S)

|2 out,sec t
Hye(S) = Huy(S) X _\ Qoussee()

Quadrature
compensation voltage
Hqcump(s)

(FIV) ~ chomp

sin(e,)

Figure 5.3 Quadrature compensation by dc voltage creating a compegsaéctrostatic force.

The transfer functiotdgcomp(S) in Fig. 5.3 includes the dynamics from the com-
pensation voltage to the resulting force. In the real detie=conversion from voltage
to force and the further upconversionagx occur simultaneously. Depending on the
actuator topology, the relationship between the quadeatompensation voltage and
the amplitude of the force generated can be linear, or it eae b higher-order depen-
dence, such as a quadratic one.

5.2 Control Loops for Quadrature Signal Compensa-
tion

As can be seen from Figs. 5.1-5.3, the quadrature compensatitageVgcompneeds
to be generated, regardless of the compensation methoea@ppi the simplest pos-
sible implementation, the voltage can be set to a constdune vso that the remaining
qguadrature signal is brought low enough to allow sufficiesfgrmance. The advan-
tage of this is that there is no need to implement any kind otrob loop, saving in
design complexity, circuit area, and power consumptionvéier, the remaining me-
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chanical quadrature signal can vary with changes in theabperconditions and the
lifetime of the angular velocity sensor, and this needs todrefully considered.

A more sophisticated implementation could include, forregke, a temperature
sensor, which controls the compensation voltsfggmpto take the temperature de-
pendence of various parts of the implementation into accolhe highest level of
flexibility in terms of compensation accuracy and speed @vided by a feedback
loop, in whichVgcompis controlled on the basis @outsedt). However, it also brings
along with it the typical complications related to the desaf a closed-loop control
system, most importantly stability issues.

In this section, different control loop structures for étestatic quadrature signal
compensation performed with a dc voltage (the third metrestdbed above) will be
studied. All the structures are also applicable to the tweiomethods, provided that
the necessary changes to the block diagrams are made. Bexdatissmportance to the
experimental work presented in Chapter 8, the case whemthpensation voltage is
generated with a DAC and the control is digital will be corsiltl in particular detail.

5.2.1 Continuous-Time Compensation

A simple continuous-time quadrature compensation loogésgnted in Fig. 5.4. If
the feedback part is ignored for a while, the uncompensatedrture forcéquc(t)
excites the secondary resonator as described earlietfingsin the uncompensated
quadrature movementc(t). This signal goes through the displacement-to-voltage
conversionHy ,y(s) and is synchronously downconverted to dc. Then it is amglifie
by two and filtered to the desired bandwidth with a low-paserfilyielding the output

SlgnaIQout.Se((t) .
Uncompensated

quadrature signal
(from primary resonator)

Fquc(t):FqucBin(wat) sin(wOXt)
Hipe(s)
2 Qout,sec(t)
Hye(s) Huyy(S) %9, N\ [T
Hqcomp(s) Hqcctrl(s)

|

sin(xyt)

Figure 5.4 A continuous-time feedback loop for quadrature signal cemsgation.
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In the feedback part, the signal is first brought to a corgrélycc (S), which out-
puts the voltage for the quadrature compensation eledrddethe micromechanical
element, the compensation voltage is converted to an eltatic force and modulated
to the operating frequenayox in a proper phase. Finally, the result is summed to the
uncompensated fordguc(t).

Typically, the quadrature signal needs to be zeroed at dainiag the controller
to have a pole in the origin. The simplest solution would béngls integrator, with
Hgcctr (S) = wuck/s. Because of the low-pass mode operation, the compensatiah b
width is most probably limited by the low-pass filter afteetiemodulation. If the
bandwidth needs to be increased beyond this limitation, eeraomplex controller
with zeroes that provide phase lead at higher frequencightrbie required. In this
case, a complete PID (Proportional-Integrator-Diffeisgtot) controller can be used,
for instance.

5.2.2 Compensation Using DAC with Digital Controller

When the quadrature signal is converted to the digital doraad the controller is
implemented with DSP, the loop takes the form shown in Fi§. Bn the figure, the
signal is A/D converted before demodulation, and downcdrdeand filtered in the
digital domain. The ADC could also be located after the lagpfilter, in which case
the demodulation is performed in the analog domain. The demation can also be
performed using subsampling techniques.

Uncompensated
quadrature signal
(from primary resonator)

Fquc(t):Fquc@in(wat) Sin(u)oxt)
Hipr(2)
2 Qout,sec(t)
+ Hy/e(s) Hyyy(S) ADC ) N\
N
M
~ Hqcomp(s) DAC ><_’; Hqcctrl(z)
Sin(G)

Figure 5.5 A feedback loop with A/D and D/A conversion for quadraturgnsil compensation.

As described in Section 4.3 in conjunction with the primagganator excitation,
the output signaQoutsedt) can also exhibit oscillations between two values because
of the limited resolution of the feedback DAC. Again, thigju&es the controller
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Hqectri(2) to contain an integrator and the signal at the controlleuirip change by
more than one LSB when the DAC output changes by one LSB. Aldé&xplanation
of the mechanism was provided in Section 4.3. Because oftlihsegyshiftsp and,
and also because of the differences of the transfer furetibtne two sidebands of the
force through the secondary resonator, the oscillatiorplesuto the Coriolis output
and causes a spurious angular velocity signal whose speotreent depends on the
uncompensated quadrature movemgpé(t) and the exact loop gain.

If the ADC is aZA-type converter [100], then, with a dc input signal, the inpu
voltage can be revealed with unlimited resolution by indigg it for a long enough
timel. The same applies to an input signalua if the converter is a bandpaZ4
ADC [100, Ch. 5]. This means that the DAC output will alwaysitlate between two
values.

If the DAC resolution is sufficient, so that a change of one leBithe DAC output
causes a change of less than one LSB at the controller intpen, in the case of a
nonXA ADC, the signalQoutsedt) integrated inHqcctr (2) can be kept at zero, and
the output stays stable. With simulations, it can be showhdh identical resolution
requirement applies for 8A ADC, as changes below one LSB at the ADC output are
dithered to noise because of th& modulation. Because the gain from the DAC output
to the controller input is typically high, this leads to aystrict resolution requirement
in the DAC.

5.2.3 A Techniques in Quadrature Compensation

A solution for the stringent resolution requirement is torgase the DAC resolution
with ZA modulation. Now, the resolution of the DAC output at dc is hited by
the converter itself, but rather by the word length at the atatdr input (controller
output). By setting the word length to be sufficiently lonige tspurious components
can be brought as low as desired, or completely removed.

A block diagram of the configuration is shown in Fig. 5.6. Aghie case of the
A modulation of the amplitude control signal already desddiln Section 4.3, an
interpolator, interpolation filter, and a noise-shapirapgdorm a second-ord&A DAC
[100, Ch. 7]. The parameters in the figure are identical teehin Fig. 4.6.

As with theZA modulation of the amplitude control signal, an importantsidera-
tion is to prevent the quantization noise at the DAC outpartrficausing the final SNR
to deteriorate. Again, this noise can traverse to the angelcity output through
two paths. The first is the noise in the actual compensatittag®, which couples to
the Coriolis output like the oscillating quadrature sigral described earlier. To make
this noise source low enough, the parameimgsandM are used. The second path

Lignoring other noise sources apart from the quantizatidseno
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is cross-coupling through parasitic capacitances. Thisensource can be eliminated
by selectingfs-n-mig = wox/ (21). As in the modulation of the dc voltage in the pri-
mary resonator excitation, because of the ZOH at the DACudutipe continuous-time
output spectrum now has a zerauak, and the noise coupling is thus minimized.

As an example case, a system with paramedggs= 2m- 10kHz, fs = 125Hz,
K =15,mg =4,M =7 andP = 8 is simulated using Matlab Simulink. The parameters
are taken from the implemented system prototype and willdsedbed in more detail
in Section 8.5.2. Figure 5.7 shows the simulated DAC outpdheé time domain. It
should be recognized that this is the time-varying part ef¢bmpensation voltage,
into which a constant dc level will still be summed. The cepending spectrum is
shown in Fig. 5.8.

-0.70¢

-0.72¢

-0.74¢

-0.76

DAC output (V)

-0.78

-0.80

-0.82f

0 50 100 150 200
Time (ms)

Figure 5.7 Simulated time domain output from tl#& DAC used for quadrature compensation.

The voltage spectrum shown in Fig. 5.8 is next converteddoteistatic force and
modulated tawok to compensate the quadrature movement, as indicated indbk b
diagram of Fig. 5.6. Figure 5.8 (b) demonstrates that the 20tHe DAC output does
indeed create a zero to the output spectrumggt thus minimizing the cross-coupling
noise. More effects of thEA modulation of the compensation voltage will be studied
experimentally in Section 8.6.
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Figure 5.8 Simulated output spectrum from tB& DAC used for quadrature compensation. (a)
Overview of the spectrum. (b) Spectrum aroung}. (400000-point FFT, Kaiser window with
B =13, sampling frequency 400kHz, ES1.92V)
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5.3 Discussion

In this chapter, issues related to the compensation of tlehamécal quadrature signal
were studied. First, various methods for electrostaticuoely electronic quadrature
signal compensation were presented, in order to providesia baderstanding of the
alternative compensation methods. After that, ways to é@mgnt the control loop for
electrostatic quadrature compensation performed withvealiage were discussed, and
various loops were analyzed. In particular, the case wheredmpensation voltage
is generated with a DAC and the control is digital was correiden detail, because
of its importance to the experimental work in Chapter 8. Tee of>A modulation in
generating the compensation voltage was analyzed, imgutle excess noise inflicted
by the modulation.






Chapter 6

Zero-Rate Output

The zero-rate output is the signal that an angular velo@tysser outputs when no
angular velocity is applied [7]. It resembles the offset iec&onic circuits, and can
also be referred to as the offset signal or the zero-ratewff§the target application
area of the sensor requires that the measurement bandwalildsextend down to dc,
that is, to constant angular velocities, then the ZRO or,enmecisely, its possible
instability, is a very significant parameter describing ffeeformance of the device.
Examples of such applications are inertial navigation arntdraotive stability control

systems.

If the ZRO of a gyroscope were stable over time and envirortatgariations, such
as variations in temperature, then as long as it does ndttlimidynamic range of the
system, it would be possible to remove it from the final ougghal with calibration,
either analog or digital. In practice, the ZRO rises fromaas parasitic effects which
are typically not well controlled. Hence, it is importantdarefully analyze various
sources and to minimize their absolute values in order tadngZRO stability.

In this chapter, the fundamental sources of the ZRO signalrmcromechanical
vibratory gyroscope with capacitive excitation and detectill be discussed. After
that, a description will be provided of how synchronous ddoiation and electrostatic
gquadrature compensation performed with a dc voltage (destin Section 5.1) affect
the final ZRO.

The discussion will be kept at a general level, with appliliigtto any vibratory
gyroscope fulfilling the necessary assumptions. The figalficance of each source is
dependent on the actual system, and can be determined teyredf design is known.
To gain more insight into the theory presented, the ZRO ptaseof the implemented
angular velocity sensor will be experimentally analyze&atction 8.6.4. In the same
section, methods for performing the ZRO measurements ih aupay that various
terms can be distinguished from each other will be discussed
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The contribution of the chapter is the following. First,fdient ZRO sources are
identified on the basis of the literature. Each source wilglwen a uniform mathe-
matical representation. Possible methods for minimiziegeffect of different sources
will be described. Attention will be paid to the stability each source. Next, how
the signals caused by various sources express themsetgesyafchronous demodu-
lation will be analyzed. Then the effect of the electrostgtiadrature compensation
performed with a dc voltage on the ZRO will be analyzed. Hindahe temperature
stability of the ZRO is briefly described.

6.1 Sources of Zero-Rate Output

To identify the sources of ZRO, the nature of the signals ¢thatcause ZRO needs to
be analyzed first. As the output signal of a micromechanigedgrope is amplitude
modulated around the operating frequerfgy = wox/(2m), an error signal needs to
reside in the vicinity of this frequenéyn order to be able to cause ZRO. Therefore,
the sources of ZRO are typically synchronized to the prinmagpnator output. Such
a signal can be either a mechanical signal, such as the meahguoadrature signal
or the signal resulting from the non-proportional dampivgich were introduced in
Section 2.1.4, or it can be an electrical signal, such asckeltich is synchronized to
the primary resonator.

An external interferer with a frequency closeftg can also couple to the secondary
resonator detection circuit. The coupling can be eithestetml, if the interferer is an
electrical signal, or it can be mechanical if the interfésest mechanical vibration. If
it is assumed that such an interferer is at the frequesgy- Aw, it can be written as
sin((wox + Aw)t + ). The result of synchronous demodulation is then

loutsec(t) = sin(Aw-t + ) (6.1a)
for the in-phase component, and
loutsec(t) = COS(Aw-t + ) (6.1b)

for the quadrature component. The result means that thdeénée can also cause a
time-dependent ZRO if it appears within the signal band.

The following analysis will concentrate on the ZRO sourcésciv rise from those
signals that are internal to the system. All these signals barequency ofyy or its
integer multiples. This implies that the resulting ZRO iasiynal. The sources of the

1Depending on the structure of the demodulator, signals frarmonic frequencies can also cause ZRO.
Here it is assumed that the demodulation is performed byipfyittg the signal by ideal sine and cosine
waves, and hence the only source of ZRO is signafg,at
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ZRO fulfilling this condition can be identified as residingdither the sensor element,
the interface electronics, or an unintended interactiawéen the two resulting from

packaging anomalies. In this analysis, sensor packagilighotibe addressed. The
sources residing in the sensor element can be further divite two groups, those

resulting from the off-diagonal terms in the 2-D EoM (2.18pahose resulting from

other non-idealities.

As described in Section 2.1.4, the sources resulting fraenoffrdiagonal terms
in the 2-D EoM are 1) the mechanical quadrature signal [35%4,7105] and 2) the
signal resulting from the non-proportional damping [35heTsources related to other
non-idealities of the sensor element are 3) the direct rdattcross-coupling of the
primary resonator excitation signal to the secondary rasordetection [105] and 4)
the direct excitation of the secondary resonator by the gmynmesonator excitation
signal [47,106]. In the electronics, the possible sourdegRD are 5) the non-zero
middle electrode biasing impedance and 6) the cross-aaypli the primary signal
and different clock signals to the secondary resonatoctete

Throughout the following analysis, it will be assumed threg voltage signal used
to excite the primary resonator is

Vexc(t) = VDC +VAC . Cos(%xt) B (62)

and that the resulting primary resonator motion is
X(t) = Ax- sin(woxt) . (6.3)

Further, the gain and phase shift of the secondary resodetection circuit (displace-
ment-to-voltage converter) at the operating frequengyare assumed to 8, ,, and
0, respectively.

6.1.1 Mechanical Quadrature Signal

The mechanical quadrature signal [35,47,57,105] is géedrahen the primary res-
onator movement couples directly to the secondary respaata result of the non-
diagonal terms in the spring matrkof the 2-D EoM. The magnitude of the force
generated is directly proportional to the primary resondisplacement. Hence, the
mechanical quadrature signal at the output of the detectionit can be written as

Vinsecqu(t) = aAGy/FGy jy - Sin(woxt + @+ 6), (6.4)

wherea is a parameter that determines the magnitude of the coupWith the pa-
rameters defined in Section 2.1cdis equal to—kyx.
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Various ways to bring the mechanical quadrature signal tesared level or to
remove it completely were discussed in detail in Chapter e magnitude of the
mechanical quadrature signal can be controlled by elemesigd, by process con-
trol, and by post-manufacturing trimming and screeninge fidgmaining signal can be
compensated either by using electrostatic forces or byatgcthe signal fully elec-
tronically. The compensation can be performed in eithemagreclosed loop. The
choice of different methods is dependent on the targetddmeance and cost.

When the mechanical quadrature signal is compensatedsaaloop, either elec-
trostatically or fully electronically, the compensatioffieats the ZRO caused by the
other sources through the phase shjftand® in the synchronous demodulation. The
interactions resulting from electrostatic compensaterfigrmed with a dc voltage (the
third method described in Section 5.1) will be analyzed itadlén Section 6.2.

6.1.2 Non-Proportional Damping

If there are off-diagonal terms in the damping maixn the 2-D EoM, a force pro-

portional to the velocityAxwox - cCOS(woxt) of the primary resonator will be acting on
the secondary resonator [35]. At the output of the detedtianit, this signal can be

expressed as

Vin secda (t) = BAWoxGy/r Gy y - COS(toxt + @+ ), (6.5)

wheref is a parameter that determines the magnitude of the norepiopal damp-
ing?. Again, with the parameters defined in Section 2.8.i4,equal to—Dyx.

The only way to minimize this source is to minimize the partenfgby mechanical
design. To keep the source stalfietogether with the gaitwwoxGy/F Gy y, Needs to
be kept stable.

6.1.3 Electrical Cross-Coupling in Sensor Element

In electrical cross-coupling [105], the primary resona®rcitation signal couples to
the secondary resonator detection circuit through strpgatances. Because only the
time-varying componen¥ac - cos(woxt) can couple through capacitances, the cross-
coupled signal at the output of the detection circuit can btdem as

Vin.secce (t) = YWac - COS(woxt + ), (6.6)

wherey is a parameter that determines the magnitude of the cragding. Fig. 6.1
shows the electrical cross-coupling path through the atgat,,r to the input of a de-

2In this thesis, the symbd} is also used to describe the shape of the Kaiser window. tetiea
possibility that the two meanings @fcan be confused, the meaning is clearly stated in the text.
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tection circuit implemented as a charge integrator. D&réigpg the other components
for now,y = —Cpar/Cs.
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Figure 6.1 Possible sources of electrical cross-coupling in the gezlement.

There are several ways to avoid electrical cross-couplifigst, and most obvi-
ously, the stray capacitances should be kept as small ahlgosslext, in the case
of differential detection, the cross-coupling to both itgpghould be as symmetrical
as possible, in order to have the coupled signal as a comnuate component in the
input and hence rejected by the detection circuit. Addalbynif the excitation is dif-
ferential, both signals should cross-couple symmetgi¢althe detection circuit so that
they cancel each other.

Third, the primary resonator excitation and secondarynatay detection can be
separated in the frequency domain. This can be done eitherditing the primary
resonator atdy,/2, which is made possible by the quadratic relationship betwthe
excitation voltage and force, or by modulating the secopdagnal to a higher fre-
quency for detection [107].

Fourth, the primary resonator excitation and secondagn@sr detection can be
separated in the time domain as well. This means that théa¢ixei and detection are
performed in separate phases, leading to a discrete timlennemtation. Finally, the
source of cross-coupling could be eliminated by using sotherdorm of excitation
than electrostatic, such as magnetic [77].

To keep the output signal caused by cross-coupling constiaatproductyNVac
should be kept constant. In other words, both the strengthtlas source of cross-
coupling should be as stable as possible throughout thedfiadle of operating condi-
tions.

As an additional remark, if th&A modulation described in Section 4.3 is used
in the primary resonator excitation, the quantization eabkthe excitation signal can
also cross-couple to the secondary resonator readouttciftus will appear as addi-
tional noise in the angular velocity output. The propertiEthe cross-coupling signal,
together with possible methods to minimize it, were studiethe end of Section 4.3.
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6.1.4 Direct Excitation of Secondary Resonator

The direct excitation of the secondary resonator by the gmymmesonator excitation
signal [47,106] (called “direct motion coupling” in [L0G})eans that as a result of non-
idealities in the sensor element, the voltage sidfaal(t) used to excite the primary
resonator also excites a motion in the secondary resortatigh the ternt, in the
2-D EoM (2.18). As in the primary resonator, the magnitudéefforce created and
hence also the amplitude of the cross-coupled signal ifvel® the producVpcVac.
Therefore, the magnitude of this signal at the output of teection circuit can be
written as

Vin secde (t) = OVbcVacGy F Gy /y - COS(woxt + @+ 6), (6.7)

whered is a parameter that determines the magnitude of directagiarit

The only ways to eliminate the effect of direct excitatioa aither to ensure the or-
thogonality of the primary resonator excitation force amel $econdary resonator mo-
tion by element design, by process control, or by post-m®tEmming and screening,
or by exciting the primary resonator in such a way that thesdary resonator cannot
respond to it directly. It should be observed that if the selemy resonator movement
rises from the primary resonator movement through anistielty, the resulting signal
will be in quadrature, whereas the signal resulting fronectiexcitation is in phase
with the Coriolis signal.

To keep the direct excitation force and hence the outputasigmnstant, the term
0 should be constant, together with the prodstVac. If the primary resonator vi-
bration amplitude is controlled, then the latter term varién this case, the terd
needs to be minimized until the required level of ZRO stabi§ achieved. The gain
Gy/r Gy y also needs to be kept constant in order to keep the outpudlsignsed by
direct excitation stable.

As described in the previous section, if thA modulation described in Section
4.3 is used in the primary resonator excitation, the quatitin noise of the excitation
signal can cross-couple to the secondary resonator reeaidouit. Likewise, it can also
excite the secondary resonator through direct excitatighile the primary resonator
filters the noise with its high quality factor, the secondaayonator can respond to it
directly in low-pass mode operation. Thus, care must agaitaken to prevent the
cross-coupled quantization noise from degrading the fihg.S

Direct excitation plagues not only vibratory gyroscopethvélectrostatic excita-
tion, but also those with piezoelectric excitation. In [LOBe sources of the par-
asitic secondary signal in a tuning fork gyroscope with p&ectric excitation and
piezoresistive detection are analyzed. In the refereteedirect excitation of sec-
ondary movement is referred to as “actuation unbalance”.
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6.1.5 \Variation of Middle Electrode Biasing Voltage

Figure 6.1 also illustrates another issue which is relateeléctrical cross-coupling
and needs to be considered. Here, the excitation capagi@pcand the detection ca-
pacitance @ have a common middle electrode, biased to voltégesias through

a parallel combination of Rand G. Now, depending on the biasing impedance
Zg = Rg/ (14 junxRsCs), the actual middle electrode voltay@p can vary with the
frequencywok, as a result of the primary resonator excitation signalmetdependent
capacitances. The phase of the voltage variation is depénd&g and the source of
the error. This signal traverses directly to the output efdbtection circuit through the
capacitor @, and it also appears in the output because of the variatitreatetection
bias. The contribution of this source, referred to the outfithe secondary resonator
detection circuit, can be written as

Vin,secmb(t) ={; - cos(woxt +0) + (o- sin(woxt +0), (6.8)

where(; and{q describe the magnitudes of the resulting error signals.pEnameter
¢, refers to a signal that is in phase with the Coriolis signal &nto a signal that is in
quadrature with the Coriolis signal.

Although not explicitly stated in Eq. (6.8) for the sake ahgiicity, both{, and{q
can vary proportionally t&/ac andAy. The sensitivity to variation iVac is because
of cross-coupling through the capacitog€in Fig. 6.1, whereas the sensitivity to
variation inAy is caused by the time-dependent parts gi@nd G,. This issue will
be addressed again in Section 8.6.4, when methods usedtitoydish between the
various ZRO sources in measurements will be discussed.

The error signal caused by this effect can be reduced by maki biasing im-
pedance and the ac component of the excitation voltage smallgh. Additionally,
the methods used to reduce the effect of electrical crogplry in the sensor ele-
ment, including differential excitation and detectiondaime and frequency domain
multiplexing, are also applicable.

6.1.6 Cross-Coupling in Electronics

Because of parasitic stray capacitances or inductancée ialéctronics, various sig-
nals can couple to the secondary resonator detectiont@mdinflict ZRO. The source
of coupling can be either the signal from the primary resonat a clock signal that is
synchronized to the primary resonator. The contributiothefclock signals, referred
to the output of the secondary resonator detection circait,be written as

Vin secell (t) =ni - cos(woxt +0) + no- sin(woxt +0), (6.9)
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wheren, andnq describe the magnitudes of the cross-coupled signals. ditwneter
N, refers to a signal that is in phase with the Coriolis signal gg to a signal that is
in quadrature with the Coriolis signal.

The cross-coupling primary resonator output signal, ageferred to the output of
the secondary resonator detection circuit, can be written a

Vin.secel2 () = 11 Ax - cOS(woxt + 0) + 1A - Sin(woxt + 0), (6.10)

wherel; andig describe the magnitudes of cross-coupling. Againgfers to a cross-
coupled signal that is in phase with the Coriolis signal agdo a signal that is in
guadrature with the Coriolis signal. If identical deteatiircuits are used for both the
primary and secondary resonators, the primary signalipBase shifted relative to the
Coriolis signal, and, < 1. This source of coupling can be significant if the primary
and secondary resonator detection circuits are locatee ttoeach other, which needs
to be the case if good matching of the components in the t&r@urequired.

6.2 Effects of Synchronous Demodulation

In the previous section, the different sources of ZRO wepressed at the output of
the secondary resonator detection circuit in Egs. (6.4)806 However, because of the
synchronous demodulation, these equations do not dineggihesent the magnitude of
the final resulting ZRO.

After the signals of (6.4)-(6.10) are summed at the outpuhefdetection circuit,
they enter the demodulator. The signal at the input of theadlertator is then

Vinsedt) =0AGy/r Gy y - sin(wod + ¢+ 6) +
BAwoxGy,/F Gy jy - COS(woxt + @+ 6) +
Wac - cos(woxt +0) +
VbcVacGy/F Gy jy - COS(toxt + @+ 6) + (6.11)
{1 - cos(xt +8) + Lo - Sin(woxt + 8) +
Ni - cos(woxt + 0) + Ng - Sin(woxt + 6) +
11 Ax - COS(Woxt + 8) + 1A - Sin(woxt + 6) .

Next, the signal is downconverted into two components, tighase component,
which also carries the Coriolis information, and the quatecomponent. The down-
conversion is performed by multiplying by c@soxt) for the in-phase component and
by sin(woxt) for the quadrature componénand by filtering the signal with a low-pass

3|f the phase shift of the multiplying signals used in the demation needs to be taken into account, it
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filter. Assuming that there is a further gain of two after titefing, the resulting output
signals from the demodulator are

lougsec =0AGy Gy jy - Sin(@+ 0) +
BAwoxGy/r Gy /y - COS(@+ ) +
Wac-cos(8) +
OVbcVacGy,r Gy y - COS(@+6) + (6.12a)
{1 -cos(B) +Lq-sin(8) +
Ni -cos(8) +nq-sin(8) +
11Ax - c0S(6) 4 10Ax - Sin(0)

and

Qoutsec=0AGy /F Gy jy - COS(9+0) —
BAwxGy/r Gy jy - SiN(@+6) —
Wac-sin(8) —
VocVacGy F Gy jy - Sin(@+6) — (6.12b)
i -sin(8) + (- cos(8) —
ni -sin(8) +nq-cos(6) —
11Ax - Sin(B) + 10A - cos(8)

for the in-phase and quadrature components, respectiMely, Eq. (6.12a) gives the
ZRO when the mechanical quadrature signal is not compehsateler the assump-
tions made earlier.

To gain more insight into the result of Eq. (6.12a), it neexlbéa reduced to input
angular velocity. This can be done by dividing by the gaimfrthe input angular
velocity to the output of the detection circuit, which is @fjto 2A«woxGy/r Gy /yMk -
cos(0), leading to

N Wac n dVbcVac n q
Ax0~)OXGy/F GV/y Axdox AXUJOxGy/F GV/y

ni n 1 [ a . 2Q

AX('OOXGy/F GV/y (*)OXGy/F GV/y Wox AXQ)OXGy/F G\//y

No IQ }
+ -tan(0) »,
Ax(J\)OxGy/F c':'V/y (UOXGy/F c':'V/y ( )}

1
QZRQnch%ﬁ { B

+ (6.13)

can be included int®. Then® represents the total phase error in the synchronous deatmufutesulting
from the electronics.
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where it has also been assumed for the sake of simplicitytiab. From (6.13), it can
be seen which parameters affect the input-referred ZRO awdtlitan be minimized.

When considering the various terms in Eq. (6.13), one shioaldareful to realize
the effect of the variation in the gai®,r andGy ,y. Although they have been reduced
from the termsx, 3, andd in the equation, their variation still affects the ZRO slipi
This is because in open-loop operation, the gain is typica#asured when the device
is calibrated, after which it is assumed to be stable. If thia gow varies, it inflicts
scale factor instability, together with ZRO variation, daging on the magnitudes of
a, B, andd. Naturally, if some form of temperature compensation ferghin is used,
it also helps the ZRO stability in this sense.

In a practical implementation, the mechanical quadratigreesa AcGy r Gy /y can
be so high [57] that the degree to which the phase 8hiftr ¢+ 8) needs to be con-
trolled to yield good ZRO stability is impractically stridf the mechanical quadrature
signal is, for example, 10 times the full-scale Corioligwig then a phase shift of@°
causes the ZRO inflicted by the mechanical quadrature sigmae to one percent of
the full-scale Coriolis signal. This also means that a tiasiation in the phase shift, or
a variation in the gaily/r Gy, causes significant variations in the ZRO. Addition-
ally, a mechanical quadrature signal 10 times higher tharuth-scale Coriolis signal
could limit the dynamic range of the secondary resonat@daiemn circuit.

6.3 Effects of Quadrature Compensation

Next, the effect of electrostatic quadrature compensgirformed with a dc voltage is
analyzed. The compensation is performed in a closed-loofigroration, as described
in Section 5.2. The detailed implementation of the feeddack can be ignored for

the purpose of this analysis. A steady-state operationbgilassumed, i.e. it will be

assumed that there are no transients. This is justified vessitstated at the beginning
that only the dc ZRO will be considered. It will also be assdrtieat the quadrature
compensation at dc is perfect, i.e. there is an ideal integiathe feedback loop. As

the dynamic operation will not be analyzed, the detailedrodier parameters are not
important as such, as long as they ensure the stable opeoétioe feedback loop.

When applied, the quadrature compensation drives thelgsiiwen in Eq. (6.12b)
to zero. When there are no other components apart from thalantechanical quadra-
ture signablAxGy /r Gy - cos(@+ 6) present, it is nulled, irrespective of the phase shift
¢+ 6. However, if the other terms given in (6.12b) are presemty ttause a fraction of
the mechanical quadrature signal to be left after the cosgdém, so that the sum is
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equal to zero. The remaining mechanical quadrature sigriaén

BAXoaoxGy/,:G\,/y-sin((p—i— 0) Wac-sin(0)
cos(@+0) cos(@+6)

6VDCVACGy/F Gv/y . sin((p+ e)
cos(@+6)

i -sin(®) Lq-cos(6)

cos(cp+ 6) cos(p+96)

-sin(8) ng-cos(6)

cos((p+ 8) cos(p+9)

1A-sin(B)  1gAx-cos(B)

cos(¢p+8)  cos(@+8)

aAGyr Gy y =

(6.14)

By substituting this into (6.12a), the ZRO signal in the prese of the quadrature
compensation can be written as

lout,sec=BAxWoxGy/F Gy /y - [COS(@+ B) + sin(@+ B) tan(¢+ )] +
Wac - [cos(0) + sin(0) tan(p+ 0)] +
NVocVacGy/k Gy jy - [COS(@+ 6) + sin(@+ 6) tan(g+ 6)] +
Z. [cos(B) + sin(B) tan(¢p+ 8)] +
cos(8)tan(g+ 0)] + (6.15)

Q-[sin(8) —
| - [cos(8) + sin(B) tan(@+ 8)] +
Q- [sin(B) — cos(B) tan(p+ 0)] +

11Ay - [coS(8) 4 sin(B) tan(¢p+ 0)] +
10Ax - [sin(B) — cos(B) tan(p+ 0)] .

From Eq. (6.15), it can be seen that while the te#G, r Gy /, has been removed,
the effect of the quadrature compensation is present thrthegsine times tangent and
cosine times tangent terms that have appeared in the eqeatiopared to (6.12a). The
error terms are not proportional to the magnitude of the mpmnsated mechanical
quadrature sign@AxGy/r Gy /y; they depend only on the phase shift terrend®.

If it is assumed again that the element is operated in love-pasde withg < 6,
then with reasonable values of the phase $hifhe terms involving the sine times the
tangent in (6.15) are rendered negligible compared to timasténvolving the cosine.
Furthermore, the ternig, no, andig are completely cancelled. The ZRO can then be
written as

loutsec™ (BAXQ)OXGy/F GV/y +Wac+ 6VDCVACG)//F GV/Y +4+
Ni +11Ay) - cos(B).

(6.16)
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The equation shows the components that affect the final ZRDthk quadrature com-
pensation. They are the signal caused by non-proporti@mapthg, the signal electri-
cally cross-coupled at the sensor element, and the diredbérn. Additionally, the
in-phase error signal caused by the variation of the midilete®de biasing voltage
and any cross-coupled clock signals or a component of theakfgom the primary
resonator that are in phase with the Coriolis signal cause.ZRrther, the phase shift
0 determines the magnitude of the ZROBIfs small, then, as a result of the cosine
function, the ZRO is not very sensitive to variations@in If, for example,8 varies
between 1 and 2, the variation in the ZRO is less than 500 ppm. The ZRO stsidi
also dependent on the stability of the g&yr Gy /.

After reducing (6.16) to input angular velocity, it can betten as

o 1 Wac dVpcVac q
ZROQC N 5 — B

+
my AXQ)OxGy/F GV/y Axox AXUJOxGy/F GV/y (6.17)

i [
AXUJOXGy/F GV/y UJOxGy/F GV/y .

Compared to (6.13), the terms involving (o Ng andig have been removed. Other-
wise, identical methods can be applied to minimize the inptarred ZRO.

6.4 Effects of Temperature

As was stated at the beginning of this chapter, the most itapbparameter regard-
ing ZRO is often not its absolute value but its stability otrere and in the presence of
environmental variations. Typically, temperature is ofithe most significant environ-
mental parameters that affects ZRO. Because the varioussoRf@es depend heavily
on the actual implementation, a general theoretical aisatfZ RO stability over tem-
perature is not possible. However, by examining Egs. (§.48d (6.15), some general
remarks on its stability can be made.

The first remark is that the same terms which affect the galnilitlyy (Section 3.6),
that is, the resonance gain, the vibration amplitddethe resonance frequency of the
primary resonatotyy, and the phase shiftgand, affect the ZRO. Hence, by optimiz-
ing the gain stability, the ZRO stability is also improvedpEcially when quadrature
compensation is not applied, variation in the phase sh#tsaause significant ZRO
variation, as already mentioned.

Second, the dc and ac components of the excitation volfggandVac can be seen
in two of the ZRO terms, in the electrical cross-couplinghie sensor element and in
the direct excitation of the secondary resonator. Whileptfzaduct of the terms must
vary in order to control the primary resonator vibration ditngde, the cross-coupling
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source in the electrical cross-coupling can be stabilizedding a constantac and by
controllingVpc.

Third, the stability of the various parameters 3, vy, 8, {i/q, Ni/Q, andi q)
needs to be considered. This is where it is the most difficuiraw any general
conclusions. The effect of the parameter(mechanical quadrature signal) can be
eliminated by applying quadrature compensation. The petarfi (non-proportional
damping) is likely to be temperature-dependent, espgdiadlas damping dominates
the total damping in the sensor element. All the other terrtk their temperature
stabilities depend very greatly on the implementation efrrechanical element and
of the electronics, on the packaging, or on all of these facto

6.5 Discussion

In this chapter, the ZRO of a micromechanical vibratory ggape with capacitive ex-
citation and detection was analyzed. Different ZRO souwssr® identified on the ba-
sis of the literature, and they were given a uniform matheraktepresentation. These
sources were: the mechanical quadrature signal; non-piopal damping; electrical
cross-coupling in the sensor element; direct excitatich@&econdary resonator; vari-
ation in the middle electrode biasing voltage, and the ecosgpling of either various
clock signals or the primary resonator output signal in fleeteonics.

After this, how the signals caused by various sources egphhesnselves after syn-
chronous demodulation was analyzed, together with thetsffeclectrostatic quadra-
ture compensation performed with a dc. It was found out thatéwo cases resemble
each other, with the difference being that when electrizstgtadrature compensation
is applied, the sources in quadrature with the Coriolisaligine eliminated under the
assumptions made. Most importantly, the ZRO caused by tlehamécal quadrature
signal is removed, which is an expected result. Finallyt¢émeperature stability of the
ZRO was briefly considered.






Chapter 7

Capacitive Sensor Readout

The readout of a micromechanical gyroscope involves ceimgethe position infor-
mation of the primary and the secondary resonators into ra fuitable for further
processing The position information can be encoded in different formsh as ca-
pacitance, resistance, or voltage, depending on the réatgzhanism. Various read-
out mechanisms were introduced briefly in Section 2.3.

In case of a sensor element with capacitive detection, tiséipo is encoded as
capacitance between two or more separate electrodes iretiserselement. These
capacitances can be configured in different ways, as showigiri/.1. The simplest
way is to have a single position-dependent capacitor, asgn71 (a). By adding
another capacitor with an opposite positional dependeheycapacitive half-bridge
shown in Fig. 7.1 (b) is achieved. Two of these half-bridgesloe combined to form a
pseudo-full bridge as shown in Fig. 7.1 (c). Finally, theapve full bridge is formed
by four independent electrodes and four position-depetrigracitors between them
(Fig. 7.1 (d)).

(@ (b) (@ (d)

Co-AC/2 Co+AC/2

Co+AC/2 Co+AC/2
Co+AC/2

Co+ACo
Cp-ACy/2

Cp-AC/2 Cp-ACp/2

Co+AC/2 Co-AC/2

Figure 7.1 Different configurations of the detection capacitance$.S{agle capacitance. (b)
Capacitive half-bridge. (c) Capacitive pseudo-full bedgd) Capacitive full bridge.

1This process is also commonly referred to as “detection”thBerms are used interchangeably in this
thesis.
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Typically, the capacitive position signal is first converte voltagé [109]. There-
after, it can be further processed with standard signalgesing blocks, such as filters,
amplifiers, and data converters. Another way is to converttpacitance directly to a
digital word with a suitable capacitance-to-digital (C@nverter. This chapter mostly
concentrates on C/V converters. The electromechabitdbop described in Section
7.3.3 inherently provides a digital output. Additionalipme further remarks on C/D
implementations are made in Section 7.3.4.

There are two fundamental ways to perform C/V conversione @ay is to use a
continuous-time front-end that converts the capacitamescontinuously varying volt-
age. Another alternative is to use an SC front-end, in whietdietection capacitance is
embedded into the SC structure. This is possible, as theitapaes of micromechan-
ical sensor elements are typically in the picofarad rangmparable to the capacitors
in a typical IC technology.

An alternative technique for C/V conversion is provided bpacitance-to-frequen-
cy (C/f) conversion. In C/f conversion, the capacitive fiosi information modulates
the frequency of an output signal. A C/f converter can be @m@nted as an oscillator
whose output frequency depends on the detection capagitafss no implementa-
tions related to the readout of a micromechanical gyrostape been reported in the
literature, C/f conversion will not be discussed in any nmaeeail.

C/f conversion should be distinguished from the detectiethrod used in the reso-
nant output gyroscope presented in [61]. Whereas a C/f ctananverts the capaci-
tance of a capacitor to a frequency, the resonant outpusggpe contains a resonator,
whose resonance frequenwy is proportional to the input angular rate. This means
that the resonant output gyroscope does not contain thelaangie-to-capacitance
conversion which is required by a readout performed usifig@iversion.

This chapter first describes the electrostatic effectdedlto capacitive readout.
These result from the electrostatic forces that act betwieerplates of a detection
capacitance as a result of biasing. Next, the chapter ¢hesccontinuous-time front-
ends, which are divided into those operating at the resenfrequency of the mi-
cromechanical element and those that modulate the sigmahigher frequency. Dif-
ferent implementations that are described include thestmgmedance amplifier and
different voltage buffers. Then a brief introduction toatite-time signal processing
will be provided. After that, different SC discrete-timefit-ends, including voltage
amplifiers, electromechanical loops, and various other implementations will be pre-
sented. The chapter concludes with a discussion and a lorieparison between the
front-end types that have been introduced.

2To be precise, capacitance is always first converted to ehargl the charge subsequently to voltage.
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7.1 Effects of Electrostatic Forces

As described in Section 2.3, there are various undesiredesfects related to differ-
ent excitation and detection methods. In capacitive dietecthe side effects result
from the electrostatic forces. To measure the capacitagtvecen two electrodes, the
structure needs to be biased, either with a known voltagéanmge. This biasing then
results in attractive electrostatic forces between theteddes, as described in Section
4.1 when an electrostatic actuator was studied. Thesedaame affect the resonator
parameters or even distort the capacitance being measured.

If the detection capacitance is formed by the comb strustah®wn in Fig. 4.2,
the resulting electrostatic force is constant, regardiésbe displacement, as shown
in Eq. (4.14). This means that the applied detection biasltseef an offset in the
capacitance being measured. The offset can be canceledetteinadegree with the
differential structures shown in Figs. 7.1 (b)-(d), depgagdn the matching of the
parameters of the individual capacitances.

On the other hand, if the detection capacitance is formetdéparallel-plate struc-
ture shown in Fig. 4.1 and if the structure is biased using rsstamt voltage, then
the electrostatic forces are nonlinearly dependent on ig@atement, as shown in
Eq. (4.4). As already discussed in Section 4.1, this lead$ettirostatic spring soften-
ing, an effect which alters the resonance frequency of thanator. Additionally, if the
displacement is large compared to the initial gap, the nealiity of the electrostatic
forces causes distortion to the displacement being medsure

These effects can be avoided by using constant-chargegjaghich again leads
to constant electrostatic forces, as in the comb structitewever, because of the
difficulty of maintaining the constant charge bias, a comist@ltage bias is often em-
ployed in capacitive detection. In the following two sulismts, the effects of spring
softening and nonlinear electrostatic forces will be apatly Additionally, some meth-
ods for improving the linearity degraded by the nonlineactrbstatic forces will be
discussed.

Another possible source of nonlinearity in capacitive diete that needs to be
considered is the relationship between the displaceremd the detection capacitance
Cp. Again, in the comb structure, the relationship is lineathte first order, whereas
it is strongly nonlinear in the parallel-plate structurehid source of distortion has
to be distinguished from the distortion caused by the edstatic forces, as it is a
property of the displacement-to-capacitance conversioradfects the detection even
if the electrostatic forces are not present

3These two sources of distortion are still related, as thetrelstatic force is proportional to the derivative
of the detection capacitance with respect to the displaneniéerefore, if the displacement-to-capacitance
conversion is linear, the electrostatic force is signdejpendent. Only with a nonlinear displacement-to-
capacitance conversion does the electrostatic force bes@nal-dependent (and possibly also nonlinear).
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7.1.1 Spring Softening

The electrostatic force resulting from a constant-voltagesing of a parallel-plate
structure was given in Eq. (4.4). Rewritten here,

AgoerV?

Fes= ———. (7.1)

2(x0+X)
The equation and the following analysis are written for tkginectional displacement.
However, they are applicable to other directions as wellsipyply replacing the pa-
rameters andx with the respective parameters for the direction of interes

With small displacements, the force can be approximatea finkarly dependent
onx using the first two terms of the Taylor sefieJhis results in electrostatic spring
softening, which was described in detail in Section 4.1. &tfiective spring constant

is then 5
AgoeV
Keff = K+ Kes = Kk — Oxg : (7.2)

and the resonance frequency
Keff
=4/ —. 7.3
o - (7.3)
In addition to the spring softening, the constant part offleetrostatic force causes
offset. As discussed earlier, this offset can be canceladctertain extent by utilizing
differential structures. However, at the same time, thellbs value of the electrostatic

spring constant increases, as the force terms with lingaertency ox are summed.

Electrostatic spring softening thus reduces the resorfeapeency. Because of the
small amplitude of the Coriolis signal, the electrode ameds to be made large and the
gap small in the secondary resonator detection in a typieabgyroscope, in order to
maximize the gain in the displacement-to-capacitanceemsion. This leads to a more
pronounced spring softening in the secondary resonatectiet than in the primary
resonator excitation or detection, which in turn reducesriode separatior and
increases the resonance gain. Therefore, in order to achiegrtain mode separation
and resonance gain, the secondary resonator resonangeriogg, without the bias
voltage applied may need to be designed to be significanglgdrithan the desired
resonance frequency in operation. Then, after the biaagelts applied, the modes
are set to their final positions and the desikad achieved.

4The linearization can also be performed around the restiposif the mass after the biasing voltage
is applied. In this caseg needs to be replaced with the resulting gap.
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7.1.2 Nonlinear Electrostatic Forces

If the relative displacement/Xo is not small, the Taylor series approximation is not
sufficient to describe the behavior of the system. Then thmepbete expression of
Eqg. (7.1) needs to be used in the 1-D EoM of Eq. (2.5) insteddeofaylor approxi-
mation, leading to

AgoeV?
2(x0+x)?
The result is a nonlinear differential equation which canm® solved into a closed
form. Hence, numerical methods are needed to verify thadidtertion caused by the
nonlinear electrostatic forces is not degrading the peréorce too much. Typically,
the Coriolis movement is such a small signal that this sowofcdistortion remains
insignificant.

Although it is beyond the scope of this work, it is worth meniing that in a ca-
pacitive microaccelerometer, these nonlinear electiiodtarces can cause significant
distortion to the output. The effect has been studied inildetathe differential struc-
ture shown in Fig. 7.1 (b) in [26].

If the distortion inflicted by the nonlinear electrostaticdes cannot be disregarded,
their effect can be reduced in various ways. The most obwasis to design the
parameters of Eqg. (7.4) in such a way that the distortionsstalow the permitted
level. If this is not possible, for example because it wowlduce the sensitivity of
the device too much, the nonlinearity can be canceled byikgape displacement
x constant by employing force feedback. Now, the electrmsfatce stays constant
as well, causing only an offset to the output. A third optieria control the biasing
voltages of the capacitances in a differential structursuich a way that the charges
and hence the electrostatic forces on both sides are eqnalw@y to achieve this is
the so-called self-balancing bridge (SBB), first presemmejd 10], with more recent
implementations in [24-27].

MK + DX+ kx= — (7.4)

7.1.3 Pull-In

In the extreme case, the electrostatic forces can lead te@opfenon known gsull-
in [111]. In pull-in, the mass-spring-damper system is braugtan area of instabil-
ity, where the electrostatic force displacing the masseiases more rapidly than the
restoring spring force as a function of the increasing dispinent. This causes the
displacement to grow until the mass collapses either to étection electrode or to
some displacement-limiting mechanism such as a mechatagber.

When the detection of a vibratory gyroscope is consideites pull-in needs to
be analyzed as a dynamic phenomenon, with a sinusoidalyneadisplacement. The
achieved results differ from the typical analysis, whicbuases the system to be quasi-
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static. While a detailed analysis is beyond the scope oftlisis, it can be found, for
example, in [98, 99]. Although written for an electrostaittuator, the concepts are
also applicable to capacitive detection. It should alsodo®gnized that long before
pull-in, the nonlinearity starts causing significant diits to the output signal.

7.2 Continuous-Time Front-Ends

Continuous-time front-ends convert the capacitively elecbposition information into
a continuously varying voltage. They can be divided into smbgroups, those that
work at the resonance frequency of the micromechanicalei¢and those that mod-
ulate the signal to a higher frequency.

7.2.1 Resonance Frequency Operation

The most straightforward continuous-time implementaisoto perform the C/V con-
version directly at the resonance frequency of the micrdraeical element. If a well-
controlled gain is required, the C/V converter can be im@etaed as a transimpedance
amplifier, the schematic of which is shown in Fig. 7.2. In tlgufe, the amplifier is
connected to a capacitive half-bridge. If the detectioracépnce were a single ca-
pacitor, then a single-ended transimpedance amplifierdvoglsufficient. The figure
also depicts the parasitic capacitan€ps connected from the amplifier inputs to the
ground. If the operating frequencyy < 1/(RiCs), the resistanc®; dominates the
feedback impedance and the amplifier is called a transaesistamplifier [69, 85]. If,
on the other handyo > 1/(R¢Cs¢), the capacitanc€; dominates the impedance. In
this case, the amplifier that forms a lossy charge integraialled a transcapacitance
amplifier, or a charge-sensitive amplifier, or, in short, sAQ&9].

Rf
_\/\/\/\_

G
Cp+ACK(t)/2 Ci _“_

4+ )
Vo o Vemin Vou(t)
O

e
Co-ACH(0)/2 %

Figure 7.2 Schematic of a transimpedance amplifier, Wighyn the common-mode voltage at
the input.
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With an ideal operational amplifier, the transfer functidntiee transimpedance
amplifier from the change in capacitamd@p to the differential output voltagé,: is
o Vout (S) SVB/Cf

o9 StI/(RCH)’ (7.5)

H(s)

whereVg = Vemin — Vwip is called thedetection biasandCst, R¢, Vmip, andVemin
are defined in Fig. 7.2. The transfer function is a singlee g h-pass function, with
zero at the origin and pole af (R{Cs ). An important property of the transfer function
is that it is independent of bottp andCp.

From the transfer function of Eq. (7.5) it can be seen thatditection biad/g
over the sensor element directly determines the gain. Thansithat to keep the gain
stable, this biasing voltage has to be held constant. Ifdssumed that the middle
electrode bias voltagdyp is constant, the input common-mode leVejn also has
to be held constant. Possible reasons why the input comnuate hevel differs from
the output common-mode level include leakage currentsiaunthe sensor element,
external interference capacitively coupling to the higipédance input, and variation
in the common-mode pa@p of the detection capacitance.

The noise inflicted by the transimpedance amplifier origiadtom two primary
sources, the feedback resistors and the operational aenplifie power spectral den-
sity of noise resulting from the resistors referred to a ¢geain the input capacitance
ACp (in F?/Hz) can be written as

8kT
V&R,

Assuming that the noise of the operational amplifier is dat&d by the differential
input pair and that the input pair is realized using MOS (M&aide-Semiconductor)
transistors that operate in strong inversion, the powectsgledensity of the noise
resulting from the amplifier can be written as [112,113]

Cir= (7.6)

2 :{1+onRf(cf+cD+cp+qnWW)r
opa VeRytoc

16 W\ Y2 2K
—ksTyn <2HCox—|D) + =1,
[ 3 L C3xW L fox

(7.7a)

whereW andL are the dimensions of the input transistgythe excess noise factor
which describes how much the thermal noise differs fromthéitional long-channel,
strong inversion noise equatiop,the carrier mobility in the channel are@px the
capacitance of the gate oxide per unit argathe drain current, an&g the flicker
noise coefficient. In Eg. (2) of [17], there is erroneouslyaatdr &3 instead of the
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correct value, which is 1. Cinw is the capacitance per unit width seen at the gate of
the input transistor, defined as

Cinw = CGDO+ CGSO+ 0.67-Cox- L, (7.7b)

whereCGDO andCGSOare the gate-drain and gate-source overlap capacitances pe
unit width, respectively. It should be observed that whhe transfer function of
Eq. (7.5) was independent 6f andCp, they do affect the noise inflicted by the oper-
ational amplifier.

In the case of a CSApo > 1/(RiCt). Now the transfer function can be approxi-
mated ad1(s) = Vg/Cs and Eq. (7.7a) can be written in simplified form as

> Ct +Cp +Cp + CinwW \ ?
Chopa™ Ve :
_ (7.8)
16 w, o\ Y2 2K
kaTyn [ 2uCox—21 _F
le,kB V”( HCox - D) WL

From (7.8), an optimalV can be derived for a give®y andCs [112]. An optimum
exists as an increasimy on one hand increases the input capacit&geW, leading
to an increased noise level but, on the other hand, reduegbdinmal noise through
increased transconductance and the flicker noise throuigiceeased gate area. If only
the thermal noise is considered, the optimum is given by

Ct+Cp+Cp
Whpt = ——. 7.
opt 3.Crv (7.92)
Similarly, if only the flicker noise is considered, the optim is given by
C C
Wopt = m (7.9b)
Cinw

The final optimaW depends on the contributions of thermal and flicker noisé¢o t
total input-referred noise.

As W is increased while the drain currdmtis kept constant, the input pair starts
entering first the moderate and ultimately the weak invarsegion, as the current
densitylp /W decreases. The limits of the different regions are teclyyatiependent,
and they also vary as a function bf In weak inversion, the transconductance and
hence also the thermal noise do not change any more as admidtincreasingV.

For this reason, in weak inversion, a minimiivhalways leads to a minimum thermal
noise. This can shiff\,: to a smaller value than that achieved from Eq. (7.9a), when
thermal noise is considered. On the other hand, the optimoizaf the flicker noise is
valid regardless of the region of operation.
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The optimization can also be performed with a constant gatgee voltag®gs of
the input transistor. Nowp /W is constant, leading to slightly different results [56]. As
the current density does not change, the input pair staysisame operating region.

Theoretically, the feedback resistdRs are not necessary for the operation of a
CSA. In practice, however, they are required to set the dmagelMcvn at the oper-
ational amplifier input. To reduce their noise contributtorone that is as small as
possible, they should be dimensioned as large as possiklagtthe implementation
constraints, including leakage currents and silicon and@ account.

If wox < 1/(R¢C¢) and the amplifier is operated as a transresistance amplifier,
the effect ofCs can be ignored. In principle, it could be removed from theuwir
completely, but practical implementation may require thei for stability reasons or
to prevent high-frequency noise from limiting the dynanaage. Assuming that the
capacitanc€; is equal to zero, the transfer function of the transrestgtamplifier
can be written as Vour(8)

out
H(S = 2c (9
In this case, the transfer function is that of a differemtiatvith a single zero at origin
and no poles. The transresistance amplifier causes’ p®se lead to the signal,
meaning that if it is used in the primary resonator readdgt excitation loop can be
closed directly from the amplifier output.

=5 VgRy. (7.10)

The input-referred noise of the transresistance ampl#igil@ntical to that of the
CSA, and Egs. (7.8)-(7.9b) are directly applicablev > 1/[R;(Ct +Cp +Cp +
CinwW)]. If not, the approximation made in (7.8) is not valid, and Es9a) and
(7.9b) have to be rewritten as

2-, [(Cr +Cp +Cp)* + 3¢ — (Cr +Co+Cr)

Wopt = o (7.11a)
for thermal noise, and
(Cr+Co+Cp)’+ F
Wopt = o (7.11b)

for flicker noise.

The largest issue in the design of a transimpedance amgbfi¢he readout of a
micromechanical gyroscope and for resonance frequenaptipe is often the need
for large time constants in order to avoid attenuating armkssively phase shifting
the mechanical signal, which typically has a low frequerythe resistor quite often
also determines the noise level of the amplifier, it need<stoekatively large. As an
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example, a gyroscope operating with a resonance frequdriykidiz is considered.
To implement a CSA with a 10pF feedback capacitor and a pelguEncy which is
one tenth of the signal frequency, the resistor size would@oximately 16 ND.
With Vg = 5V, the input-referred noise of the resistor would bé-1.0-'°F//Hz.
Depending on the sensitivity of the mechanical elemens, ¢hn easily be too high
for Coriolis signal detection. This means that the resisibe becomes even greater,
typically in the range of hundreds of megaohms. Differerggqililities to realize the
large resistors with their advantages and disadvantagé®eviconsidered in more
detail in the next chapter, where the implemented CSA isritees.

In principle, by using a transresistance amplifier, a sma#sistor can be used
to yield an identical gain when compared with a CSA. As thengdia CSA at the
operating frequency is equal¥g/C; and that of a transresistance amplifiexVeRs,

then a feedback resistance 1

W Cr
is sufficient to make the gains equal. With the values takem the previous example,
a resistor size of approximately6IMQ is achieved. This is only one tenth of that
required for a CSA. However, it has to be kept in mind that atsthme time, the input-
referred noise increases according to Eq. (7.6). Otherluaks of a transresistance
amplifier that need to be considered are the amplificationgif-frequency noise and
possible problems with stability.

Ry (7.12)

If the front-end does not require a well-controlled gain,oftage buffer can also
be used in the readout at resonance frequency. This is thefoagxample, in closed-
loop detection of the secondary signal where the mechamioaément is canceled by
employing force feedback. This readout scheme has beeeingpited in the primary
signal detection of [49], as well as in the detection cirkoit[89,90,114]. A simplified
schematic of the readout electronics is shown in Fig. 7.3Thg circuits in [49,114]
use a differential amplifier configured as a voltage folloagiin the figure, whereas
[89,90] use a simple source follower instead.

If the input biasing voltage is assumed to\gn whenACp = 0, then the output
voltage resulting fromd\Cp is

~ Vemin - (Co +Cp) +Vumip - ACp (1)

Vout () = Co +Co - ACo (1 , (7.13)

with Cp, ACp(t), Cp, andVivip defined in Fig. 7.3 (a). If the detection bieg is again
defined a¥g = Vemin — Vi, then, by substitutingeyin = Vvip + Vs into Eq. (7.13),
the output voltage can be written as

(Co+Cp)-Va

Vout (t) =Vwvip + .
out (1) =VmID o+ o+ 1Co (1)

(7.14)
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Figure 7.3 Voltage buffer used for capacitive sensor readout. (a) 8iiegschematic. (b) Input
biasing with a resistor. (c) Input biasing with back-to-baiodes.

Now, if it is assumed thaACp (t) < Cp + Cp, then by using the Taylor series approx-
imation, the linear transfer function from the change inam@tanceACp to output
voltageVot is Vou(8) y

out (S B

H =2~ ot
It can be seen that the transfer function is dependent onizbeo§the detection ca-
pacitance, together with any parasitics connected to thetinBoth of these can be
considered as poorly controlled values. It should also tieed that the circuit shown
in Fig. 7.3 (a) is suitable only for the readout of a singlea@fance. If the capacitive
element forms a half-bridge, then differential detectismeéquired and the amplifier
should be replaced with a fully differential difference difigr (FDDA) [115].

As with the CSA, the amplifier input also needs to be biasetiéncase of a volt-
age buffer. This can be done either with a large resistor,ithr two diodes or diode-
connected MOS transistors. These cases are shown in Figp)aad (c), respectively.
It should be noticed that after the biasing devices are adtiedransfer function of
Eq. (7.15) turns into a high-pass transfer function, withotepat the frequency de-
termined by the RC (Resistor-Capacitor) time constant éitiput. All the biasing
circuits cause additional noise current to the amplifieutnpvhich needs to be taken
into account in the design.

(7.15)

7.2.2 Modulation to a Higher Frequency

As noted in the previous section, performing the contindime readout at the reso-
nance frequency of the sensor element leads to certainrdesigplications, together
with performance limitations. The most notable of thesetheeneed for large time
constants to avoid attenuating the signal and causing exdesse shift, the need for
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large biasing resistors to avoid excess noise, and the fl{@kg noise inflicted by all
the active components. The effects of all of these factonsbeareduced if the output
signal is modulated to a frequency higher than the mechbrésanance frequency.
Typical frequencies used in the modulation range from hedslof kilohertz to mega-
hertz. This reduces the required time constants by app&irignone or two orders of
magnitude, and reduces the flicker noise power by the samergmaAdditionally, it
reduces the magnitude of noise inflicted by the feedbacktmsi if their size is kept
constant. The drawbacks of the modulation include a paskigher current consump-
tion, the need for another demodulation (although the twoatkilation operations can
be combined, as demonstrated in [60]), and the need for theitty to generate the
carrier signal with sufficient quality.

In principle, the circuit topologies used for the detectafrthe modulated signal
are the same as described in the case of the detection atstivearece frequency. By
replacing the dc bias voltagéup with an ac voltag&/mig(t) = Vmip + Vmid(t), the
signal is modulated to the frequency of the carrier sighal(t). This frequency will
be referred to acw = tew/(210).

In case of a capacitive half-bridge, there are two ways tfoperthe modulation.
Either a single-ended carrier can be used to excite the mieldictrode and the de-
tection is performed differentially from the outer electes, or a differential carrier is
used to excite the outer electrodes and detection is peegimgle-endedly from the
middle electrode. These cases are illustrated in Fig. T.d fimnsimpedance amplifier.
The single-ended excitation shown in Fig. 7.4 (a) is easyetéopm, but the common-
mode charge flowing into and out of the sensor element has ¢tatedully taken into
account in the design. On the other hand, in the case of diffed excitation shown
in Fig. 7.4 (b), the required precisely balanced caMgim+V gir can be difficult to
generate, giving rise to offset signals at the carrier fesmpy. Additionally, in this case,
the common-mode noise in the differential carrier is cotaeto output noise when
the differential detection capacitances are not equal.

If only the output common-mode voltage of the operationaphfier in Fig. 7.4
(a) is controlled, the carrier signghiq(t) is capacitively divided between the detection
capacitanc€p and the feedback capacitGf. This causes variation in the amplifier
input common-mode level, requiring a sufficient input conmamode range (ICMR).
The carrier signal over the detection capacitances is dlsouated, affecting the dif-
ferential signal transfer functiovt (s) /ACp (S).

When the signal is modulated to a higher frequency, it alsalaéo be demodulated
in order to reveal the original angular velocity informatioAs described in Chapter
2, in vibratory gyroscopes, the angular velocity input ispitade-modulated to the
operating frequenayyx. A modulating front-end further converts this double sialeth
amplitude-modulated signal to the carrier frequerigy. The spectrum of the final
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Figure 7.4 Alternative ways to perform modulation with a capacitivéftmidge. (a) Exciting
the middle electrode. (b) Exciting the outer electrodes.

Cp-ACH/2

output signal is illustrated in Fig. 7.5. This implies thattchieve the original angular
velocity, the signal needs to be doubly demodulated, firsbgoand further to the
baseband.

In [107], an example implementation of a modulating fronttéor a microgyro-
scope is presented. The circuit description also inclubdesswitching demodulator
used to downconvert the signal t@y. Thereafter, it is A/D converted and digitally
demodulated to the baseband. Another example is presen{@8]i In that imple-
mentation, the signal is modulated to the carrier frequ@isayg a square wave carrier,
and the first demodulation is performed by using undersargiefore the A/D con-
version.

The implementation of [60] gives an interesting example @i/ fa two-axis gy-
roscope can be read with a single front-end circuit by mdahgeahe two signals to
separate carrier frequenciégy and fcup. Two switching demodulators are used to
convert the signals directly to baseband, one for each &tis is made possible by
first multiplying the clock signaldcw1 and fewe with fox using an exclusive-or (XOR)
gate, and then using the products to drive the demodulators.

In [57], the use of a CSA and a voltage buffer in a modulatimgpfrend are com-
pared. A similar comparison is performed in [109]. Finaitythe secondary signal
detection of [49], a capacitive full bridge is excited withddferential carrier signal
and an open-loop amplifier is used to buffer and amplify tiseilteng voltage.
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Figure 7.5 Output spectrum from a modulating front-end.

7.3 Switched-Capacitor Discrete-Time Front-Ends

All the front-ends described so far can be classified as goatis-time circuits. This
means that the signal is not time-discretized, or sampleahystage during the C/V
conversion, but it is defined for any value of the titn€@n the other hand, a discrete-
time signal is defined only at specific sampling instances. aAsxample of time
discretization, Fig. 7.6 depicts an example of a continttgus signal and its time-
discretized counterpart.

An interface circuit for a capacitive sensor can also be @mgnted as a discrete-
time circuit. This typically leads to an SC implementatioln SC interface circuit
takes samples of the capacitive signal and converts theroltage or directly to a
digital word. These samples are then output from the frowt-arcuit.

A fundamental property of a discrete-time system such agzaaiiSuit is its sam-
pling frequencyfs. It is the frequency at which samples are taken from the aigi
continuous-time signal. It is typically also the frequeatwhich the converter outputs
the samples, although a discrete-time block can also perfi@cimation or interpola-
tion, the former referring to a decrease and the latter t;marease in the sampling
frequency. Figure 7.6 shows a graphical definition of theang frequency, which is
the inverse of the perio®;, or Ts =1/ fs.

When designing a discrete-time signal processing systemasian SC C/V con-
verter, the Nyqgvist sampling theorem must be taken into @gto It states that in
a discrete-time signal with a sampling frequerfgyonly signals at frequencies less
than fs/2 can be represented. This is also referred to as the Nygqeguéncy. If
the continuous-time signal contains components at higkguencies, they all fold to
the band0... fs/2] when sampled. An immediate effect of this is the folding df al
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Figure 7.6 (a) Arbitrary continuous-time signal. (b) The same sigriatietized in time, with
sampling frequencys = 1/Ts.

wide-band noise in the sampling process. If a white noisecgowith a power spectral
density ofva and a bandwidth ofypw is sampled with a frequencl, the resulting
noise density in the discrete-time signa(Zfnesw/ fs) vﬁ

7.3.1 \Voltage Amplifiers

A straightforward way to implement an SC C/V converter is tartsfrom the basic
voltage amplifier shown in Fig. 7.7 (a). The sign@lsand, are two non-overlapping
clock signals, as depicted in the figure. The notion usedHerstvitches means that,
for instance, the switch SW1 conducts (is “on” or “closedhem¢; is high and does
not conduct (is “off” or “open”) when the clock is low. Similg, SW2 conducts when
¢, is high and does not conduct whepis low.

During the clock phase, the input signaVin(t) (which can be either continuous
or discrete-time) is sampled into the capaciter Mleanwhile, the capacitorfs reset.
During the clock phasey, the sampled charge is transferred fromt@ C,, and the
output signaWou(t) after the transfer has finished is equal@/Cy) - Vin((ns— 1/2) -
Ts), with (ns—1/2) - Ts the sampling instance (the instance wiggrgoes low) ands
the sample index. This voltage is now sampled into the loapacitgance ¢, and can
be transferred to the subsequent signal processing block.

The charge stored inCat the end of the sampling phaseQ$(ns—1/2) - Ts) =
Ci1-Vin((ns—1/2) - Ts). This implies that the voltage amplifier can be used as a C/V
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Figure 7.7 (a) Schematic of a basic SC voltage amplifier. (b) Noise ssuof the SC voltage
amplifier in clock phase;. (c) Noise sources in clock phage.
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converter, if G is the time-dependent detection capacitance\gnd) = Vrer, or a
constant dc reference voltage. N@(ns— 1/2) - Ts) = C1((ns— 1/2) - Ts) - Vrer, and
the output voltage after charge transfef\&eg/Cz) - C1((ns— 1/2) - Ts). This forms
the basis of the operation of all SC front-end circuits fquagtive sensors.

The clock signals for the switches SW1 and SW2 can be integgd i.e. SW1
can also be clocked witlp, and SW2 withp,. This delays the sampling instance of the
voltage amplifier by half a clock period and inverts the gditihe circuit, but otherwise
has no effect on the functionality.

A disadvantage with the single-ended readout circuit in Fig (a) is that the static
part of the detection capacitance causes an offset to thpeioot the readout circuit.
In a typical microgyroscope, the dynamic part of the secondesonator detection
capacitance can be orders of magnitude smaller than the gtat. This means that
the dynamic range of the detection circuit is severely kaiiby the static capacitance.

The problem can be solved by adding another capacitanceafigiavith C; and
charging it to a negative reference voltag®rer. With a properly sized capacitor,
the charge from the static part off €@an be canceled and hence the dynamic range
improved. Another option is to use one of the differentiatfoigurations of the detec-
tion capacitances (Figs. 7.1 (b)-(c)) with a proper difféia front-end circuit. These
configurations will be presented later in this section.

The noise of the SC voltage amplifier shown in Fig. 7.7 (a) cofr@m two sources:
from the switches and from the amplifier [116]. Figures 7 .)7afind (¢) show the noise
sources in both clock phases. The resistors®, Rs, and R, represent the series
resistances of the switches SW1, SW2, SW3, and SW4 in Fig(aJ, fespectively,
and G represents the sampling capacitor of the subsequent stéige.assumed that
the operational amplifier is a single-stage GT@®perational Transconductance Am-
plifier), theGBW (gain-bandwidth product) of which is determined by its s@onduc-
tancegm and the output load and thafdm > Ry 4, and ifCy > G55, then the total
mean-square noise power induced by the switches and refeaiek to the change in
the input capacitance can be written as

_keT-gnRIC1 | kT -Co keT -gmR2

CrZISWrmSN
T Vier Vier (0—11-1-%4_%).%3'5':
1
keT (7.16a)
c? c? | ¢ ’
(e +&+d) Vier

5In this thesis, the terroperational transconductance amplifier (OTi8)used to denote a specific class
of operational amplifiers that comprise a single stage amd high output impedance.

6with the single-ended implementation shown in Fig. 7.7 tsumption might not be realistic, as it
limits the reference voltagézer to small values. However, if the charge from the static pbiti@ detection
capacitance is compensated or a differential configurafamsed, then the assumption can be made. It
should be noticed that the additional capacitor then dauble mean-square noise power resulting from C
the effect of which is not included in the equations.
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In this equation, the first two terms are caused by the noiS¥f and SW3 sampled
into C; and G, respectively, at the end of clock phage and the last two terms are
caused by the noise of SW2 and SW4 sampled int@tthe end of clock phasg.

If C; > Cq, then the last two terms are not correct, and the noise toritsh of SW2
in clock phasep, needs to be calculated by integrating the transfer fundtimm the
noise source to the output.

By examining the equation, it can be seen that while the firdtthe third terms
contain the factogmR, which was assumed to be much less than one, and which results
from the operational amplifier limiting the noise bandwidtie second and the fourth
terms do not contain this factor. This means that the terntisoart the bandwdith
limitation will dominate the noise contribution of the selies.

The input-referred mean-square noise power caused by #ratignal amplifier is
given by

c2 _AnkeT | C (C1+Co” (7.16b)
n,oparms 3 V2 ﬁ . 2 "
REF  (C1+CL+ 5" ) -ViRer

Here, it has been assumed that the input-referred noisecobplerational amplifier
consists only of thermal noise, with power spectral dersijyal to

16ynkaT

7.17
30 (7.17)

nopa—
The first term in Eq. (7.16b) is caused by the noise of the dimpampled into ¢at
the end of clock phasg and the second term by the noise sampled int@he end
of clock phaseyp,.

If the operational amplifier is a multi-stage frequency cemgated amplifier with
GBW = gn/Cc instead of a single-stage OTA, the mean-square noise pomteced
by the switches is

keT -gmR1C?  ksT-Cp  kgT - gmRoC?
Cc - Vier Véer Ce-Vier
keT (7.18a)

CZ CZ 1o ?

2 ~
Cn,swrms ~

and the mean-square noise power of the operational amyidifier

c2 (CL+Co)?
CC'VlgEF CC'VF\%EF

4y kBT
Cr%,opa,rms: n3 :

. (7.18D)

The sources of the various noise terms correspond to thdsgso{7.16a) and (7.16b).
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The difference is caused solely by t88W difference between the two configurations.
It should be observed that the assumption that the amplifiesenis purely thermal
might not be reasonable with a simple voltage amplifier, asflibker noise easily
dominates the input-referred noise at low frequencies.

Next, the noise formulae (7.16a) and (7.16b) will be evadatith representative
values, in order to gain some insight into the magnitude efrésulting noise. It is
assumed that; = 4pF,C, = 1pF, andC. = 1pF. Furtherfs=50kHz andVirer =
2.5V. The GBW of the operational amplifier should be approximately 700kidz
order to achieve sufficient single-pole settling for 10dxturacy. To achieve this
in both clock phasegm = 40pA/V for a single-stage OTA. Finally, switch on-state
resistance is assumed to be(l, kand the excess noise factgr= 1.

By substituting these values and evaluating, the resuiltipgt-referred r.m.s. noise
levels areCp swrms = 33.3aF andCn oparms = 77.4aF. This yields a total r.m.s. noise
of Cnrms = 84.2aF and thus a noise spectral density &8mH VHz.

If the single-stage OTA is replaced with a multi-stage afiggliits noise can be
reduced to a negligible level by increasing the size of themensation capacitorC
Then only the switch noisén swrms, the value of which does not change significantly
from the figures shown abov€{swrms = 32.4 aF with a multi-stage amplifier, when
Cc — o such thatgm/Cc = 211- 700kHz), sets the noise linlit To reduce the noise
further, the effect of the wide-band switch noise, in partic that of SW3 folding into
Co, needs to be eliminated.

Analysis of the circuit shown in Fig. 7.7 (a) quickly reve#st it suffers from
the offset voltage and the flicker (1/f) noise of the operaicamplifier. Because the
signal frequency of the micromechanical element is rattey the flicker noise can
easily dominate the whole output noise of the circuit. Thaeetwo basic approaches
to avoiding this problem, chopper stabilization (CHS) andelated double sampling
(CDS) [117]. CHS means that the polarity \der is typically inverted every sam-
pling period. This modulates the capacitive signal arotwedNyqvist frequencys/2,
whereas the offset and the flicker noise of the amplifier stayrad dc. After demodu-
lation and filtering (in any order), the undistorted capeaeisignal can be recovered.

CDS, on the other hand, means that the offset and flicker wdigee operational
amplifier are sampled during the reset ph@gseand subtracted from the output sig-
nal during the charge transfer phage Three alternative circuit configurations that
perform such an operation are shown in Fig. 7.8. The cirdnitSigs. 7.8 (a) and
(b) cancel the offset and flicker noise at the operationalldiempinput, whereas the
circuit in Fig. 7.8 (c) [118, 119] performs the cancellatatthe operational amplifier
output. In the third configuration, the falling edge of theall signalg@, needs to be

"The same effect can be achieved by connecting an additioadldapacitor to the output of the single-
stage OTA and making its capacitance large enough.
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sufficiently advanced that the operational amplifier outpag time to settle before the
clock ¢ goes low. To prevent error in the output voltage, the cirshdwn in Fig. 7.8
(c) has to drive either a high-impedance point, such as agebuffer, or, alternatively,
a virtual ground of the subsequent stage.
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Figure 7.8 Three alternative SC voltage amplifier configurations wifthSC (a, b) Configura-
tions which perform the cancellation at the operational lffapinput. (c) Configuration which
performs the cancellation at the operational amplifier outp

CDS creates a high-pass transfer function for the amplifiput-referred low-
frequency noise and offset, whereas the signal goes thitvegtame transfer function
as in the circuit in Fig. 7.7. Additionally, the CDS configtioa in Fig. 7.8 (c) cancels
the wide-band thermal noise resulting from the switch SWA th sampled into the
capacitor G.

For the CDS configurations in Fig. 7.8, noise equations aind those in (7.16a)-



7.3 Switched-Capacitor Discrete-Time Front-Ends 131

(7.18b) can be written by first identifying the noise sournceboth clock phases and
then evaluating the noise contribution of each source tothput. Finally, the total
output noise is referred back to the input by dividing it bg tain of the circuit. The
equations are given in Appendix D.

From the results given in the appendix, it can be seen thatdfse properties of
the circuit in Fig. 7.8 (b) are inferior compared to the otbenfigurations. This is
because the noise of SW1 and SW4 folds injce@id the noise of SW6 folds into,C
both without bandwidth limitation. The noise folding intq & especially detrimental
from the noise performance point of view, @s> C,. In the circuits in Figs. 7.8 (a)
and (c), the only wide-band switch noise source is the ndiS&/\2, SW4, and SW6
folding into G_ at the end of clock phasg (Fig. 7.8 (a)), or the noise of SW1 and
SW4 folding into Gps at the end of clock phasqa&@ (Fig. 7.8 (c)).

An SC voltage amplifier with CDS is used for both primary andos&lary signal
detection in [50]. The implementation presented in the pages two single-ended
circuits identical to the one in Fig. 7.8 (a) to perform thae#ttion of a capacitive
half-bridge. The circuit also allows the use of CHS, but &g is not indicated in the
publication.

If one terminal of the sensor element needs to be constamtiyngled or connected
to a fixed voltage, for example because of a large paraspiaadtance towards ground,
the configurations shown in Figs. 7.7 and 7.8 can be modifiethie purpose. The
modified circuits drawn with the time-dependent detectiapacitanceC; = Cp and
a fixed reference voltagézer are shown in Fig. 7.9. The switching configuration
shown in Fig. 7.9 (a) can be applied directly to the circuifig. 7.7 and to those in
Figs. 7.8 (a) and (c). The configuration in Fig. 7.9 (b) is dedifrom the circuit shown
in Fig. 7.8 (b).

The drawback with the constant grounding of one of the tealsiis that while
sampling the reference voltayger into C;, the wide-band thermal noise of the refer-
ence switch SW1 folds into the capacitor without bandwidtiithtion. This leads to
a minimum input-referred mean-square noise power equ@ToCy /V2g. With the
example values given abov@(= 4 pF,Vrer = 2.5V, andfs = 50kHz), the minimum
r.m.s. noise is 55 aF and the noise spectral density 33aF /Hz.

The effect of this noise source can be reduced by limitinghéwedwidth of the
buffer driving the reference voltagéer into the detection capacitance.(Because
now the buffer limits the noise bandwidth instead of the tatesresistance of SW1,
this prevents the full wide-band noise of SW1 from foldintpilC;, making possible
a significant SNR improvement by reducing the on-statetasie and hence the ther-
mal noise of SW1. Obviously, the bandwidth has to be kept kigtugh to ensure a
sufficient settling accuracy of the reference voltage. #iddally, care must be taken
that the noise of the buffer circuit, especially the flickeff{ noise, does not degrade
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Figure 7.9 (a) SC voltage amplifier with one node of the sensor elememtteotly grounded.
(b) Similar amplifier configuration, with CDS.

the SNR.

The final remark about SC front-ends based on voltage amplieghat while all
the circuits presented have been drawn for the single capae shown in Fig. 7.1
(a), with modifications they can also be applied for the ottefigurations shown in
Fig. 7.1. The pseudo-full bridge (c) and the full bridge (dhde read directly with
a differential version of the front-end circuit, the fornweith either of those shown in
Fig. 7.9 [68] and the latter with those shown in Figs. 7.7 ai8d The configurations
for the simple voltage amplifier are shown in Figs. 7.10 (a) @).

For the half-bridge shown in Fig. 7.1 (b), there are thregéomst The first is that
of [50], where two single-ended circuits are used, one foheide. Next is the config-
uration shown in Fig. 7.10 (c), where a single-ended fromd-is used for the detection
of the differential capacitance.

If the common electrode cannot be connected to the virtualrgt, the circuits
shown in Fig. 7.9 are also applicable, with obvious modifaret to the configuration
presented in Fig. 7.10 &) This configuration can also be used to read the pseudo-full
bridge as two parallel half-bridg&sbut there is no advantage to doing this.

8This leads to a result identical to taking the lower half @& donfiguration shown in Fig. 7.10 (a)
SWhich it effectively is.
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A final way to read the half-bridge is shown in Fig. 7.10 (d)shbuld be noticed
that while in all the other configurations the common-modargh is canceled at the
input of the operational amplifier, in this configurationgsf@l measures such as the
input common-mode feedback circuit of [62] need to be taketeincel the common-
mode charge. On the other hand, the last circuit requirgsasingle-ended reference,
whereas all the others require differential referenceagas. The requirement to han-
dle the common-mode charge resembles that of a modulatmg-énd presented in
Section 7.2.2, where the common-mode charge also needsa&dreinto account.
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Figure 7.10 (a) Differential circuit to read a capacitive pseudo-fulldge. (b) Differential
circuit to read a capacitive full bridge. (c), (d) Circuitsread a capacitive half-bridge.

7.3.2 Noise Bandwidth-Limited Discrete-Time Circuits

The largest issue with all of the SC front-end circuits pnésé in the previous sec-
tion is the folding wide-band noise originating from eithtbe switches or from the
operational amplifier. Although the noise from the operraicamplifier can be made
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negligible by using a multi-stage frequency compensateglifier with a sufficiently
large compensation capacitBrthis increases the current consumption unnecessarily.
Even then, the switch noise forms a fundamental noise floall the circuits.

A more attractive alternative would be to use some mechatodimit the band-
width of the folding noise in an SC front-end circuit. Thectiit shown in Fig. 7.8 (c)
is used as a starting point, as it always requires a buffestage to avoid the attenu-
ation of the output signal. Next, the circuit needs to be riediin such a way that
first, the noise of the operational amplifier and of the svatcBW1 and SW4 sampled
into Ccps at the end of clock phasp:_&@ is either eliminated or compensated in the
following stage, and second, the noise of the operationalifier and the switch SW2
in clock phasep, are bandwidth-limited. In this way, the thermal noise of tper-
ational amplifier can be reduced by increasing the transettadcegy, of the input
stage, even if a single-stage OTA is used without an additimad.

The resulting circuit is shown in Fig. 7.11 [56, 62, 65, 118he first operational
amplifier (which now, like all the amplifiers in the circuit,ust be an OTA in order
to limit the short-circuit current flowing from the outputsréugh the switches SW4,
SW6, and SW8 into ground during the reset phase), togethrtive capacitor G
forms the actual C/V converter stage, followed by two ga@gst with gains of; /Cy
andCz/C4. The gain stages can also act as bandwidth limiters for theemd the first
and the second OTAs, and for that of the switch SW1 in cloclsplpa. With the un-
usual configuration of the reset switches SW3-SW8, the rudithes first OTA sampled
into C; at the end of clock phasgk» is eliminated. The reset switches are clocked in
such a way that their wideband thermal noise folding intai@l G, together with am-
plifier flicker noise and offset voltage, is canceled at thgpotior input of each stage.
Only the noise of the last stage is not canceled. This, howsveeduced by the gain
of the preceding stages. Additionally, the effect of flickeise and offset voltage of
the last amplifier can be eliminated by using CHS or some dtiten of CDS in the
last stage.

Figure 7.12 shows two possible differential versions of ¢ireuit. The circuit
shown in Fig. 7.12 (a) is drawn for the capacitive half-bedgs in the circuit shown in
Fig. 7.10 (d), special measures such as the input commorefaedback circuit of [62]
need to be taken to cancel the common-mode charge at theiopatamplifier input.
The detection of the capacitive half-bridge could also bégomed with the single-
ended configuration, as shown in Fig. 7.10 (c). In Fig. 7.92tfe configuration is
drawn for the capacitive full bridge.

An alternative implementation of the circuit shown in FiglZ (b) has been pre-
sented in [120]. In this realization, the charge integrdtas been replaced with a
voltage amplifier with gaire, as shown in Fig. 7.13. Now, the wide-band noise of the

100r by connecting a sufficiently large additional load camado the output of the single-stage OTA.
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Figure 7.11 SC readout circuit with CDS that cancels flicker (1/f) noisfésets, and noise from
the reset switches.

@) Pr1 ! ! Prs
Pra 1— 1— PR Pra -J: 1—

Pr1
SW3p c, 7LSW4p SW5p Con 7LSW6p I”—

Lo T ot

@ Cp+ACp2 - —— Sswop | SWiOn L Ci

V o—o)r Il/' ﬁlp (I:Isp (Ss)rq
REF
Swi1 Al *- Il +- Il +-
22 N
0% Cp-ACp/2 _||_ Cin _||— Can SW9n s Dj_ c
o—t SW10p Lp
Pr1 Pr1 Pr1 Pr1 ’_\L T

SW3n7§_ e _T_ SWi4n SW5n7§_ Cn _T_ SWén ﬁ”_

Figure 7.12 Differential version of the SC readout circuit with CDS thancels flicker (1/f)
noise, offsets, and noise from the reset switches. (a) Qmafiign with capacitive half-bridge.
(b) Configuration with capacitive full bridge.
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reset switches clocked witpk folds into the detection capacitances without bandwidth
limitation. This could be canceled with a CDS at the outputhef voltage amplifier,
as in the implementations presented before. In [120], hewe¥DS is not applied,
but the effect of folding noise is reduced by performing thset only every 16th clock
cycle. The implementation presented there also employs ©ld8ncel the offset and
flicker noise of the operational amplifier. In this configimat the signal gain becomes
sensitive to the possible parasitic capacitances at the offthe voltage amplifier.

'VREF

+Vrer

Figure 7.13 Discrete-time readout of a capacitive full bridge, usingoage amplifier.

Using the configurations presented in this section, an mhelow-noise SC front-
end can be implemented. The drawback with the circuit isitmatjuires one terminal
of the sensor element to be switched, while the other is ariedeo the virtual ground
of the operational amplifier. In principle, one terminalloétsensor element could also
be grounded or connected to a fixed voltage using the swiaunfiguration used in
Fig. 7.9 (a). Then, however, the folding wide-band noisenfithe reference switch
or switches again becomes a limiting factor for the minimwhievable noise level
unless a bandwidth-limiting buffer is applied, as desatibarlier.

7.3.3 ElectromechanicalEA Loops

Another widely used discrete-time front-end circuit isledlan electromechanicalA
loop. An electromechanica@l loop is based on an electroriéd A/D converter or, as
it is sometimes referred to, ®\ modulator [100]. Electromechanical loops have
been widely used in the readout of micromechanical acceleters and gyroscopes
[52-55,62-64,68,79,121-123].

It can be argued that the electromechaniZsaloop should be classified as an over-
all system architecture, with an arbitrary C/V conversiogtinod together with time
discretization, signal quantization, and force feedbatie C/V converter could utilize
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any of the methods described so far, including the contisttone implementations.
However, in this thesis it is classified as a front-end typ#sobéwn because the parts
of the loop form an intimate system that would not behave agebed if any of them
were missing. In a general feedback system that first pegfdine C/V conversion at
the final desired accuracy and then uses this signal for tice feedback, the system
would still give the desired output with the feedback renthwathough this can have
adverse effects on other parameters, such as linearityh©nother hand, the output
signal from an electromechanicah loop carries very little useful information until
the feedback loop is closed. The electromechartifdbop also performs an inherent
C/D conversion, unlike a general feedback system, wher@parate ADC would be
required. Some further remarks on this classification wellgiven at the end of this
section.

A block diagram of a second-order electromechariédbop is shown in Fig. 7.14
[55,121]. This is the simplest possible loop, with only theemomechanical sensor
element acting as a loop filter. The loop filter filters the infarce signalFq =
Fy,in + Freedback Here, Fyjn contains all the force components acting on the y-direafion
resonator, excluding the feedback force. These force caemts include the Coriolis
force and the forces inflicted by anisoelasticity and nospprtional damping.

The output of the loop filter is position information, whichdonverted to voltage,
amplified, fed through a compensation filter, and quantipguically to a single-bit
digital output. The output is then converted to the feedifamte Feeqgpackand brought
to the sensor element, thus closing the loop. After downedmg, decimating, and
filtering the single-bit signal, a digital output signal tvihe final desired resolution is
achieved.

Fy,in

@ LN Hyy(2) le/ K(2) ERmErT

Sensor Position Gain Compensator Quantizer | digital
dynamics sense output
(y-C-V)
Ffeedback
Heyn(S)

Figure 7.14 Second-order electromechaniéa loop.

Unlike the case of &ZA A/D converter, the electronic noise added after the loop
filter at the input of the position sense circuit has a sigaiftceffect on the output
noise of the electromechanicah loop [56, 63]. This is because the loop filter does
not provide enough gain at the signal band to suppress tbia@ic noise. The gain is
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increased with a wide-band gain block. Therefore, the highdency electronic noise
forms a significant part of the quantizer input signal, rédgd¢he quantizer gain and
increasing the level of quantization noise at the quantizgput significantly. It has
been shown [56] that the quantization noise always domnsnhte in-band noise of a
second-order electromechanig&l loop, regardless of the oversampling ratio.

In [64, 65], the quantization noise is reduced by replachgdain block with an
electronic resonator, thus creating a fourth-order (tegenator) bandpag?\ inter-
face circuit. To keep the overallA loop stable, feedbacks have to be added from
the output into the second resonator as well. Now, the coatioim of the microme-
chanical element and the electronic resonator providds gan only at the signal
band, thus reducing the electronic noise at the quantipertiso that the quantization
noise dominates the input signal power. This same techrtiggealso been applied
to improve the SNR of a micromechanical accelerometer inlectremechanicalA
loop [68, 122,123]. In this case, the resonator is replacitd ither one [122] or
two [68, 123] integrators, yielding a high loop gain at dc.

In the case of a third- or fourth-ord&A loop, the signal from the front-end cir-
cuit remains usable even if the electrostatic feedback Isaqt, provided that the
loop remains stable. In this case, the circuit reduces tet 6r a second-order fully
electronicZA ADC, with a C/V converter driving its input and with no elexttatic
feedback. This means that the third- and fourth-obdemterfaces can be considered
to be closer to a traditional feedback system than the seoohet loop. However,
in this case too, the in-band noise level increases as ther ofdhe>A loop drops.
In [68], an SNR reduction of over 20dB has been reported foicaaccelerometer
when the feedback is cut.

7.3.4 Other Switched-Capacitor Front-Ends

In Section 7.3.1, how an SC voltage amplifier can be utilizedaensor front-end
was described. This was done by replacing the varying inplidge with a constant,

known reference voltage and the constant sampling capauitio the varying detec-

tion capacitance. Thus, a charge which is dependent on teetis capacitance is
sampled and can be transferred for further processing. dime snethod can be ap-
plied in principle to all switched capacitor circuits, fotample other amplifier circuits,

filters, and data converters.

For this purpose, SC ADCs form an interesting group of ctecuif the sampling
capacitors are replaced with detection capacitors, theyeaused to perform a direct
C/D conversion. An interface circuit for a micromechanicabacitive pressure sensor
has been implemented as a second-oxdeADC in [124].
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As described at the beginning of this chapter, the eleettiosiorces imposed by
the reference voltages applied between the electrodegahitromechanical sensor
element can distort the displacement being measured. Onwwaprove the linearity
is to use the differential detection capacitance shown @ Fil (b), together with
the SBB [110], which keeps the charges and hence the el&ticoirces on both
sides equal. A complete micropower interface ASIC for a oriechanical capacitive
three-axis accelerometer that employs an SBB as the C/\ectamhas been presented
in [24, 25], with a more detailed description of the frondagiven in [26, 27].

A front-end circuit that provides a direct C/D conversiom @&®A-modulated out-
put has been presented in [125,126] and more recently in f2&8fhe circuit maintains
the average charge integrated from both capacitances pia&itise half-bridge equal,
it also attenuates the nonlinear electrostatic forces,tlile SBB. It should be noticed
that the circuit does not perform electrostatic force femitlike the electromechanical
>A loop presented in Section 7.3.3, it just tries to null therage electrostatic force
acting on the sensor element.

7.4 Discussion

In this chapter, various circuits for the readout of a miceghmanical gyroscope with
capacitive detection were presented. The circuits werilelivinto two categories,
continuous-time and discrete-time. The continuous-timaigs were further divided
into those that perform the readout at the mechanical resenfiequency and those
that modulate the position information into a higher carfiequency.

A continuous-time readout circuit operating at the mectamesonance frequency
can be realized as a transimpedance amplifier (either CSAmsresistance amplifier),
or as a voltage buffer, depending on whether a stable gaégisned or not. However,
the typically low resonance frequency requires the retidinaf a large time constant,
in order not to attenuate and/or excessively phase-shfsignal. The input-referred
noise of the resistor used for dc biasing is also higher atflequencies, typically
calling for even greater resistance than that requiredterrealization of the time
constant. The low signal frequency also requires the fliCkéy noise contribution of
the operational amplifier to be carefully analyzed.

Another option is to modulate the signal to a higher carriegfiency for detection.
In this way, both the need for a large resistor and the cartidh of the flicker noise
are reduced. The drawbacks include a possibly higher ducosrsumption, the need
for another demodulation, and the need for the circuitrydoneayate the carrier signal
with sufficient quality.

An alternative approach is to implement the C/V conversisingia discrete-time
SC circuit. Now the need for a large resistor bringing theids bor the sensor element
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is completely eliminated, as the switching takes care optioper biasing. Addition-
ally, the flicker (1/f) noise of the amplifier can be rejectgdeimploying either chopper
stabilization or CDS. The largest drawback with an SC im@etation is the noise
folding (together with the folding of other interfering sigls), which causes the SNR
of the front-end circuit to be inferior to that of its contiows-time counterparts. To
improve the SNR, either high sampling frequencies need enty@oyed or the front-
end circuit needs to be configured in such a way that the batdviom which the
noise folding occurs is limited. One possibility for thistiee implementation shown
in Fig. 7.11. A significant advantage of a discrete-time frend is the smaller silicon
area requirement, as large resistors do not need to be iraptech This makes it a
very attractive solution, despite the difficulties invalMa reaching a high SNR.

The SC implementation also makes it possible to performect{€/D conversion.
However, this would again lead to the noise-folding issufea $ufficient SNR can-
not be reached, then the readout needs to be divided into &s, wne performing
the C/V conversion and ensuring a sufficient SNR, and ther gtdorming the A/D
conversion.



Chapter 8

Implementation

A prototype of a MEMS gyroscope was designed and impleménterter to be able

to experimentally study the presented theory and issuatereto microgyroscopes,
in particular to the design of the interface electronicse @esign is based on a bulk-
micromachined sensor element designed and fabricated by&hnologies, Vantaa,

Finland.

This chapter will present the implemented system in detiist, in Section 8.1,
the sensor element and the electrical model used in therdasigintroduced. Then,
in Section 8.2, the structure of the implemented systemgsriteed. Next, in Sections
8.3 and 8.4, the various analog circuit blocks used to redfie system are described.
In Section 8.5, the digital signal processing part will beaduced. Finally, in Section
8.6, the experimental results are given.

8.1 Sensor Element

The sensor element used in the implemented system is ansbigi&-micromachined
structure, comprising two torsional resonators. An eadyalopment version of this
element was published in [127]. Detailed characterizadiata for the current version
of the element used in this work are documented in [128].

Figures 8.1 and 8.2 represent the structure of the sensmeste In Fig. 8.1, a
schematic drawing illustrates the structural (middle)evafind the two encapsulating
wafers around it. The figure also shows the coordinate systa in this description.
In Fig. 8.2, a scanning electron microscope (SEM) image efdnuctural wafer is
shown. The innermost part of the structure is the x-directigprimary resonator. It is
attached to the surrounding frame by two torsional spriogs,at each end of the mass.
The frame forms the y-directional secondary resonator.ifygevo torsional springs
connect it to the supporting part of the wafer. The two setspoings are located in
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such a way that the resonators are ideally orthogonal, watimechanical coupling
between them. Thus, they form two 1-DoF resonators, beirmgaordance with the
theory presented in Chapter 2. The z-directional sensixe is perpendicular to the
plane of the structural wafer.

N

Figure 8.1 Schematic drawing of the structure of the sensor elemettt,thé coordinate system
used in the text. (Courtesy of VTI Technologies, Vantaaldfid)

Figure 8.2 SEM image of the structural (middle) wafer. (Courtesy of M€thnologies, Vantaa,
Finland)

The resonance frequency of the primary resonatdg.is< 10kHz and that of the
secondary resonatdpy ~ 12kHz. This yields a mode separation factor: 1.2 and
thus a moderate resonance gain @&73or about 10dB.

The excitation and detection are both performed capabitiieough the electrodes
patterned on the encapsulating wafers. The middle wafeatew resistivity and is
biased at a constant potential, whereas all the other etbedrare independently ac-
cessible through external contacts. The excitation of tfimgry resonator and the



8.1 Sensor Element 143

detection of both primary and secondary resonators areiffdrehtial. Figure 8.3
shows a simple electrical model of the sensor element. litiaddo the excitation
and detection electrodes shown in the figure, there is a paguadrature compensa-
tion electrodes which are used to control the mechanicalrqare signal with a dc
voltage, as described in Section 5.1. The most importaaipeaters of the element are
summarized in Table 8.1.

VMID
o

Cexc+ACexc/2 C:D,pri"'ACD,pri/2

Primary ° /h /h °Primary
Excnatlonc \H\‘ \H\‘ oDetectlon
Ceaxc-ACcy/2 Cp,priACp pril2

Cp.sectACp sec/2
Secondary

N\ Detection

CD,SEC'ACD,seC/2

Figure 8.3 A simple electrical model of the sensor element.

Table 8.1 Fundamental parameters of the sensor element.
Primary resonator excitation/detection

fox 10kHz
Static capacitance 0.66 pF
(CD,pri, Cexc)

Dynamic capacitance 0.23 pF (with nominaky)
(ACD,pria ACexc)

Electrode gap 12um
Secondary resonator detection

foy 12kHz
Static capacitance sed 6.20pF
Dynamic capacitance 2.08aF°/s
(ACp,sed

Electrode gap 0.75um

In Appendix E, a photograph of the sensor element solderedaoeramic carrier
is shown. This carrier is further soldered onto a PCB, whiei®dombined with the
readout and control electronics.
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8.2 System Design

The implemented angular velocity sensor was required te haligital output, with a
full-scale range of-100°/s and a bandwidth of approximately 50Hz. A continuous-
time C/V converter was chosen, as it allows a low noise flodrt@chieved. Because
of the two-chip implementation, a transimpedance ampl{f@&A) was chosen, as
with it the signal gain is insensitive to parasitic capauites. The sensor element is
operated in open loop, because with the moderate resonaircagplied, the element
does not limit the system linearity or bandwidth. The A/D wersion of the output
signals can be performed either from the resonance freguamafter demodulation.
A decision was made to convert the signals from the resonfaegaency, because it
eliminates the need for analog demodulators without mattiegADCs significantly
more complicated, and because of the desire to study theflmmndpas&A ADCs.
Various controllers were implemented using DSP, in ordg@rawide flexibility and to
study different aspects of the digital implementationshsas the use &A modulation

in the feedback DACs.

A block diagram of the implemented system is shown in Fig. 8ie diagram
is divided into three separate parts: the sensor elemeriteolett; the analog part in
the middle, and the digital part on the right. The sensor elgrwas introduced in the
previous section. The analog part of the system was impledevith a custom ASIC,
manufactured using aDpm high-voltage CMOS technology from AMI Semiconduc-
tor Belgium BVBA, Oudenaarde, Belgium. The technology pieg analog capacitors
and high-ohmic polysilicon resistors, together with higiitage MOS transistors and
diodes. The nominal supply voltagei$V. A microphotograph of the implemented
ASIC is shown in Appendix F. The manufactured chips were paalated into 120-
lead CQFP (Ceramic Quad Flat Pack) carriers and combinéddtigt sensor element
on a PCB.

The DSP part was implemented with an FPGA (Field Programen@ate Array)
chip (EP1C20F400C7 device from Altera Corporation, Sare J&A, USA [129]).
The chip is mounted on a separate PCB (Altera NIOS DevelopBeard, Cyclone
Edition [130]). The two PCBs were connected together witlbon cables. All the
DSP design was done in the VHDL language [131] and synthaésigimg the software
tools provided by the FPGA vendor [132].

In this section, the functionality of the various subsystemill be introduced at the
system level. The detailed circuit-level implementatiails be presented in Sections
8.3-8.5. The subsystems introduced in this section areethgos readout and angular
velocity detection, the clocking system and synchronousathilation, the primary
resonator excitation, the quadrature compensation, anshstem start-up.
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8.2.1 Sensor Readout and Angular Velocity Detection

The first subsystem, the sensor readout and angular velbeiiéetion, comprises the
blocks from the primary and secondary resonator detecteuntredes in the sensor el-
ement to the angular velocity output in the DSP. The sensminat is divided into two
parallel channels, the primary channel and the secondanyei. They are responsible
for the readout of the primary and the secondary resonagspectively.

In the analog part of this subsystem, the capacitive signaits both the primary
and secondary resonators are first converted to voltageosittinuous-time CSAs.
After C/V conversion, the signals are first high-pass filiemad amplified by-20dB
in the first filter. Next, their levels are normalized with a&ble attenuator (Attn) in
the primary and a variable-gain amplifier (VGA) in the secanycchannel. Then they
are high-pass filtered again to remove the dc offset inflibiethe VGA, after which
they are low-pass filtered and fed to the A/D converters.

The low-pass filtering is required to prevent the foldingseofrom causing the
SNR to deteriorate in the ADCs. If the filters are required awehany attenuation at
the first frequency bands which would fold to the signal banthe sampling process
(3fox, 5fox €tc.), they are very likely to cause a significant phase dafdyy. For this
reason, the filters can be located only after the primaryaigrtaken to the PLL. This
is because the PLL output is used to close the primary resoaatitation loop, and
the phase delay caused by the low-pass filters would redecextitation force too
much.

Because of the synchronous demodulation used to distingetsveen the in-phase
and quadrature parts of the output signals, the phase shifts primary and secondary
channels should be as identical as possible. Additiontily,remaining difference
between phase shifts should be as stable over varying ampcainditions as possible.
By studying Fig. 8.4, it can be seen that the channels are gfriwal, except for the
signal level normalization part, which comprises an atauin the primary channel
and a VGA in the secondary channel. This means that for albther parts, the
absolute phase shiftis not so important as long as the phitersatch. On the other
hand, as the attenuator and the VGA have different propeatiel as the attenuation
and the gain are programmable, both of these blocks shohildieas small an absolute
phase shift as possible.

Next, the signals are converted into the digital domain eiimdpasgA ADCs
[100, Ch. 5]. An ADC of this type has a narrow signal band cestteat fs/4, where
fs is the sampling rate. The topology is suitable for the a@ilin, as the gyroscope
output is a narrowband signal centeredfgt with a bandwidth of less than 100Hz.

1Again, the phase shift needs to be sufficiently small notfiecathe primary resonator excitation force
too much. However, this would require a significant phasé.shor example, a phase shift of 8educes
the force by 1%, whereas a phase shift of K8required to reduce the force by 5%.
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By settingfs = 4fox, the conversion band of the ADCs and the gyroscope outpuidkig
band can be made to coincide.

The outputs of both ADCs are next downconverted digitallign@ls are phase-
coherently demodulated to in-phase and quadrature comgmrihen they are filtered
and decimated to reduce the oversampling ratio and to azhiir final accuracy.
Next, a phase error correction that will be described initiet&ection 8.2.2 is applied
to correct the phase error caused by the LPFs and by the ckgiration circuitry.
The phase error correction also removes any excess noisecchy phase noise in
the ADC sampling clock. Finally, the Coriolis signal is raled by normalizing the
in-phase component of the secondary channel output sighiaik is performed by
dividing the signal by the amplitude of the primary signalftek normalization, the
resulting signal is output as the angular velo€y(t).

8.2.2 Clocking Scheme and Synchronous Demodulation

The next subsystem that will be discussed is the clockintgesys This subsystem
forms the frame of the system architecture and operatioit,pasvides all the clock
signals for different purposes. The synchronous demodulatf the signals is also
considered here, asitis closely related to the clocking dlbcking system comprises
a comparator which converts the sinusoidal primary sigma & square wave and a
PLL which is locked to the comparator output. As indicatedrig. 8.4, the primary
signal is taken to the comparator after the second high-iltess(HPF). The PLL
outputs four different clocks: one running at 256 used to clock the DSP part; two
running atfox with a £90° phase shift compared to the reference clock, used to close
the primary resonator excitation loop, as will be descrilvethore detail in Section
8.2.3, and one running affg, used as the sampling clock in th& ADCs.

By locking the PLL to the primary resonator output signatah be ensured that
the excitation signals and the ADC sampling clock are alwayging at a proper fre-
quency and in a correct phase. Because the operating fregégrvaries from sensor
element to sensor element and also as operating conditi@mge, this eliminates the
need for any frequency tuning. The primary resonator alsgiges a low phase-noise
frequency reference, without the need for separate exteongponents.

In the simplest case, the synchronous demodulation of gmnslary signal is per-
formed by multiplying it by the primary signal [70]. Then tiphase erroB in the
synchronous demodulation resulting from the electronars loe defined as the dif-
ference between the phase shifts caused by the two charnifidisth in-phase and
quadrature components of the secondary signal are needkd, i often employed
to generate two clock signals from the primary signal, onphiase with it, another
90° phase shifted [57,86,90]. Now all the phase delays relatéuetclock generation,
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together with the induced phase noise, are add@ditad thus affect the demodulation
accuracy and the final SNR.

In the present implementation, the primary and secondgnats are sampled in
the XA ADCs with a 90 (11/2) sampling period (sampling frequency faf= 4fo). In
order to achieve a simple implementation of the subsequgitalddemodulator, it is
assumed that every second sample represents the amplitihdam-phase component
(alternatively multiplied by—1 and+1) and every other sample the amplitude of the
guadrature component (similarly multiplied) of the regpexcsignal. In other words, it
is assumed that the in-phase and the quadrature compofiémesADC input signals
are phase-locked with the sampling clock and that the phidfseeshce is 0. Now,
the synchronous demodulation of the secondary signal caebiermed in the DSP
by multiplying the demodulator input signal by either (@gt) to yield the in-phase
component or sifwoyt) to yield the quadrature component. The components of the
primary signal are defined in such a way that the in-phase oaett is achieved by
multiplying by sin(woxt) and the quadrature component by @agt). These reduce
to sequences of 0, 1, 6;1,..., leading to a very simple implementation of the digita
demodulator.

In Section 3.2, the secondary channel demodulator inpasséigith a phase shift
6 was given in Eq. (3.8). With no limitation of generality, it be assumed for the
following analysis thatono = 0 and$ = 0. Then the demodulator input can be written
as

Vin,sec(t) = lin sec’ cos(uxt + 0) + Qin,sec’ sin(woxt +0), (8.1a)
where
linsec= GV/QQZ‘f’Verror,l (8.1b)
and
Qin sec= Verror,Q- (8.1¢)

As discussed in Section 3.2, after the synchronous demiaiuldollowed by low-
pass filtering and a gain of two, the demodulator outputs eawtitten using matrix

representation as
lout,sec _ CO-SG sinB | | lin,sec . 8.2)
Qout,sec —sinB cosB| |Qinsec

Next, on the basis of the assumption regarding thehase difference between the
ADC input signals and the sampling clock, and of the defingishown in Fig. 8.5, the
phase erroB can be written as the difference between the phase shifsedawy the
path from the secondary resonator to the ADC input and by #ltte fpom the primary
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resonator to the ADC sampling clock, or
8 = (B1,sect OLPFsed — (O1,pri +62) = 61 — 02+ OLpF,pri, (8.3)

where the first tern®; denotes the difference between the phase shifts causea by th
readout channels from the CSA inputs to the ADC inputs, defase

01 = (01,sect+ OLPFsed — (el,pri + eLPF,pri) . (8.4)

The second term, is the phase shift experienced by the signal from the outptliso
second HPF in the primary channel to the clock input of thesdary channel ADC.
This phase shift results from the dc offsets in the outpuhefdecond HPF and in the
input of the comparator, and from any delay involved withe¢beparator and the PLL.
Finally, the third termB_pr pri is the phase shift caused by the primary channel LPF.

PLL 4y,
Sensor fox
middle :
electrode 5 P -
,,,,,,,,,,,,,,,,,,,,,,,,,, e O Lpe pri |10,
,,,,,,,,,, —
Primary t#— CSA — — — —BPZA| | !
resonator ¢H— (C/V) — / || A / \ LI ADC 3
Secondary tHH— CSA 1 1 —BPZA
resonator — (C/V) — / || VGAL / \ L .lADC [
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, 6’
el,sec LPF,sec

Figure 8.5 Definitions of different phase shift terms in sensor readout

As discussed in Section 8.2.1, the LPFs cause a significaisepshift affoy if they
are required to have attenuation at the first frequency hadifold to the actual signal
band in the sampling process. Further, the t@gncan predominate over the tera
even with small dc offsets at the comparator input. Howeveth of these terms can
be canceled on the basis of the fact that, ideally, there guaalrature component in
the primary signal and hence the primary channel ADC inguriaiand the sampling
clock should be in phase. The only phase difference betweesettwo signals is
caused by the phase shifisand®,pr pri.

One way to perform the cancellation is to drive the quadeatmmponent of the
downconverted primary signal to zero in a feedback loop essiibed in [18]. This is
done by controllingd, by adding offset to the comparator input signal. Howevas, th
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approach requires an additional DAC. Its bandwidth is ads@ely limited because of
the delay of the decimation filters, and it affects the dyreof the primary resonator
amplitude control loop.

Another, more efficient method is to correct the phase errdhé DSP in feed-
forward fashion by employing vector rotation. This is dowefibst resolving the dif-
ference—B6 + BLpr pri from the in-phase and quadrature components of the primary
channel demodulator output, and then applying it to cateesame phase error in the
secondary channel demodulation. With a simple matrix sieerof (8.2), the original
components$iy secandQin sec Of the input signal can be written as

lin,sec _ cosB —sinB| | loutsec (8.5)
Qin,sec sinG  cosB Qout,sec
The primary channel demodulator input signal can be wrigten

Vin, pri t)= lin, pri -sin(woxt + eLPF,pri —62)

. (8.6)
= lin,pri -sin(woxt +06—01).

If it is assumed for a while tha&; = 0, the demodulator outputs can be written using
matrix representation as

lout, pri _ cos®  —sind| |lin,pri (8.7)
Qout,pri sin@ coso o |’ ’

Based on Eq. (8.7), c8sand sirB can now be written as

I .
cosp = e (8.8a)
Iin,pri
and
sind = M, (8.8b)
Iin,pri
where

lin,pri = \/ Ic%ut,pri +Qc2)ut,pri' (8.8¢)

With Egs. (8.5) and (8.8a)-(8.8c), the original componéRisc and Qin sec can now
be written as

|0ut, pri |out,sec_ Qout, pri Qout,sec (8 9a)

|in,sec: 2 2
Iout,pri + Qout,pri

and
Qout,pri |out,sec+ |0ut, pri Qout,sec' (8.9b)

Qin sec—
’ /12 2
Iout,pri + Qout,pri
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By combining the phase error correction with the normaiimabf the in-phase and
guadrature components of the secondary signal with respéoe primary signal, the
final output signals are

~ Iin,sec Iout,pri |out,sec— Qout,priQout,sec
lin,sec= T 2 > (8.10a)
in,pri out, pri + Qout,pri
and
A Qin,sec Qout,pri |0ut,sec+ |out,priQ0ut,sec
Qin,sec= T 2 > . (8.10b)
n,pri out, pri + Qout,pri

After the term—62+ 6_pr pri has been compensated, the remaining phase@isor
equal toB1. This can be verified by substituting) sec aNdQout secfrom Eg. (8.2) and
lout,pri @ndQout,pri from Eq. (8.7) into Egs. (8.9a) and (8.9b) (or (8.10a) and(B))
and simplifying, replacing the phase stifin Eq. (8.7) now with the full expression
08— 0;. A minor additional phase error is caused by the primarymagw excitation
signal, which cross-couples to the primary channel and h@® gphase shift with
respect to the actual primary signal, and by the differenché sampling instances
between the two ADCs. Both of these sources can be considegiible. Addi-
tionally, there is the phase shiftcaused by the secondary resonator. Because of the
low-pass mode operation, a sufficient quality factor of tegonator will ensure that
this error can also be assumed to be negligible compared to

Another way of seeing the phase correction is that the sesgrgignal is effec-
tively demodulated by multiplying it by the®Gand 90 phase shifted versions of the
primary signal. The only remaining source of phase errohésdifferenced; in the
phase shifts between the two channels. In principle, thitdcalso have been achieved
by first filtering the quantization noise from tl2& ADC output signals with digital
band-pass filters, and then multiplying the signals by edbkrptaking care of the
appropriate phase shift (which could have been implemeadeal single delay). This
implementation, however, would have required very narbamd digital filters oper-
ating at the sampling frequency of#, having an adverse effect on both silicon area
and power consumption. It is important to realize that itas possible to simply mul-
tiply the ADC output signals by each other, as it would regulthe mixing of the
gquantization noise at and around dc, destroying the pegoamof the system.

An important property of the phase error correction is tffidhé phase erro8;
varies as a result of phase noise, the method introducedat®els the additional noise
inflicted by the phase noise. This means that the effect gftlase noise resulting from
the square-wave generation in the comparator describeekiio® 8.4.1, together with
the PLL phase noise, has a reduced effect on the final SNRwilhize verified exper-
imentally in Section 8.6.2. As a result, although the systeahitecture requires two
identical bandpassA ADCs, along with their DSP, the requirements for the cinmguit
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used for clock generation are significantly relaxed, diffgfrom the earlier published
works where PLL is used to create clock signals for demoituld67, 86]. It also
makes the design of the LPFs easier, as their phase delagsbaiffect on the system
performance, as long as they match with each other.

Finally, care must be taken to ensure that the noise in thegoyi signal is lower
than the noise in the secondary signal, so that the corredties not degrade the final
SNR. As the ratio between the magnitudes of the primary ardCriolis signals
is typically large, this should be trivial. The compensatimethod also requires the
digital decimation filters in all four signal paths (in-pleaand quadrature components
of both primary and secondary signals) to be identical.

8.2.3 Primary Resonator Excitation

The two clocks from the PLL running at thed0° phase shift are used to close the pri-
mary resonator excitation loop during normal operatiorings properly phased PLL
output signal to excite the primary resonator has also beerodstrated in [9,88-90],
for instance. A digital amplitude controller implementedeaan integrator (I controller)
monitors the error between the actual primary signal anddseéed value, as shown in
Fig. 8.4. The signal level is controlled by setting the delesf the excitation signals
with a 5-bit drive level DAC. The ac amplitude is kept constan

As described in Section 4.3, the digital control leads tosardite number of possi-
ble levels for the excitation signal. This, in turn, leadshe oscillation of the primary
resonator vibration amplitude between two levels. As theosdary signal is nor-
malized with respect to the primary signal by division, tifle& of the time-varying
primary amplitude is reduced in the angular velocity output it still causes spurious
components to the output spectrum, as will be seen in theriexpetal results. The
normalization does not fully remove the effect of the tinaying primary signal, as
the secondary signal contains error signals which are roggutional to the primary
signal amplitude, as was shown in Chapter 6.

A significant drawback in the time-varying primary signathsit the DSP imple-
mentation requires two squaring operations and a dividpetform the normalization
described in Egs. (8.10a) and (8.10b). While this is not &ilg factor in the FPGA
implementation, it would increase the silicon area of apgnated DSP significantly.
By employing th&sA modulation of the excitation signals described in Secti®) the
primary signal can be kept constant, leading to a constardrdaator of Egs. (8.10a)
and (8.10b). This, in turn, means that the normalizatioruced to a division by a
constant, which requires significantly less complicatedare, in the simplest case,
only a shifter. Obviously, this comes at the price of the ane required for th&A
modulation, so it is a trade-off between the complexitietheke blocks.
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In the present implementation, 2@ modulation of the excitation signals is em-
ployed by default. However, the modulation is implementesttow that it can be used
to remove the spurious components in the output spectrurs Wik be done when
the experimental work is presented in Section 8.6.

The PLL is not able to lock to the primary signal until the aiyale has grown
sufficiently large. This requires another excitation meltfar the start-up. While some
published implementations use, for example, a frequenegpwof the PLL output to
find the operating frequendiyy [88, 89], in the present system, the primary resonator
excitation in the system start-up is performed using anagnf@ledback loop with high-
voltage excitation signals. This will be described in moetad in Section 8.2.5.

8.2.4 Quadrature Compensation

The mechanical quadrature signal is compensated with a ldggeogenerated by a
7-bit HV DAC. A digital controller implemented as an intetpa(l controller) sets the

HV DAC output voltage in such a way that the quadrature signatought to zero. At

the same time, the controller sets the gain of the VGA in sushathat the dynamic

range of the secondary channel is maximized. The implertientaf the quadrature
compensation loop is shown in Fig. 8.4.

To prevent the quadrature signal from oscillating betwaeanlevels as a result of
the limited resolution of the HV DACZA modulation of the compensation voltage is
implemented as described in Section 5.2. The effects of ihdutation together with
the impact on the system performance are experimentaliiyestun Section 8.6.

8.2.5 System Start-Up

Before the PLL has locked to the primary signal, the primaspnator is excited using
high-voltage signals provided by a charge pump. H8° phase shift required to
drive the resonator at its resonance frequency is impleedenith an analog phase
shifter realized as a differentiator. Another possibilitguld have been to realize the
phase shifter as an integrator combined with phase inuversitiese options will be
considered in more detail in Section 8.4.4. The high-vataxgritation ensures the fast
start-up of the high-quality factor primary resonator.

During the start-up, the digital system start-up contraleown in Fig. 8.4 monitors
the primary signal. Once the signal level is sufficient, thienpry resonator excitation
is switched to the drive-level DAC with switches SW1-4, ahd amplitude controller
starts monitoring and controlling the primary signal amyale. The start-up controller
also sets the gain in the primary channel in such a way thhedi¢ginning the gain is
sufficient for a reliable start-up, whereas during normaragion the signal level stays
within the dynamic range of the readout electronics.
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Because of the difficulties of implementing reliable flogtidV switches, SW1-4
in the figure are only of a schematic nature. In the actualémgntation, HV transis-
tors in cut-off protect the drive-level DAC outputs when tfarge pump is providing
the excitation signals. When the excitation is switchechi®oPLL, the charge pump
outputs enter a high impedance state, and the HV transitertsirned on, connecting
the drive-level DAC outputs to the sensor element.

During start-up, the middle electrode potential is set tougd with SW5 to in-
crease the magnitude of the electrostatic forces. In noopatation, a charge pump
sets the bias t0.85V. Again, SW5 is only schematic, implemented as a single HV
transistor which pulls the middle electrode to ground dyratart-up, and lets the
charge pump set the potential during normal operation.

8.3 Sensor Readout Electronics

This section, together with Section 8.4, will focus on théaded implementation of
the analog circuit blocks. All the blocks described werelenpented on the ASIC. In
this section, the analog blocks of the sensor readout elgct will be described, from
the CSAs to th&A ADCs. In Section 8.4, other significant blocks (PLL, HV DAC,
charge pumps, phase shifter, and drive-level DAC) will becdibed.

8.3.1 Sensor Front-End

The readout of both the primary and the secondary resonatpesformed with con-
tinuous-time CSAs; this was introduced in detail in Secfidh1. The schematic of the
CSA is shown in Fig. 8.6 (a). The transfer function of the C&#nf the change in ca-
pacitanceACp to differential output voltag®out = Voutp— Voutn Was given in Eq. (7.5).
For the sake of convenience, it is rewritten below.

~ Vout(s) s-Vg/Cs
H(S = aco(9 ~ 521/ RiC)"

(8.11)

The operational amplifier in the CSA is implemented as a ftldascode opera-
tional amplifier. Its schematic is shown in Fig. 8.6 (b). Asesally stated in Section
7.2.1, in order to keep the CSA gain stable, the detectiosMgia= Vemin — Vvip has
to be held constant. This is ensured by the common-mode &&dICMFB) circuit
that monitors the common-mode level at the input and keegistant by controlling
the common-mode level at the output. The schematic of the ERklFeuit is shown
in Fig. 8.6 (c). The inputs M, and iy, of the circuit are connected to the equally
named inputs of the main amplifier. This CMFB configuratioep® the input bias
voltageVemin stable at 5V despite any leakage currents that may have to be sup-
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Figure 8.6 (a) The implementation of the CSA, willgyn the common-mode voltage at the
input. (b) The folded-cascode operational amplifier usethénCSA. (c) The common-mode
feedback circuit that keeps the input common-mode levbleta



156 Implementation

plied from the CSA input, or any common-mode variation of itygut capacitance,
ensuring a stable signal gain in the CSA. As the differentifhge between ), and
Vinn is practically zero, the CMFB structure shown in the figursugtable for this
application. Large differential input voltages betweee #fputs \f,p and Vi, of the
CMFB circuit would cause it to go to a nonlinear region andrgually not be able to
control the common-mode voltage any more. Another possitdiguration for input
common-mode level stabilization is presented in [133].

With the middle electrode biasing voltaygp equal to 825V, a detection bias of
Vg = —5.75V is achieved. The feedback capacitogs &d G, are both 10pF. This
yields a CSA gain of 57510°V /F in the band of interest.

As described in Section 7.2.1, the size of the feedbacktoesig a CSA is deter-
mined by both transfer function characteristics and noisperties. It was also found
that it is often the noise properties which set the most gt requirements for the
resistor size, rather than the transfer function. Therevar®us alternatives for im-
plementing the large resistors. The most straightforwaay i& to implement them as
polysilicon resistors. This can, however, lead to excessilicon area consumption,
together with possible problems with the parasitic capacies associated with the re-
sistors. The resistor size can be decreased using thelsed-tedistor T-network [134],
but this leads to increased noise from both the resistorglendperational amplifier
and to the amplification of the operational amplifier offset.

Another alternative is to implement the resistors usingzactevices. This method
allows reduction of the silicon area consumption, but caustrbe taken in order not
to increase the noise contribution of the resistors too mi@hally, the resistors can
be implemented as external components. In this case, tbetefbf the parasitics
associated with the interconnections to the resistors brusarefully evaluated.

In order to gain sufficient resistance for low-noise operativithout excessive sili-
con area consumption, the feedback resistors in the CSAmatemented with long-
channel P-type MOS (PMOS) transistors MP1p and MP1n. Theliased with a con-
stant drain-gate voltage, as shown in Fig. 8.6 (a) [70]. THgp¢ MOS (NMOS) cur-
rent sources MN3p and MN3n connected to the outputs pull ataah10nA current
from the CSA outputs, biasing the actual feedback devic#sWéyL = 1pm/250um.
The diode-connected PMOS devices MP2p and MP2n that gertbabias voltages
haveW /L = 10um/250um. This yields a resistance B = 200 MQ for the feedback
resistors under nominal conditions.

With the dimensions described above, the silicon area aedupy the MOS re-
sistors is approximately.012mn¥, if it is assumed that the distance between the in-
dividual components and the spacing to the neighboring corapts are both jEm.

If the two 200-M2Q resistors were implemented using polysilicon resistoas tiave a
sheet resistance of Zkand minimum width and spacing ofuh, they would occupy
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an area roughly equal ta@mn?. This is well over 100 times the area occupied by
the MOS resistors. The technology scaling shrinks the [dags resistors but even
with a minimum width and spacing of®um, the area occupied by them would still be
equal to 01 mm?. On the contrary, the area of the MOS resistors most protudeg
not show any significant scaling with technology.

The bulks of the feedback PMOS transistors are connecteldetinputs of the
operational amplifier, and hence also to the inputs of the O3¥s is to improve the
leakage current tolerance, which is necessary because tfdhchip implementation.
There are leakage currents associated with both the miatwanéal structure and
especially with the ESD (Electrostatic Discharge) pratectiodes at the CSA input.
These diodes are necessary to protect the high-impedameeliafore and while the
two chips are combined.

In general, there are three possible ways to connect thes lofilthe feedback de-
vices. They can be connected either to the inputs of the CS4q the present case,
to the outputs of the CSA, or to the positive supply. Figuré shows the resulting
pn-diodes between the drain and source areas and the navedllithree cases. In the
following paragraphs, the effects of leakage currents @s¢hthree cases will be an-
alyzed. In the analysis, it will be assumed that if the bulk$/®1p and MP1n are
connected either to the inputs or to the outputs of the CS#y the bulks of MP2p and
MP2n are connected to their sources. If the bulks of MP1p aRdivare connected to
the supply, then the bulks of MP2p and MP2n are also connéatibeé supply. This is
to make the accurate biasing of the devices possible.

@) Vaias (b) Vgias ©) Vaias
T ke il
1. LN

Voo

Figure 8.7 Resulting pn-diodes between various terminals as the Huhedeedback PMOS is
connected to: (a) CSA input. (b) CSA output. (c) Supply wapdta

First, the case where current is injected into the CSA inpulisbe considered.
In this case, the common-mode level at the output drops (MEECkeeps the input
common-mode level constant). The sources of the PMOS stansiMP1p and MP1n
stay at the CSA input side of the devices (as the devices anensyrical, the source
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of a PMOS transistor is always the terminal at the higher @), and the gate-
source voltage thus increases. This prevents the feeddd€iSRievices from going
into saturation, but causes an inevitable decay of the efeeresistance. If the bulks
of MP1p and MP1n are connected to the CSA inputs, as in thepresse, the bulk
effect does not affect the resistance as the bulk-sourtages of MP1p, MP1n, MP2p,
and MP2n all stay at zero.

If the bulks of MP1p and MP1n were connected to the CSA outpligsthreshold
voltages of MP1p and MP1n would decrease as the bulk-sooitzgye increased from
zero and the pn-junction started to become forward-biaBeid.would cause the decay
of the effective resistance to be larger than in the caseowitthe bulk effect. Addi-
tionally, the bulk-source junction would start conductifigther reducing the effective
resistance. Finally, if the bulks were connected to the sugipen the threshold volt-
ages of MP1p and MP1n would not change, whereas the bullk @ftadd increase the
threshold voltages of MP2p and MP2n. Therefore, the dectyeoéffective resistance
would be larger than in the case where the bulks are connexted CSA inputs, but
less than in the case where the bulks are connected to the QipAts.

If current is drawn from the CSA inputs, the common-mode ll@tehe output
increases and the sources of MP1p and MP1n shift to the CSpubside of the
devices. Hence, their gate-source voltages stay condffathie bulks of the devices
MP1p and MP1n were now connected to the CSA outputs, thesshimd voltages
would not change, as the bulk-source voltages of MP1p, MRIP2p, and MP2n
would all be zero. This would cause the devices MP1p and MBXsaturate, after
which they would not be able to conduct the leakage curremisveore. If the bulks
were connected to the supply, then the threshold voltagktdfp, MP1n, MP2p, and
MP2n would all increase by the same amount, and the devicdpMid MP1n would
again saturate.

On the other hand, if the bulks of the devices MP1p and MPlrcan@ected to
the CSA inputs, as in the present case, the bulk effect cdlhisebreshold voltage of
these devices to decrease as the output common-mode leveases and the bulk-
source pn-junction starts to become forward-biased. Thises the saturation voltage
to increase, helping to keep the devices in the linear regMore importantly, the
bulk-source diode in these devices starts conductingeptag the devices from satu-
rating. The effective resistance becomes smaller, andealy) when the diode starts
conducting fully, negligible.

The behavior is illustrated in Fig. 8.8. It shows the simediatoltage drop over the
feedback PMOS devices versus the leakage culggptwhen the bulks are connected
to the CSA inputs, to the outputs, or to the supply. Otherwitse dimensions and the
biasing currents are identical and equal to the actual impteged CSA in both cases.
The decay in the effective resistance can be seen when tigiafected to the inputs
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(positiveligay). If the bulks are connected to the outputs, the resistarcays more
rapidly than when the bulks are connected to the inputs dréatpply. When current
is drawn from the inputs (negativgay), it can be seen that the voltage drop grows
very quickly if the bulks are connected to the outputs or togbpply as the feedback
PMOS devices saturate, whereas the CSA stays functionalavger leakage currents
when the bulks are connected to the inputs.

0.6

¢ Bulks at CSA inputs
0.4 Vv Bulks at CSA outputs
o Bulks at supply

-10 -5 0 5 10
I (nA)

leak

Figure 8.8 Voltage drop over the PMOS resistok&/ (L = 1pym/250um) as a function of the
leakage current.

The simulated effective resistanBgy is shown in Fig. 8.9. The graph is achieved
by numerically differentiating the voltage drops shown ig.R.8 with respect to the
current. The resistance without leakage currents is 2Q0Mhen the bulks are con-
nected either to the CSA inputs or to the outputs. On the dthrd, if the bulks are
connected to the supply, the resistance without leakagemsris somewhat higher,
about 370M2. When current is injected into the inputs, the resistaniig ifaall three
cases. As predicted, the decay is fastest when the bulkoarected to the outputs,
second fastest when they are connected to the supply, andstlovhen the bulks are
connected to the inputs. If current is drawn from the inpths, resistance initially
grows very fast. If the bulks are connected to the outputs ¢iné supply, the growth
is more rapid, but as the feedback devices saturate, the @8dnies non-functional.
If the bulks are connected to the inputs, the resistanctsgtdling after first reaching
a peak of approximately 45001

As the operating frequendyy is 10kHz and as the-3dB corner frequency of the
CSA should be kept at least one decade below the operatiggeney to keep the
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Figure 8.9 Effective resistance of the PMOS resistdfé/( = 1um/250um) as a function of
the leakage current.

phase shift and signal attenuation under control, then @Gjtk= 10 pF, the feedback
resistor needs to be at led®t = 15MQ. From Fig. 8.9, it can be seen that with the
present configuration (feedback PMOS bulks connected tonfhés), this is reached
with leakage currents betweer8.3 and> 10nA. The tolerance of positive leakage
currents needs to be larger, as the middle electrode of tisvselement is biased to a
positive voltage, and hence all the leakage currents agsdoivith the sensor element
are positive. However, although the leakage current ramgefficient for proper oper-
ation, the decaying resistance also has an adverse efféicearoise performance, as
will be seen later.

From the previous results, it can be concluded that whenethlealge current tol-
erance is considered, the bulks of the feedback PMOS destmedd be connected to
the CSA inputs as the performance is improved over the otternatives, irrespective
of the leakage current direction or magnitude. Howeves, #uds the well-substrate
capacitance of the feedback devices to the parasitic dapaei seen at the CSA input.
This increases the noise contribution of the operationgildier, as will be described
shortly.

Because the resistors are implemented with active dewttoess,sensitivity to pro-
cess and temperature variations also needs to be consideigade 8.10 shows the
temperature variation of the effective resistance. Théestasce is evaluated in the
same way as was done earlier in Fig. 8.9, by numerically idiffgating the voltage
drop over the resistor with respect to the current. The figli@wvs that with small
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leakage currents, the resistance varies only slightly tweitemperature range. The
negative leakage current tolerance shows a small improveateold temperatures.

1000F—

[ ¢ -a0°C
v +27°C
o +85°C

100¢:

R, (MQ)

10

Figure 8.10 Variation of the effective resistance of the PMOS resis(d/gL = 1um/250um)
over the temperature range.

Figure 8.11 shows the process variation of the resistanceceth temperature
(+27°C). It can be seen that the process variation is much moréfisamt than the
temperature variation, with the resistance changing frothMQ to 300 MQ between
fast and slow process corners. Again, the negative leakagent tolerance improves
slightly at the fast process corner.

Finally, the effective resistances and the deviations filo@mnominal value (typical
process;+27°C) over temperature and process variations are given irefaBlL The
table shows that the worst-case variatior-#3.1/ +51.5%. The table also confirms
that the temperature variation of the resistance is langesignificant when compared
to the process variation.

As the first stage that converts the capacitance to voltdgeCSA is the most
important block in determining the resolution limit impoday the readout electronics.
As described in Section 7.2.1, the two primary noise sourcethe feedback resistors,
used to set the input bias voltage, and the operational &ierplThe noise densities,
referred to a change in the differential input capacitamee given in Egs. (7.6) and
(7.8). For convenience, they are rewritten below.

C2p= _SkeT _ (8.12)

VERf w3,
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Figure 8.11 Variation of the effective resistance of the PMOS resisfdfgL = 1um/250um)
over process variation (at27°C).

Table 8.2 Variation of the effective resistance of the PMOS resis{@vgL = 1pum/250um)
over temperature and process variatidpg=0.)
| Corner | Temperature®C) | Resistance (M) | Deviation (%) |

Typical —40 191 —0.9
27 193 0.0

185 200 1356

Slow —40 292 1515

27 284 473

185 288 1497

Fast —40 110 —431

127 119 382

85 128 —33.7
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and
2 Ct +Cp +Cp+CinwW 2
Cn,opa% Vi '
° (8.13a)
16 w2 2Ke '
—ksTyn <2HCox—|D) + =,
[ 3 L C3yW L fox
where
Cinw = CGDO+CGSO+ 0.67-Cox- L. (8.13D)

The input-referred noise of the feedback resistor can bkuatead by substitut-
ing R = 200MQ, Vg = —5.75V, andwox = 2mfox =~ 21- 10kHz into Eq. (8.12).
This yieldsCnr ~ 3.6- 10 2°F/+/Hz. Likewise, the input-referred noise of the op-
erational amplifier can be evaluated by substituting thexcagnce<s = 10pF and
Cp +Cp = 10pF, the dimensions and the biasing current of the opawteonplifier in-
put pairWW = 800um, L = 0.7um, Ip = 250pA, and the various technology-dependent
parameters into (8.13a). This yields a noise levelgfpa~ 1.4- 1072°F/v/Hz. The
contributions of thermal and flicker noise are roughly equdie noise performance
of the operational amplifier was optimized as described ictiS®e 7.2.1. However,
the dimensions were left suboptimal because the optimumnidydoave required im-
practically wide input devices and as the noise contributibthe feedback resistors is
dominant.

The total simulated input-referred noise of the CS&igsa~ 4.2-102°F/+/Hz.
This corresponds to an output-referred noise voltage oV24fHz, or to an input-
referred noise current of 15§A/Hz. The contribution of the feedback resistors is
3.1-10 ?°F/v/Hz, slightly less than predicted by Eq. (8.12), and the dbation of
the operational amplifier is.2-10-2°F/\/Hz. The large difference in this figure,
compared to the theoretical value, is explained partly leyftiet that the simulated
transconductance of a single input transistor is over 2586 tean the value given
by the long-channel formula used to derive Eq. (8.13a),\pakcausey, = 1 was
assumed in the calculations, and partly because of the obtbe other transistors in
the operational amplifier.

The well-substrate parasitic of the feedback PMOS deviealculated to be ap-
proximately 07 pF. This contributes partially ©5 +Cp ~ 10 pF. However, because of
the PCB implementation, the value@f + Cp used in the calculations is a very rough
approximation, and the importance of the well-substratagtc to the total capaci-
tance is hard to assess. On the other hand, as the@ﬁgiscmntributed by the feedback
resistors slightly dominates the overall noise, an acewestimation o€Cp + Cp is not
so critical in the present case.

The final point that needs to be made regarding the noisenpeaftce is that if the
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effective resistanc®; of the feedback devices drops because of leakage currents or
because of process and/or temperature variations, the peiformance deteriorates.
The amount of excess noise caused by a certain leakage tarrby environmen-
tal/process variations can be evaluated by substitutegetual resistance to Eq. (8.12)
and re-evaluating.

8.3.2 High-Pass Filtering

The nextimportant block regarding the resolution of theloed is the HPF that follows
the CSA. Itis a single-pole active-RC filter with20 dB amplification. The schematic
of the filter is shown in Fig. 8.12. Because the signal fregyes about 10kHz, the
RC time constant required for a sufficiently low8 dB frequency is large, in the order
of 1/(2m- 1kHz) = 0.16 ms. As the signal is amplified at the same time, the sizesof th
feedback capacitorsygand Gy is limited, because the input capacitorgs@nd Gy
must be ten times their size.

Vinpo—“ + > an o Voun

o Voutp

IBIAS

—Lhpin e

C1,=C1,=10 pF
C;p=Czn=1 pF

Figure 8.12 The implementation of the first high-pass filter that ampdiftee CSA output signal
by +20dB.

To achieve sufficiently large resistance without excessilieon area, the feed-
back resistors are implemented in a similar fashion as iltC®As. However, now the
bulks of the feedback PMOS devices are connected to the sutpthe operational
amplifier, instead of its input, as in the CSAs. This redubesléakage current toler-
ance significantly, as described in Section 8.3.1. In thg&®chowever, this does not
limit the performance since there is no need to draw any otsifeom the input of the
operational amplifier in the HPF.

In the HPF, the feedback PMOS devices MP1p and MP1nWaite= 1um/5um.

The diode-connected PMOS devices MP2p and MP2n that gertbabias voltages
haveW /L = 200um/5um. With these dimensions, the silicon area occupied by the
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MOS resistors is now approximatelydD54 mn#, if it is again assumed that the dis-
tance between the individual components and the spacingetme¢ighboring com-
ponents are bothin. The minimum feedback resistor size in the HPF is roughly
160MQ, in order to achieve a pole frequency which is at least onadiebelow the
signal frequency. If two of these resistors were implemeniging polysilicon resis-
tors that had a sheet resistance of2&nd minimum width and spacing ofn, they
would occupy an area roughly equal t@&@mn?. This is now well over 200 times the
area occupied by the MOS resistors.

The reason for connecting the bulks to the outputs of theatiperal amplifier is
that it improves the large-signal linearity of the filtermigcantly. To understand this,
the behavior of one half of the differential filter circuitliAbe considered over a whole
cycle of the sinusoidal input signal. In the analysis, to entke accurate biasing of
the devices possible, it will again be assumed that if th&sof MP1p and MP1n
are connected either to the inputs or to the outputs of thdifienpthen the bulks of
MP2p and MP2n are connected to their sources. If the bulksPipiand MP1n are
connected to the supply, then the bulks of MP2p and MP2n areannected to the
supply.

When the output signal decreases below the common-modk teeesources of
the PMOS transistors MP1p and MP1n stay at the operationglifeen input side of
the devices (as with the CSA, as the devices are symmetitigakource of a PMOS
transistor is always the terminal at the higher potentidfw, the gate-source voltage
of the devices increases, preventing them from enteringahgration region. As the
bulks of the feedback transistors are connected to the @ligout, the bulk-source
pn-junction becomes forward-biased (this can be seen fign8E (b)), reducing the
threshold voltage and also conducting itself. All this asithe operational amplifier
input to start following the output when the signal swing udfisiently large. If the
bulks of the feedback devices were connected to the inpat tieé bulk effect would
not have any effect, and the bulk-source diode would stagrsevbiased. Even then,
the amplifier input would still follow the output when the s& swing was sufficient.
Likewise, if the bulks were connected to the supply, the leaffect would increase
the threshold voltages of MP2p and MP2n, but the pn-junstisauld stay reverse-
biased. Again, the amplifier input would follow the outputerithe signal swing was
sufficient.

When the output next increases above the common-mode teeedpurces of the
feedback PMOS transistors shift to the filter output sidehef devices. Now, as the
bulks are connected to the amplifier outputs, the gate-sorottages stay constant,
as do the bulk-source voltages of MP1p, MP1n, MP2p, and MPBme feedback
transistor saturates, and only the small saturation ctifi@ms through it. At the same
time, the pn-junction cannot start conducting. The redithis is that as a large signal
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is applied to the filter, the operational amplifier input b@es biased at a voltage which
is below the common-mode level, in such a way that the avaragent over a single
cycle of the sinusoidal input signal is zero. This has to lenanto account in the
design of the amplifier by ensuring a sufficient ICMR.

If, on the other hand, the bulks of the feedback devices wenaected to the in-
puts of the operational amplifier, then, as the output irsgdathe device would still
saturate but not as early as in the other case, because theftadt would reduce the
threshold voltage of the feedback device. More importartklg pn-junction would
become forward-biased, forming a low-impedance feedbattk gnd pushing the am-
plifier input back high again. Because of this signal-depenteedback path, the filter
would distort the output signal badly when the amplitudengt@o large.

If the bulks were connected to the supply, the operation dibel identical to the
case where the bulks are connected to the output. In this tesbulk effect would
reduce the threshold voltages of MP1p, MP1n, MP2p, and MPBEmis, however,
would not have any impact on the overall operation.

The simulated distortion is shown in Fig. 8.13. From the fggut can be seen
that if the bulks of the feedback devices are connected tinthés of the operational
amplifier, the distortion starts increasing rapidly aftee butput signal amplitude ex-
ceeds (V. When the bulks are connected to the outputs or to the guihi@ total
harmonic distortion (THD) stays below58dB beyond 5V output amplitude, which
is sufficient for the system. It should be noted that the CSérates with very small
output signal amplitudes, and therefore its linearity wioubt be limited by any of the
presented configurations.

From Fig. 8.13 it can be seen that when the bulks are connexted supply, the
simulated THD is slightly better at low signal levels thartlie case where the bulks
are connected to the outputs. The difference is caused bfatih¢hat the resulting
feedback resistance with zero voltage over the device islagyer. At high signal
levels, the results are equal to the case where the bulkarected to the outputs.
As the difference is insignificant, the bulks were connedtetthe outputs in the final
implementation.

As already mentioned, the first high-pass filter is critieaarding the total sys-
tem performance. The simulated input-referred noise geltat the filter isvh Hpr ~
18.8-10°9V/\/Hz at fox = 10kHz. After this has been reduced by the CSA gain,
the resulting noise density &, ypr ~ 3.3 1072°F/+/Hz. The total noise inflicted by
the CSA and the HPF is therefd@g ~ 5.3- 10 2°F/+/Hz, corresponding to an input-
referred noise current of 19fA/Hz. The noise level could have been reduced further
by increasing the gain of the CSA by using smaller feedbaplkcitors. However, this
would have increased the phase shift inflicted by the CSAeaséven larger feedback
resistors had been used as well. This, on the other handguwauk limited the leakage
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Figure 8.13 Simulated total harmonic distortion of the high-pass filtéth three different con-
figurations.

current tolerance too much. Thus, a trade-off was made togyamaller phase shift at
the expense of an increased noise level.

The second HPFs that follow the tunable attenuator in thegos and the VGA in
the secondary channel are realized in the same way as thiltérst Now, however,
the secondary signal is sufficiently amplified that the intmarcthe final noise level is
negligible. The schematic is identical to that of the firstHdRBhown in Fig. 8.12, but
as there is no signal gain in the filters, all the capacitoesegually-sized to 1 pF.

8.3.3 Signal Level Normalization

After the first high-pass filter, the signal levels are noiimsad with a tunable attenuator
in the primary and a VGA in the secondary channel. The nomatdin is required
as the output signal from the primary resonator far excelealsftom the secondary
resonator. The difference between the signals in the pregstem is roughly 60dB.
To provide a suitable signal for the subsequent LPFs and B@ési\the primary signal
needs to be attenuated and the secondary signal amplified.

Figure 8.14 shows two alternative implementations for a VGAe implementa-
tion of Fig. 8.14 (a) is a non-inverting configuration. It dagot load the driving stage
resistively, but, on the other hand, requires the use of @d4[215]. The implementa-
tion of Fig. 8.14 (b) is an inverting configuration. It can lealized with a conventional
differential operational amplifier, but it always loads firevious stage resistively. Fur-
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ther differences are that in the non-inverting configurattbere is no current flowing
through the switches used to program the gain, leading tora axxurate gain setup,
and that the non-inverting configuration cannot reach gadhaw one.
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e+
o— |
+
-
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olg\/\/\/‘ +2 o Voutn
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Figure 8.14 Two alternative implementations for a variable-gain affigali (a) Non-inverting
configuration. (b) Inverting configuration.

In the present system, the VGA was implemented with the ngarting configu-
ration shown in Fig. 8.14 (a). The gain was further divided itwo stages in order to
keep the phase shift as small as possible. This is neceasatg level normalization
is the only place where the primary and secondary channelsatidentical and hence
where the absolute phase shifts matter the most. The VGA t@steollable gain from
1.94dB to 4408 dB, with 602dB steps. The attenuator is implemented simply as a re-
sistive divider. Switches are used to control the divisiatio;, hence the attenuation
between 0dB (which is used only during the system start-ng)2852 dB.



8.3 Sensor Readout Electronics 169

8.3.4 Low-Pass Filtering

To sufficiently attenuate the noise of the first frequencydsamhich would fold to the
signal band in the sampling process in the subsequent ADg £330kHz, Sfox =
50kHz, etc.) a second-order low-pass filter was chosen. ranefer function of such
a filter is

H = g
&+ (we/Q) s+ wg
whereG is the gain at = 0 (dc), w; = 21tf. is the cut-off frequency or the critical
frequency, an@ is the quality factor. If the critical frequency is placedla operating
frequencyfox and if the quality factor is one, the filter would have an ategion of
19dB at JFox. With a white noise floor, the SNR degradation resulting froaise
folding would then be less than1dB.

(8.14)

As in the CSA and the HPFs, the greatest individual desigreisghen designing
the LPF is the need for large time constants. Although theoffurequency can be
located close tdo, leading to a time constant a decade smaller than in the CSA or
the HPFs, the resulting passive components are still fériye for integration. For
instance, iffo = 10kHz is required, then witle = 10pF, the required resistance is
R= 1.6 MQ. Therefore, the possibility of using MOS transistors asstess should be
considered, or, if polysilicon resistors are used, themhar should be minimized.

Figure 8.15 shows three possible biquadratic cells whidrate as second-order
low-pass filters. The first two are so-called single-ampllfiguads, whereas the third
is a two-integrator biquad. Table 8.3 presents the desigateans for the three filters.
Next, their suitability for this application will be invagated.

Table 8.3 Design equations for the low-pass filters in Fig. 8.15.

Filter ‘ G ‘ We ‘ Q

815(a)| & 1 G, _ RiVRRs
: Ry vRoR3C1Co C Rl(R2+R3)+R2R3

R 1 VR{R,C.C
815() | 1+ % | Trhrs | MR LGRS
R 1 C Rq
81500 | R | 7mrcs Ve TR

First, an observation is made that the Sallen-Key biquadaqf&:15 (b) is more
problematic to implement as a differential circuit than the others, because there
are feedbacks to both the positive and negative inputs affibeational amplifier. This
implies that an FDDA needs to be used in the implementation.th@ other hand,
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Figure 8.15 Various second-order low-pass filters. (a) Rauch biquaylSédiien-Key biquad.
(c) Two-integrator biquad.
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the two-integrator biquad in Fig. 8.15 (c) is more easily iempented as a differential
circuit than as a single-ended circuit, because the neeanfamverting buffer can be
eliminated by simply cross-connecting the outputs of thet firtegrator.

Second, all three implementations need two poles with leinge constants, both
implemented as a combination of a resistor and a capacitoachieve a dc gain and
a quality factor close to one, the Rauch biquad in Fig. 8.}5d@uires one additional
large resistor, the Sallen-Key biquad none, and the twegiattor biquad twa When
considering the silicon area requirement, it also has takert into account that the
two-integrator biquad requires two operational amplifigrsereas the Rauch and the
Sallen-Key biquads require only a single amplifier.

If properly biased MOS transistors are used to implementékestors in the fil-
ter, either to achieve a smaller silicon area or to make ptessbntinuous tunability
of the critical frequency, then the two-integrator biquaddvantageous for two rea-
sons. First, all the resistors are against the virtual giafrthe operational amplifier,
improving the linearity, and second, the implementatiothef required MOSFET-C
(MOSFET stands for Metal-Oxide-Semiconductor Field-Effféransistor) integrator
has been widely studied in the literature. Published impletations include the Banu-
Tsividis integrator, dating back to 1983 [135, 136], the @u&integrator based on the
MOS resistive circuit (MRC) [137-139], and the Moon-Songggrator [140].

For the present implementation, the two-integrator bigstaalvn in Fig. 8.15 (c)
was chosen. This was to enable the feedback resistors tgibenmanted as MOS tran-
sistors, in order to save the silicon area. Another reasantavanable the continuous
tuning of the critical frequency to be implemented, althiotigjs feature was not used
in the system measurements. The integrators in the bigeaealized using the MRC.
The schematic of the filter is shown in Fig. 8.16. The size efitliegration capaci-
tors is 4 pF each, and the dimensions of the MOS transiste&/AL = 2pum/100um.
Equally-sized capacitors and resistors lead to a qualitofdd = 1. The difference
between the voltagé#1 andVc: is used to tune the critical frequency of the filter, as
described in [138].

As long as the phase shifts in the LPFs in the primary and skErgrchannels
match and the attenuation is sufficient under all operatomwgditions, no tuning of
the critical frequency is required. However, a tuning ciroan be implemented to
improve the performance, primarily the attenuation of th&t fiolding signal bands.
The tuning can be performed, for example, by monitoring thase delay of the LPF
in the primary channel and tuning it in such a way that it eg@&. This is possible,
as there is a signal with a known frequency and amplitudedrptimary channel.

2|t is assumed for the sake of simplicity that both time comistare implemented with two equally-sized
resistors and two equally-sized capacitors. This is noesearily the best method to minimize the total
silicon area occupied by the components.
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Figure 8.16 Schematic of the implemented low-pass filter.
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8.3.5 BandpaszA ADCs

A bandpassA ADC is a quantization noise-shaping A/D converter that hasla
tively narrow signal band centered at a certain carrierdesagy [100, Ch. 5]. This
is advantageous in the readout of a vibratory gyroscopelarg@ oversampling ratio
(OSR) can be achieved with a much smaller sampling frequeheyn compared to the
low-pass counterpart.

In the present implementation, the required signal bantdhwédl 25 Hz. Therefore,
an OSR of 320 is achieved with a sampling frequency of 40kHze Sampling fre-
quency is determined by the chosen implementation, asgétto four times the cen-
ter frequency leads to a simple SC realization of the resosaigether with straight-
forward synchronous demodulation later in the DSP. Ther#temal maximum signal-
to-quantization noise ratio (SQNR) of a 4th-order (twoerestor) converter is [141,
Ch. 14]

SQNR= 6.02Npits+ 1.76 — 12.9+ 50l0g(OSR, (8.15)

whereNpjs is the number of output bits. The OSR of 320 with a single-bitpot
yields a maximum theoretical SQNR of 120dB, which is moratbatficient from the
system point of view. Therefore, there is no need to incréasenodulator ordér

To achieve the same (although unnecessarily large) OSRavitiv-passA ADC
(with all zeroes of the noise transfer function at the onigim sampling frequency
of 6.4MHz would be required with the operating frequencyfgf = 10kHz. Even
with a more realistic OSR of 64 (yielding a theoretical maximSQNR of 85dB),
the required sampling frequency for a low-pags ADC would still be 128 MHz.
This means that a bandpasA ADC has a clear advantage over a low-paAsADC
when the sampling frequency is considered. On the other,ithrdower sampling
frequency also means that the specifications for the anakbgkasing filter preceding
the converter are tighter in the case of a bandpasADC than when a low-passA
ADC is used.

A block diagram of the implemented 4th-order bandgasaDC before multiplier
scaling is shown in Fig. 8.17 (a). The converter uses sibglguantization, resulting
in a simple implementation of the quantizer and the feedbBsR. A simulated output
spectrum with a sampling frequency if= 40kHz is illustrated in Fig. 8.18. As can
be seen, the signal band is located at one quarter of the isanfiquency.

As the sampling frequency is low, it is most straightforward efficient in terms
of silicon area to implement the ADC as an SC circuit. The masors were designed
using the double-delay topology. A block diagram of a singigonator is shown in

3In principle, a 2nd-order (single-resonator) modulatoulsgstill yield a sufficient theoretical SQNR.
However, to avoid issues such as limit cycles or signal-ddeet quantization noise, a 4th-order modulator
was chosen.
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Figure 8.17 (a) Block diagram of the implemented bandpa4sADCs. (b) Block diagram of a
double-delay resonator.
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Figure 8.18 Output spectrum of the bandpasA ADCs, simulated with a Matlab Simulink
model. (40000-point FFT, Kaiser window with= 13, sampling frequency 40kHz:3dB
full-scale input)
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Fig. 8.17 (b). By a simple calculation, it can be seen thaatizes the desired transfer
function @ 1/(1+z2)). This simple implementation fixes the center frequency at
fs/4, irrespective of capacitor mismatch, without the needdoing. Various other
implementations of SC resonators have been studied in 14.24].

A double-delay resonator is realized using a single oparatiamplifier [143].
The quantizer is implemented as a latched comparator. Aéhiématic of the ADCs
is shown in Fig. 8.19.

8.4 Other Analog Circuit Blocks

In this section, the detailed implementation of other agaliocuit blocks apart from
the sensor readout electronics will be presented. Theskdinclude the PLL, the HV
DAC, the charge pumps, the phase shifter required durimgga and the drive-level
DAC.

8.4.1 Phase-Locked Loop and Reference Clock Generation

The block diagram of the implemented charge-pump PLL [2Ehiewn in Fig. 8.20.
An asynchronous phase-frequency detector (PFD) contnelsharge pump, which
feeds a continuous-time loop filter. The loop filter outputage is buffered and fed to
a voltage-controlled oscillator (VCO). A frequency divid®I1V) creates the required
clock signals from the VCO output. The division factors used indicated in the
figure.

The PFD [141, Ch. 16] requires both the reference clock aaddthided VCO
output to be square wave signals. Whereas the divided VCQubistalready a square
wave, the reference clock needs to be converted into a sgaaeefrom the sinusoidal
primary signal. This is performed with the comparator shawthe block diagram in
Fig. 8.4. The comparator is implemented as a straightfahi&o-stage comparator,
with a differential first stage and common-source secorgesta

The loop filter is implemented within optimal chip area asrgkt-ended, on-chip,
passive-RC filter. The time constant is determined by theresice signal frequency
fox. The component values of the filter &g = 7.1 MQ andC; = 50 pF. The resistor
is realized as a polysilicon resistor, whereas the capaisitan MOS capacitor. Ad-
vantage is taken of the large parasitic capacitance;ab®Rards ground by utilizing
it to realize the capacitor C The total silicon area of the loop filter is approximately
0.067 mn?. The charge pump current is 150 nA.

The VCO is shown in detail in Fig. 8.21. It is implemented asifierential re-
laxation oscillator, consisting of a current-controllestitlator (CCO) and a transcon-
ductance amplifier which converts the control volt&ger, into a currentctry, with
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PFD

VEO Mgyop,

Figure 8.20 A block diagram of the PLL.

Om = 1/Rem = 10pA/V. The CCO itself comprises a comparator with internal hys-
teresis, together with a floating capaci®ico = 1.33 pF between two current sources.

The static current sourdgcore = SUA provides additional biasing current to set the

free-running frequency and the tuning range to the desiaégeyv

IBCOMPl d) IBCOMPZ

— Rcowp ck COMP
ck ck
C)—I Ccco |_°
Ra I —

Verr —

Vop (+5 V)

VREF

ck

Veum
|— CMFB|—o

Figure 8.21 Schematic of the VCO used in the PLL.

Because the flicker (1/f) noise is substantially higher in @#devices than in
PMOS devices, PMOS current sources are preferred to NMQ$8rmtisources. In the
implemented VCO, the differential switching configuratidmarging and discharging
Ccco has a CMFB circuit, which forces the current of the NMOS trstios to follow
Iscore+ lcTrL Which are both provided by a PMOS current source. This remtve
effect of the high flicker noise of the NMOS current source.

The biasing currents used in the comparatod ggempr = 100pA andlgcomp =
50uA. The resistors Bomp that, together with the clocked switches, provide the hys-
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teresis are equal to 15Xk The output frequency of the VCO as a function of the control
voltage is

. 1 (VREF_VCTRL
vco =

' + : 8.16
2-Reowmp- Iscompr - Ceco Ram BCORE) (8.16)

By substituting the given parameters, a free-running feegy (withVetr = Vrer) of
1.25MHz and a VCO gain of BMHz/V are achieved.

The three most important sources of phase noise in the clgckistem are the
VCO and the large resistor in the passive-RC loop filter, tiogrewith the phase noise
coming from the comparator that generates the referenc&.clche first two sources
can be considered as being internal to the actual PLL, whéheethird is independent
of the PLL.

With a low reference frequendyy determined by the micromechanical resonator,
the bandwidth of the PLL is forced to be narrow, leading torpegection of the phase
noise caused by flicker noise. This has been taken into ataotire VCO design by
minimizing the effect of flicker noise sources, as describadier.

Wideband noise at the input of the comparator can also isertdee phase noise
content of the reference clock and thus of the PLL output.[ZB]s noise folds to the
reference frequency at the moment the comparator outpotesats state, and thereby
becomes converted to phase noise. The comparator banddétitimines the band
from which noise folding occurs. In the worst case, with disigintly fast comparator
and a sufficient noise level, the output can change its state than once during
the zero crossing of the input. This will cause the PLL to litssdock and to create
false output, which destroys the system functionality. M/loither noise effects can
be removed with the phase correction described in Sectiha ghis type of behavior
causes irreversible degradation of the output signal.eFaistching can be prevented
by adding some hysteresis to the comparator. The phasectiomreompensates for
the resulting delay.

8.4.2 High-Voltage DAC

The HV DAC [22] is implemented with a low-voltage (LV) resiststring DAC and an
HV operational amplifier. A resistor-string DAC was chosecéuse of its guaranteed
monotonicity, which is important in order to ensure the #itgbof the control loop.
The amplifier is powered by a charge pump, which provides alatgd and filtered
supply voltage oft-28V. The implementation of the charge pump will be described
more detail in the following section.

The schematic of the amplifier is shown in Fig. 8.22. To mizierthe silicon area
and the loading of the charge pump, only the second stageeiat@al with the high-
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voltage output. The HV cascode transistors MN11, MP14, ahid ¥make it possible
to implement the current sources with LV transistors, witipioved matching prop-
erties compared to HV devices. The diode cascade formed by™WIN20 prevents
the voltage at the drain of MN16 from floating above the maximtolerated voltage
whenVy is slewing up.

Vppny (128 V) (from charge pump)

MP9 MP13
I I
wll

High-voltage tolerant bulk

I__‘HEO M PZII.4 I_T|;|_

Vpp (+5 V)

High-voltage
tolerant drain

ES
z
=

Is
5

MP6 MN18
MN11 s Vbiasz r
T -
F MN7 MP2 MN19

MN12

Figure 8.22 A schematic of the high-voltage operational amplifier ugetthé high-voltage DAC
to amplify the low-voltage DAC output.
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T

<
P4
]
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With the HV amplifier connected in non-inverting configueettiusing resistive
feedback, it will amplify the LV DAC full-scale output of.2V to 27.5V with a max-
imum output current of 10A. The LSB size of the amplified compensation voltage
is approximately 30mV, yielding a tuning range-61.92V with the 7-bit control. A
4-bit coarse tuning of the DAC is used to set the output ar@udésired level, with an
LSB size of 17V.

The measured maximum INL/DNL (Integral/Differential Nordarity) of the 4-bit
coarse tuning part are@4450.00143 LSBs, respectively. The maximum INL/DNL
of the 7-bit control are @27/0.140 LSBs, respectively. [22]

8.4.3 Charge Pumps

The high supply voltages for the HV amplifier in the HV DAC ara the primary
resonator excitation in the start-up phase (described aticd®e8.2.5) are generated
from the nominak-5V supply by using charge pumps. The pumps are fully integkat
with their designs being based on the traditional Dicksoargl pump [144]. The
implementation and the optimization of the pumps are desdrin detail in [20, 22].
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From the silicon area point of view, the most effective waygemerate voltages
higher than the supply is voltage doublers. However, bexaokages close te-30V
are required, the switching transistors cannot tolerdtesfuing gate-source voltages.
This would lead to complicated clock-generating circuitsl @ossible start-up prob-
lems if doublers were used.

To avoid these problems, Dickson charge pumps with diode®eaised instead.
The high-voltage output of a Dickson charge pump, withokinig the effect of para-
sitic capacitances or resistive loading into considerai®

Vhy = (Nstages+ 1) (Vob —V4) , (8.17)

whereNstagesiS the number of charge pump stages ®qds the forward voltage drop
of a diode. This can lead to a large number of stages and heghesiticon area
consumption if high output voltages are required.

In the present implementation, the silicon area of a tradé#l Dickson charge
pump is reduced by dividing the pump into two stages. Thekcsignals for the sec-
ond stage are generated using the output voltage of thetfiggt . sSThus, a smaller chip
area can be attained at the expense of somewhat increased gamvsumption [145].
A basic schematic of the charge pump is shown in Fig. 8.23. fifsestage is pre-
sented in Fig. 8.23 (a), the medium-voltage (MV) clock gatarin Fig. 8.23 (b), and
the second stage in Fig. 8.23 (c). The clock signal CLK anith¥srsion are generated
with a dedicated oscillator that is not shown in the schemnati

(@ (b)
Vpp (+5 V)

VDDMV

Figure 8.23 (a) First stage of the overall charge pump. (b) Medium-ga#telock generator. (c)
Second stage of the overall charge pump.

In the charge pump generating the high-voltage supply feathplifier in the HV
DAC, a limiterimplemented as a controllable resistive loegllates the output voltage
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Vppryv to the desired level. The load is controlled in a closed-loopfiguration. This
charge pump also provides another regulated output, witles as the-8.25V bias
voltage for the sensor middle electrode during normal dpmra

In the charge pump used to excite the primary resonator glitiig start-up, output
voltage regulation is not necessary. The only conditionileads to be fulfilled is that
the pump provides a high enough voltage to ensure a relitdtewg in a given time.
A typical single-ended excitation voltage is 20V peak-t&ak[20].

In this charge pump, the second stage is doubled. In thisdiffgtential excitation
can be performed by turning off one of the two outputs at a {igedting it to a high-
impedance state) and by pulling the output to ground with ¥(fM\IMOS device, while
the other output biases the opposite excitation electmtegh voltage. With this kind
of implementation, the use of floating series switches, tvhaie again complicated to
implement, is avoided. When the primary resonator exoitas switched to the PLL,
both outputs are turned off, together with the first stagetapescillator generating
the clock.

8.4.4 Phase Shifter

The analog phase shifter which provides & @base lead during start-up is imple-
mented as a differentiator. A generic schematic of the girsshown in Fig. 8.24. If
the operational amplifier is assumed to be ideal, the trafighetion can be written as

sG Ry
1+ SRlCl) (1 + SRzCz) ’

H(s) = ( (8.18)
whereC; = Cip = C1n, Co = Cyp = Con, Ry = Ryp = Ryp, andR; = Rop = Ron. The
components are typically dimensioned in such a way that pokis of the circuit are
at least one decade higher than the operating frequendyisicdsefo, = 10kHz. At
the operating frequency, the capacitofg @nd G, dominate the input impedance and
the resistors B, and Ry, the feedback impedance. This provides & pbase lead. A
slight error in the phase lead is not significant, as it ontjuees the resulting excitation
force proportionally to the cosine of the error.

In the present implementation, the first pole is determingdhe resistors B,
and Rn, together with the capacitors;gand Gn, and is located at 100kHz. The
second pole that limits the bandwidth of the phase shifterasided by the operational
amplifier and is located between 100 and 200kHz. The poleméted by the resistors
R1p and R, together with the capacitors;gand Gy is located at a higher frequency,
in order to provide additional filtering at frequencies begohe amplifier bandwidth.

When designing the phase shifter as a differentiator, ieisessary to ensure that
the functionality of this or any subsequent circuit blocksot compromised by the
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Figure 8.24 Schematic of the implemented phase shifter.

high-frequency noise of the circuit [23]. This is why the Handth of the implemented
differentiator is limited with the poles. Another signifidafactor in the excitation of
a micromechanical resonator is to ensure that the magnfibese properties of the
whole feedback loop do not enable any parasitic vibrationl@sao start oscillating
and prevent reliable start-up.

When both of these issues are considered, a phase shiftemrapted as an inte-
grator combined with phase inversion would perhaps be af#tbice. The schematic
of such a circuit is identical to that shown in Fig. 8.24, butin integrator, the oper-
ating frequencyfoy is beyond both poles, and at the operating frequency thstoesi
R1p and R, dominate the input impedance and the capacitegsad Gy, the feed-
back impedance. In this way, a phase lag of 80achieved. The gain rolls off by
20dB per decade aftdgy, instead of increasing up to the frequency of the first pde, a
in the differentiator. This provides attenuation for botgHifrequency noise and for
the loop gain at any parasitic vibration modes beyégd The most significant disad-
vantage of the integrator is that the time constants areaat te/o orders of magnitude
higher than in the differentiator, resulting in a significaenalty in terms of silicon
area consumption. The silicon area can be reduced by regitheércapacitors £, and
Cin altogether, but then the input-referred offset voltagénefdperational amplifier is
amplified by 1+ Ry/Ry, leading to possible problems, especially if the phaseeshig
followed by a comparator.

8.4.5 Drive-Level DAC

The drive-level DAC is implemented as a resistor string DA@h 32 possible output
levels between the supply rails 6 and 0 volts (including the rails). Using the DAC,



8.5 Digital Signal Processing 183

both the high and low levels of the two excitation signals banset, with an LSB
size of approximately 161 mV. In this way, both the dc and the@mponents of the
excitation signals can be set to a desired value.

8.5 Digital Signal Processing

After theZA ADCs, the rest of the signal processing is performed in thealidomain.
This includes the downconversion and the decimation of thpud data and the phase
error correction described in Section 8.2.2, also inclgdime normalization of the
secondary signals with respect to the primary signal.

Additionally, the controllers required by the system argliemented using DSP.
They are the primary resonator amplitude controller andgtiredrature signal com-
pensation controller. Finally, there is a start-up comérplwhich controls the start-up
sequence of the DSP and sets various parameters in the A&i@k®e a reliable start-
up possible.

8.5.1 Downconversion, Decimation, and Phase Correction

The oversampled output data fron& ADC need to be filtered and decimated in
order to reach the final desired accuracy and sampling r@@.[Additionally, in the
case of a bandpa3#\ ADC, the data need to be demodulated before filtering.

As stated at the beginning of Section 8.2.2, IeADCs have a sampling period of
9 (11/2). It is assumed that every second sample represents tHéutapf the in-
phase component (alternatively multiplied byt and+1) and every other sample the
amplitude of the quadrature component (similarly muléd)i of the respective signal.
Therefore, the demodulation can be performed by multigiyire output data stream
from the A/D converter by a sequence {1,901, 0,...}, representing a digital cosine
wave with a frequencys/4 or one quarter of the sampling frequency. Thé giease-
delayed version of this is a digital sine wave. Similarlyite tosine wave, it reduces
to a sequence {0, 1, 6;1,...}. Proper phasing of the signals is ensured by momitpri
the output signal from the comparator that generates tieeae€e clock for the PLL.

After the demodulation, the results can immediately berdated by two by re-
moving the zeroes from the sequences. This operation redheesample rates to
fs/2, which results in the folding of the spectra to the freqyaange[0. .. fs/4[. The
outcome is that the decimated outputs are implicitly mii&gbby two.

The output data stream from the ADC is a single-bit sequeh@s and 1s. If 0
is taken to representl, the demodulation consists of the multiplication operadi
-1.(-1)=1,-1-1=-1,1.(-1) = -1, and 1: 1 = 1. This can be implemented



184 Implementation

as an XOR operation, resulting in a single-bit output seqadrom the demodulator,
consisting only of 1s and 1s (which is again representable as 0s and 1s).

After demodulation and the initial decimation by two, thealare filtered to re-
move the out-of-band quantization noise and decimateddocethe sampling rate.
The implementation of decimation filters has been studmdgXxample, in [146-148].
The so-called CIC (Cascaded Integrator-Comb) structige kaown as the Hogenauer
structure [149], leads to a very simple hardware implententa However, it might
not provide sufficient passband ripple properties andtenagtion of folding spectral
components. An alternative is to use a digital low-passfiftdlowed by a decima-
tion. This gives the designer freedom to choose the pasd{raperties and stop-band
attenuation to yield the desired performance, but it ineeeahe hardware complex-
ity. Typically, the decimation is performed in multiple g&s, in such a way that the
sampling rate is not reduced to the final value in a singlerdation but in smaller
consecutive steps. This reduces the overall complexity@tiecimation filters.

In the present implementation, the decimation is perforingtiree stages, with
decimation factors of 10, 8, and 2. With the initial deciroatby two performed in the
demodulator, this leads to a total decimation factor of 3@0th a typical sampling
rate of 40kHz, the final output sampling frequency is 125Hhe Tast decimation
filter limits the output bandwidth in such a way that th@dB corner frequency is
at 40Hz when the finafs = 125Hz. The decimation filters are implemented as FIR
(Finite Impulse Response) digital filters. Because of th&/kRmplementation, the
hardware complexity of the individual filters was not optzed. However, a single set
of hardware was used in a time-multiplexed fashion to perftre decimation for all
four outputs of the demodulators (in-phase and quadratumponents of both primary
and secondary signals).

The phase correction and the signal normalization destiilyeEgs. (8.10a) and
(8.10b) were implemented with the basic arithmetic blodksred by the design envi-
ronment. No hardware optimization was performed for thetimeei

8.5.2 Controllers

The primary resonator amplitude controller is implemeraedn | controller. The am-
plitude control is performed by monitoring the valljgtypri + qut,pri, which is readily
available from the phase correction described in Secti@gr28and driving it to a de-
sired level. In this way, the effect of the phase shBifér pri is eliminated and the true
primary resonator vibration amplitude can be accessed.h®mwther hand, the con-
troller now monitors the square of the amplitude, which ltabe taken into account
while designing the dynamics of the control loop.
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The controller output directly controls the amplitude of tectrostatic force used
for excitation, as shown in Fig. 4.5. The control is perfodbg setting the dc compo-
nent of the excitation voltage. The resolution of the dimeel DACM is 5 bits.

A ZA modulation of the primary resonator excitation signal soamplemented
to show that it can be used to remove the spurious componesiidting from the
time-varying primary resonator vibration amplitude frohetoutput spectrum. The
implementation of the modulator was shown in Fig. 4.6. Thedmponent of the
excitation voltage is modulated.

WhenZA modulation is applied, the resolution of the controlleruitwas chosen
to beK = 18 bits and the frequency of the interpolated signal 10kHazis Gives an
interpolation factor ofng = 80. The value oK was chosen experimentally by first
measuring the change of the primary resonator output signeded by a change of a
single LSB at the drive-level DAC output, and then evalugtiow many more bits of
resolution are required to suppress the change belbw.8B. The frequency of the
interpolated signal was chosen in such a way that the dc coem@f the excitation
voltage changes once during every period, giving a frequeoual to the 10-kHz
operating frequency. In this way, the dc-level changes @amébde to coincide with
the rising edges of the excitation signal, minimizing thegble cross-coupling issues
but, at the same time, maximizing the interpolated frequerithe interpolation is
performed with a zero-order hold. The resolution of the &titin DAC is 5 bits,
yieldingM = 5. The simulated output signal was shown in Fig. 4.7 (a) aeddbulting
spectra in Figs. 4.8 (a) and 4.9.

The quadrature compensation controller is implementechascantroller. The
integrator output is brought to 2A modulator, the output of which is then used to
control the HV DAC. The implementation of the modulator wassn in Fig. 5.6.
The resolution of the controller output was chosen t&be 15 bits and the frequency
of the interpolated signal 500Hz. This gives an interpolafactor ofmg = 4. The
interpolation is performed with a zero-order hold. Agddnyas chosen experimentally
using the same methodology as with & DAC used to create the primary resonator
excitation signals. The frequency of the interpolated aigvas chosen by simulating
the system using Matlab Simulink and finding a value thatgassufficiently low level
of the quantization noise. The resolution of the HV DAC is B lyieldingM = 7. The
simulated output signal was shown in Fig. 5.7 and the regu#tpectrum in Fig. 5.8.

The quadrature compensation controller also sets the §thie ¥ GA in such a way
that the dynamic range of the secondary channel is maximizedé means that the
quadrature component of the demodulator output is mordi@ned it is kept at certain
limits by controlling the gain. As the quadrature compeiosadirives the component
towards zero, the gain is increased.

The start-up controller is implemented as a state machihe. state changes are
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triggered by the primary resonator vibration amplitudest-ithe sensor middle elec-
trode is biased to ground and the charge pump is used to éieifgimary resonator.
As the amplitude grows, the attenuation in the primary cleaisnncreased. After the
PLL has locked to the primary signal and the amplitude is cefiit, it takes over the
excitation, and amplitude control is enabled. At the samme tiother blocks such as
the quadrature compensation control are enabled.

8.6 Experimental Results

In this section, the experimental results achieved withrtidemented system will be
presented. First, the measured results for the sensorutal@otronics from the CSA
to theZA ADC input will be shown. Next, the phase correction desatibbeSection
8.2.2 will be studied. Then, different implementations loé guadrature compensa-
tion loop will be presented, first without and then wERA techniques to improve the
resolution. Next, the ZRO properties of the system will besented. At the same
time, techniques for performing the ZRO measurements ilglven. Finally, the
performance of the whole system will be characterized.

Because of the very limited number of sensor element sanapkitable, an ele-
ment with a lower-than-expected primary resonator quédityor had to be used during
the measurement. For this reason, the dc level of the extitabltage was increased
using additional components on the PCB. Apart from compérgséor the low qual-
ity factor, this also affects the ZRO component caused byditext excitation of the
secondary resonator. This will be taken into account whenmkasured ZRO results
are discussed.

8.6.1 Sensor Readout

The measured noise spectrum at the bandpA#sDC input in the secondary channel
is shown in Fig. 8.25. The spectrum has been scaled by diioynthe gain of the
channel atfopx = 10kHz, equal to ¥5- 1013V/F. From the figure, it can be seen that
the noise level at the operating frequency is approximadly aF/+/Hz at 10kHz.
The first folding component at 30kHz is approximatel§Zb aF +/Hz, increasing the
resulting noise level after sampling bys@IB.

The measured noise level at 10kHz corresponds to an owferred noise voltage
density of 41V /v/Hz, or an input-referred noise current density of 23{AHz. As
discussed in Section 8.3, the noise results primarily froe@M@SA and the first high-
pass filter. The measured noise level @B larger than the simulated one. This can
be accounted for either by process variation of the feedbesiktances or additional
parasitic capacitance connected to the CSA inputs.
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Figure 8.25 Measured output noise spectrum of the secondary chanmaétdswith its gain at
10kHz.

The measured difference between the phase shifts causée Ipyitnary and the
secondary channél is shown in Fig. 8.26. The temperature coefficient fred0 to
485°Cis 87-103°/°C or 0.15mrad°C.

8.6.2 Phase Error Correction

The effectiveness of the phase error correction and norseetlation described in Sec-
tion 8.2.2 was studied experimentally by feeding sinuddigst signals to the primary
and secondary channels and externally controlling thegoblait6, by adding offset
to the signal just before feeding it to the comparator shawRig. 8.4. For ease of
implementation, the test signals were fed to the outputheffirst HPFs instead of
the high-impedance CSA inputs. Therefore, the noise lewaling from the readout
electronics differs from the nominal case. The value8;adlso lack the effect of the
CSAs and the first HPFs. A full-scale signal was kept at the ARjlits. The down-
conversion and decimation of th& ADC outputs, together with the subsequent phase
correction, was performed with Matlab. The algorithms &apivere identical to those
of the FPGA implementation.

First, the effectiveness of the phase correction with acstaitor was studied. Fig-
ure 8.27 show® after the phase correction (correct@das a function o® before
the phase correction (uncorrect® while 6, is varied. The contribution of the term
BLpr,pri to the uncorrecte@ (defined in Eq. (8.3)) is approximately30°. The mea-
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Figure 8.26 Measured difference between phase sfiftever temperature.

surement was performed for two cases. In the first casegplattFig. 8.27 (a), the
signal fed to the secondary channel has aj@itase lag compared to the signal fed to
the primary channel, i.e. it is in phase with the Coriolisnsiy In the second case,
plotted in Fig. 8.27 (b), the signals fed to the primary arelgsbcondary channels are
in phase. Now, the signal in the secondary channel is in phithethe mechanical
quadrature signal.

From the results, it can be seen that while the secondargldgyim phase with the
mechanical quadrature signal (Fig. 8.27 (b)), the phagection is practically perfect.
The remaining variation is random and is due to measurenmeettainty. On the other
hand, when the secondary signal is in phase with the Cosaisal (Fig. 8.27 (a)),
the error is not completely removed, but is attenuated byB38Ithis can perhaps be
accounted for by cross-coupling from the comparator outpthe secondary channel
that slightly turns the phase of the secondary signal.

Next, the phase noise attenuation was studied. Excesswasadded t®, and
output noise levels were measured. Figure 8.28 shows the noise levels of the in-
phase and quadrature components of the downconverteddsegaignal before and
after the phase correction was performed. The noise levelglatted as a function of
the phase shift of the signal fed into the secondary charomepared to the signal fed
into the primary channel.

The figure shows two cases. In the first case, noise was addeuca way
that when the secondary signal phase 9g(id phase with the primary signal), the
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Figure 8.27 The effect of phase correction with static error. (a) Seeopdata in phase with
the Coriolis signal. (b) Secondary data in quadrature.

r.m.s. noise level rose by approximately 20dB. In the se@aseé, the noise level was
increased by a further 10dB.

In both figures, a noise minimum at a phase shift of approxgat60° can be
observed in the in-phase component of the demodulator bhgfare correction. At
the same time, the uncorrected quadrature component exaibbise maximum. This
can be understood as follows: the°Gthase lag of the secondary channel input signal
with respect to the primary channel input signal is combiwitti the 30 phase lag
caused by the LPF. Because it is assumed in the demodulasibemery second sample
of the ADC output signal carries the amplitude of the in-ghesmponent and every
other sample the amplitude of the quadrature component,abe result of the total
phase lag of 99 the in-phase component is sampled when the sinusoidahdacp
signal is either at its minimum or maximum and its first detiixais thus zero, whereas
the quadrature component is sampled when the secondaml ggerossing the zero
level and the first derivative is now at its extremum. Therefahe jitter caused by
the phase noise has very little effect on the sampled valtteeoh-phase component,
leading to the noise minimum. The minimum is very narrowhassecond derivative is
now at its extremum. At the same time, the quadrature compdnsampled when the
first derivative is at its extremum, leading to maximum sevigy to jitter and hence
to the noise maximum. The maximum is broad, as now the seceriative is at its
minimum.

If the phase lag were increased further, a noise minimumdcbeal observed in
the quadrature component and a maximum in the in-phase awmnpof the output
signal when the lag reaches 50 his can be explained in the same way as above, but
now the quadrature component is sampled when the derivategual to zero and the
in-phase component when the derivative is at its extremum.

From the measured results, it can be seen that the phaset@mrreancels the
effect of phase noise. The effectiveness of cancellatioiesalightly, but the resulting
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Figure 8.28 Measured r.m.s. noise levels in in-phase and quadratureauents of the down-
converted secondary signal before and after phase camessia function of the secondary sig-
nal phase. (a) Phase noise added to increase the noiseflameborected quadrature component
by 20dB when the phase i§.0(b) Phase noise increased by further 10dB.



8.6 Experimental Results 191

r.m.s. noise after correction stays betwee$b.5 and—68dBFS in both cases. The
measured r.m.s. noise without phase noise effect6BdBFS. Figure 8.29 shows the
measured output spectra of the in-phase and quadratureocemis of the secondary
data before and after correction while the phase is equél.to 0

@)

Top: before, bottom: after correction

Signal (dBFS)
&
o

—100F
-120 — —
107 10° 10"
Frequency (Hz)
(b)
_20:! ; ToroTrTr ; ToroT T ;
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Figure 8.29 Measured noise spectra of (a) in-phase and (b) quadrature gighe downcon-
verted secondary signal before and after correction whempltiase is equal td°0 (1590-point
FFT, no windowing, sampling frequency 125Hz)

8.6.3 Quadrature Signal Compensation

Next, the quadrature signal compensation schemes predargection 5.2 were stud-
ied experimentally. The uncompensated mechanical quadraignal of the sensor
element was measured as being 20 times the full-scale @osighal, so the need for
compensation was evident. In the first implementation, teedgature compensation
was performed as shown in Fig. 5.5. The controller was impleied as an | controller.
The DAC is the 7-bit HV DAC presented in Section 8.4.2.

The measured quadrature signal is shown in Fig. 8.30. As eaeén, the signal
exhibits oscillation between two levels, with a differemdé@bout 130 LSBs. The aver-
age of the quadrature signal is zero. The spectrum of thegponding Coriolis signal
can be seen in Fig. 8.31. The spectral components indicgtetriangles are caused
by the time-varying quadrature signal and the phase errsyimchronous demodula-
tion, together with the differences of the transfer funttiof the two sidebands of the
force through the secondary resonator.
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Figure 8.30 Quadrature signal when the compensation is performed withiaDAC, illustrat-
ing the oscillation between two levels as a result of thetbchDAC resolution.
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Figure 8.31 Spectrum of the resulting Coriolis output when the quadessignal varies between
two levels as a result of limited compensation resoluti@28(-point FFT, Kaiser window with
B = 13, sampling frequency 125Hz, ES100°/s)
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The result indicates that the DAC resolution needs to beamzd by at least 8 bits
in order to remove the spurious components. This was donextyimplementing the
quadrature compensation with a second-okdeDAC (Fig. 5.6). The controller was
still implemented as an | controller. The parameters of tloelmtator were given in
Section 8.5.2, when the DSP implementation was described.

The simulated output spectrum of the DAC was shown in Fig. B.8an be seen
that there is a notch at 10kHz, corresponding to the operétdguency. This means
that the effect of the cross-coupling on the final SNR is mined. Figure 8.32 shows
the measured quadrature signal. Now, the oscillation ebsean Fig. 8.30 has been
removed. Figure 8.33 shows a measured output spectrum &dhelis signal. For
comparison, a spectrum with the quadrature compensatitorpeed with an external
dc voltage source is shown in Fig. 8.34. The spectral compisrag approximately
0.3Hz are caused by the time-varying primary signal. By conmgaFigs. 8.33 and
8.34, it can be seen that the compensation has no effect dm#h&NR. This will be
verified in Section 8.6.5.

100 - - - .

Quadrature output (=)

~100 - - - -
0 2 4 6 8 10

Time (s)

Figure 8.32 Quadrature signal when the compensation is performed with BAC.

8.6.4 Zero-Rate Output

Next, the various ZRO sources were experimentally studi@dring the ZRO mea-
surements, both the phase error correction and the comjmensé the mechanical
quadrature signal with thEA DAC were used. A challenge is to find suitable mea-
surement methods which can distinguish between the vasouices. By examining
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Figure 8.33 Spectrum of the resulting Coriolis output wheB&DAC is used for compensation.
(7281-point FFT, Kaiser window witB = 13, sampling frequency 125Hz, ES100°/s)
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Figure 8.34 Spectrum of the resulting Coriolis output when the quadeasignal is compen-
sated with a dc voltage. (7281-point FFT, Kaiser window v@tk 13, sampling frequency
125Hz, FS=100°/s)
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Eq. (6.16), it can be recognized that the electrical craaglingyWac - cog0) and the
direct excitation of the secondary resona®pcVacGy/r Gy y - c0g6) can be found
by varying the dc and ac componeNts: andVac of the primary resonator excitation
signal, if it can be ensured at the same time that the primesgnator vibration am-
plitude A« is not altered. The term- cog6) can easily be found by changigc and
letting the primary resonator amplitude control loop kég@and, at the same time, the
productV/pcVac constant.

The measurement of the ted@, - Gy /- cog6) is not as straightforward, as vary-
ing the produclpcVac also affects the primary resonator vibration amplitude and
hence the other ZRO sources. However, the measurement gaerfoemed by mod-
ulating the dc voltage with a low frequenoy [150], so that the exciting voltage in
Eq. (6.2) becomes

Vexc(t) = Vbc + AV - Sin(wet + V) + Vac - €oS(pxt ) - (8.19)

In the equationAVpc represents the amplitude andhe phase of the modulating sig-
nal. The frequencye can be freely chosen, as long as it lies within the final output
bandwidth of the angular velocity sensing system and theelshift of the system

at that frequency is known. From Eq. (8.19), it can be seentkiegie are no electri-
cally cross-coupling components apart from the signabgt whereas, because the
electrostatic force is proportional to the square of thet@egvoltage, there are force
components abgx — We andwoy + We. Because of the high quality factor of the primary
resonator, the primary movement excited by these compsienegligible, whereas
the secondary movement can be measured and the par&@gieGy, , - cog6) found.

In the preceding description, the possibility tl{atis also dependent oviaxc has
been ignored. However, if the middle electrode biasing idameeZg is resistive, the
ac excitation causes the potential to vary in phase with hréoGs signal because of
cross-coupling through & in Fig. 6.1. This effect can be mitigated by ensuring a
sufficiently low biasing impedance while cog0) is being measured. If this is not
possible, then the measurement error has to be accepted.

Then the termBAcwoxGyF Gy /y - €0g0), {; - cog8), n; - cog ), andi A;- cog6)
are still left. The sum of the last two terms can be found bgaisecting the inputs
of the secondary resonator detection circuit from the seslement, after which only
the signals cross-coupled in the electronics appear atipeib The term; Ay - cog0)
can be distinguished from clock signals by lettiAg vary with time with a known
frequency and measuring the cross-coupling of the timexddgnt component. Then,
N - cog8) can be solved by a simple subtraction operation.

The term(, -cog8) can be found by temporarily providing a low biasing impedanc
for the middle electrode. This can be done, for example, hyffecently large capac-
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itor towards ground from the middle electrode. Now, by obsegy the change in the
ZRO, {; - cog6) can be resolved. Finally, the last remaining tegAxwoxGy/r Gy /y -
cog8) can be evaluated by subtracting all the other componentstie total ZRO.

The measured ZRO components are shown in Table 8.4. All salteecalculated
from five repeated measurements, except the electricat-camsplingWac - cog0),
which is evaluated on the basis of line fitting. The ZRO indletby varying middle
electrode potential was made negligible by the large cémaCl, which was made
possible by the PCB implementation.

Table 8.4 Measured ZRO components, reduced to inpglt

Term Magnitude| Standard
(°/s) deviation
¢/s)
BAwoxGy,/F Gy /- O 6) -3.2/ 0.43
(Non-proportional damping) +4.52
Wac - cog6) +10.8 0.413
(Electrical cross-coupling in the sensor element)
6VDCVACGy/F Gvyy- cog0) +3.94 0.10
(Direct excitation of the secondary resonator)
{, -cog0) -° -
(Varying middle electrode bias)
Total cross-coupling in electronics +62.1 0.036
n, - cog0) +420 132
(Cross-coupling of the clock signafs)
11 A - cog0) +20.0 1.32
(Cross-coupling of the primary resonator output
signal)
Total ZRO | +735 ] 0.024

T Evaluated by subtracting all the other components fromdte ZRO

2 Depending on the sign of the direct excitation component

3 Norm of residuals

4 Sign could not be resolved

5 Ensured by large £in PCB implementation

6 Evaluated by subtracting the following component from thecpding component

First, the signal cross-coupled in the electronics was oredsto be 62L°/s, ac-
counting for 845% of the total ZR®. The parametaiy was measured as being 16dB
higher than the parametgr This is an expected result, as described in Section 6.1.6.

Next, the electrical cross-coupling of the primary resonaixcitation signal was
measured. Because the sensor element and the interfaceéCambined on a PCB,

4All the percentages are calculated as ratios between thduadsalue of each component and the total
ZRO. Hence, they do not add up to 100%.
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this component of the ZRO proved to be extremely sensitiamyodisturbances. How-
ever, by keeping the configuration completely intact dutirgmeasurement, the elec-
trical cross-coupling could be reliably resolved, althbiitgvould change immediately
if the measurement setup were altered.

The measured ZRO as a function of the peak-to-peak ampltiglg of the square-
wave primary resonator excitation signal is shown in Fi§58The figure also shows a
fitted line, together with the correlation coefficidRyyr and the norm of the residuals
0. The ZRO caused by the electrical cross-coupling is thefuated on the basis of
the line and the nominakq pp. The resultis 18° /s, accounting for 14% of the total
ZRO.

84 T T T T T

721
o

70 L L L L i
15 2 2.5 3 3.5 4 4.5
Vegon V)

sq.pp

Figure 8.35 Measured ZRO as a function of the peak-to-peak amplilagg, of the square-
wave primary resonator excitation signal.

The total ZRO was measured in conjunction with the previoeasnrement. Then,
the ZRO caused by the direct excitation of the secondarynegs@dVocVacGy/F Gy y -
cog8) was measured. As it was not possible to reliably control tieespo of the vary-
ing dc componem\Vpc, only the absolute value of this component could be resglved
but not its sign. The absolute value i93/s, accounting for 3% of the total ZRO.
This term is increased by the fact that the dc compokgstof the excitation volt-
age was increased because of the lower-than-expectedyqiaalior of the primary
resonator. Finally, the ZRO caused by non-proportionalglaghwas evaluated by
subtracting all the other components from the total ZRO. fEsellt is either3.2°/s
or +4.5° /s, depending on the sign of the component caused by direitagan. This
accounts for either.4% or 61% of the total ZRO.
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Finally, the measured change of the zero-rate output frenZfRO at+20°C as a
function of temperature is shown in Fig. 8.36. This measemrhas been performed
with another proto-assembly (ASIC, sensor element, andP{B) compared to the
other measurements. As described above, the ZRO is veritigerts even minor
disturbances in the measurement setup. Therefore, altthiggmeasurement shows a
certain performance, it is very difficult to repeat it evenhithe same proto-assembly.

N W b

-40 -20 0 20 40 60 80 100
Temperature (°C)

Figure 8.36 Measured change of the zero-rate output from the ZR®24&° C as a function of
temperature.

8.6.5 System Performance

To measure the performance of the complete MEMS angulacitglsensor, the sys-
tem was first attached to a rate table and excited with angelacities ranging from
—100 to+100°/s. Again, the phase error correction and the compensatitireahe-
chanical quadrature signal with t&& DAC were used. The measured output signal,
together with a fitted line, is shown in Fig. 8.37. The maximdewiation between the
measured data and the line (defined as dc nonlinearity2fy's.

Next, an Allan variance analysis [151] was performed to fintdthe white noise
floor and the long-term bias stability of the system. Appnaxiely 90 minutes of
output data was recorded with a logic analyzer (limited ey tiemory depth of the
analyzer), and it was analyzed using Matlab. Figure 8.3®&slle resulting root Allan
variance plot. The white noise floor can be read from the pelrere the slope at short
averaging times meets the averaging time of one [152], tiaguh 0.042°/s/+/Hz.
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Figure 8.37 Measured output signal, with angular velocity inputs frerb00 to+100°/s.

This noise is caused purely by the noise of the front-enduitircThe decrease in
the root Allan variance at the shortest averaging time @sponding to the original
sampling interval) is due to the bandwidth limitation of thystem. The long-term
bias stability can be read from the low limit of the plot [158]ving approximately
0.05°/s. However, the root Allan variance starts increasing agéhmaveraging times

of approximately 30s, perhaps limiting the reliability b&tbias stability readout. The
slope indicates that the increasing root Allan varianceisstd rate random walk [152],
corresponding to an Hfcomponent at the low frequencies of the output spectrum.
After averaging times of over 300 seconds, the limited nundfelata points starts
causing significant measurement uncertainty.

The rise of the root Allan variance between averaging tini@loand 4 s is caused
by the time-varying primary signal, which is still left ingrangular velocity data after
normalization. Such arise is caused by a sinusoidal imerf@52]. The interferer can
also be seen in the spectrum in Fig. 8.33.

In order to remove the interferer, tA#& modulation of the primary resonator exci-
tation signal was enabled. The resulting root Allan varégiscshown in Fig. 8.39. The
figure also shows the root Allan variance plot with@i modulation for comparison.
It can be seen that the rise between averaging timesladd 4 s is removed, without
the white noise floor being affected. On the other hand, tteereaadom walk increases
for an unknown reason. Because of the increase, the longkiais stability cannot be
reliably read any more.
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Figure 8.38 Measured root Allan variance.
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Figure 8.39 Measured root Allan variance, showing the effect of ¥fe modulation of the
primary resonator excitation signal.
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Allan variance analysis was also used to study the effedi@®f modulation of
the quadrature compensation voltage on the overall syséeformance. The resulting
root Allan variance when the quadrature compensation fepaed with an external dc
voltage source is shown in Fig. 8.40. The root Allan varigplog¢ with ZA modulated
voltage is also shown for comparison. From the figure, it casden that the impact
of the A modulation on the white noise floor is insignificant, an olaon identical
to that made in Section 8.6.3. As in the case of fdemodulated primary resonator
excitation voltage, the modulation causes the rate randalk to increase. Again, the
reason for this is unclear.

| — ZA modulation
| — External dc voltage source

Root Allan variance (°/s)

1072 10 10° 10" 10°

Averaging time T (S)

Figure 8.40 Measured root Allan variance, showing the effect of Bfe modulation of the
guadrature compensation voltage.

When integrated over the signal band of 40Hz, the measurée whise floor of
0.042°/s/+/Hz yields an SNR of 55dB, when compared to a dc angular velocity
signal of 100 /s. This corresponds to a resolution o8 ®its. It should be noticed that
this is not the maximum reachable SNR, as the input angulacitgis not limited to
100°/s by any physical factor, but is instead a specified value.

A summary of the measured performance is given in Table 8.5.
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Table 8.5 Summary of the measured system performance.

Technology 0.7-um double-metal, double-polysilicon
CMOS with HV MOS transistors and
diodes

Operating voltage +5V

Total silicon area 26.57mnt

Effective silicon area 8.0mn¥ (ex. pads)

Current consumption 6.1 mA (ex. references and DSP)

Full-scale angular velocity +100°/s

Spot noise 0.042°/s/\/Hz

Bandwidth 40Hz

SNR with FS dc input 51.6dB (86 bits)

Max. dc nonlinearity +2°/s

Long-term bias stability 0.05°/s

Zero-rate output drift (from-40 | +4% of full-scale®

to +85°C)

1 Specified, not physically limited
2 Measured with another proto assembly
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Conclusions and Future Work

In this thesis, the design of a MEMS angular velocity sens® leen studied. The
basic properties of a vibratory microgyroscope were pregeim the first part of the
work. The second part concentrated on the system-levednleEhe following aspects
were considered: synchronous demodulation of the secgnelsonator output signal;
primary resonator excitation; compensation of the meda=mjuadrature signal, and
zero-rate output. Synchronous demodulation and the zdeoeutput were analyzed
in detail, providing the effects of various non-idealitéexd deriving detailed formulae.
Primary resonator excitation and quadrature compensate&re analyzed on a less
detailed level, but still the most significant propertiesrevprovided and important
aspects regarding the design were listed. The use of digithiniques in primary
resonator excitation and in quadrature compensation riicpkar A modulation, was
described.

The third part of the work concentrated on the electronicggieand the imple-
mented system. Several ways to perform the readout of a it@pasensor were thor-
oughly studied. Their limitations and non-idealities waralyzed, concentrating es-
pecially on their noise performance. Finally, the impleteerMEMS angular velocity
sensor was presented, with a detailed description of theersykevel design and the
analog circuit blocks related to the sensor readout. Othalog blocks and the DSP
were introduced on a more general level. Detailed expetiaheesults achieved with
the system were presented.

The implemented system demonstrated the effeEf\ahodulation on both the pri-
mary resonator excitation and the quadrature compensadtiaas shown that certain
interferers resulting from a time-varying primary signablaa mechanical quadrature
signal could be eliminated without compromising the noisefgrmance. However,
the long-term stability of the system was reduced for an omknreason.

The system also demonstrated the effect of a phase erroreswagon performed
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using DSP. In this way, the effect of several phase delaysdrahalog circuitry could
be eliminated, and the additional noise caused by clod jitbuld be considerably
reduced. If properly designed, the compensation does gatreesignificant amounts
of additional hardware.

The measured noise level (ifts//Hz) of the system is better than the median of
the published microgyroscopes. However, it does not rdaeprtesent state of the art.
While this was not even targeted during the design, it isfaétp consider the limiting
factors. In the electronics, the noise is limited by the C$&dias a capacitance-to-
voltage converter and by the following high-pass filter. Tloése contribution of the
filter could be reduced by increasing the gain of the CSA, i adverse effects
described in the text. The filter itself could also be furtbptimized for noise, al-
though this is not expected to lead to any dramatic improveme&he noise of the
CSA is limited by the feedback resistors, where the maximiz@ is determined by
leakage current considerations and by implementatiormggnt limitations. Accord-
ing to the simulations, the replacement of the active PMf@8sistor implementation
of the resistors with passive polysilicon resistors woudd reduce their noise con-
tribution. Finally, if the mechanical sensitivity (fromdhangular velocity to change
in capacitance) of the sensor element were larger, the t@isewould naturally be
proportionally lowered.

As the experimental results show, the largest contributdhé ZRO signal of the
implemented gyroscope is the cross-coupling in the elaittso This source accounts
for 84.5% of the total ZRO. The large magnitude of the cross-cogpknprobably
caused by the fact that the two read-out channels, the pyiamat the secondary chan-
nels, were located as close to each other as possible dhergytout design, in order
to achieve as good a matching as possible between the ph#iseo$lthe two chan-
nels. However, the cross-coupling was not considered atstage. In particular, the
feedback components of the two CSAs are located in the satheagi®ns. The same
applies to the two HPFs following the CSAs, to the second K BRd to the two LPFs.
To reduce the cross-coupled signal, the placement of v&iGomponents should be
reconsidered, perhaps at the cost of a slight impact on thehmg of the phase shifts.

The design issues related to a MEMS gyroscope are alway#yhdapendent on
the chosen implementation and the system architecture.el#eywwhile appreciating
these limitations, an attempt was made in this thesis toigecas general-purpose an
analysis as possible, especially in the part of the workdbatentrated on system-level
design.

As possible future work, neither a detailed analysis of thie@ry resonator exci-
tation loop and its dynamics in various realizations nor ohthe various quadrature
compensation loops can yet be found in the literature. Tlayais of the various
feedback loops could also include an analysis of the totstesy start-up time, from
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power-up to the point where the sensor output has stabipeldis valid. Addition-

ally, the use oA modulation, which was studied mostly with experimental moels

in this thesis, deserves a more detailed theoretical aisalyrs particular, the reason
for the reduced long-term stability needs to be found. Aaeptirea where detailed
theoretical analysis should be performed is the behaviphake noise in the digital
phase error correction. In the circuit implementation pidw various C/V converter
implementations could be further compared regarding thefability to the primary or

secondary resonator readout. Finally, as possible expeatahwork in the future, the
stability of the sensitivity of the system and the stabitifyvarious ZRO components
over tempererature variations, together with the statirap, could be characterized.
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Appendix A

Effect of Nonlinearities

The signal given in Eq. (3.13) is fed through a nonlinearesyst Rewritten here for

convenience, the signal is

Gy G 5Q
Vin,sec(t) =% -COS((wox — W)t — ¢ + @ s+ 0+ Tgwa) +
(A.1)

G
w - COS((wox + o)t + ¢ + Qs+ 0 — Tqwa) +

Verror, - cos(uxt + 0) + Verror,Q- sin(woxt + 9) .

To improve the readability of the expressions, the follayéubstitutions are uséd

G
A— GV/y y/2£‘2,LSBQz7 (A.2a)
G
B— GV/y y/ZQ,USBQZ’ (A.Zb)
C = Verrory, (A.2c)
and
D == Verr0r7Q. (A2d)

Now, (A.1) can be written as

Vinsec(t) =A- cos((wox — W)t — ¢ + @ s+ 6+ Tawo) +
B cos((wox + wa)t + ¢ + @usp+ 6 — Tqwaq) +
C- cos(wxt +8) + D - sin(woxt + 0) .

(A.3)

1The symbolgh, C, andD are used with other meanings elsewhere in this thesis. Ehefiise definitions
given here is limited to this appendix and Section 3.4.
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First, the effect of a second-order nonlinearity is congdeln that case, the output is

A2 B2 C2 D2
, 2 _
[Vln,sec(t)] ) + > + > + >

+ AC- cogwot — Tywg + ¢ — PLsp)
+ AD - sin(wot — Tqwq + ¢ — @Lsp)
+ BC- cogwat — Ty + ¢ + Quse)
—BD-sin(wqt — Tywa + ¢ + Qusp)
+ AB- cog2wqt — 2Tqwag + 20 — @ s+ Qusp)

+ — - coq(2u0x — 20 )t 4 2Tywg — 2¢ + 2@ s+ 20)

+ AC- cog(2wox — W)t + Tgwa —  + @ s+ 26)
+ AD - sin((2wox — wo )t + Tgwa — ¢ + Qs+ 26)
+ AB- cog 2woxt + @ sa+ Qusa+ 26)

(A.4)

+ — - coq 200t + 20)

+CD- sin(2woxt + 26)
— — - cog 2uxt + 260)

+ BC- cog(2wox + w )t — Tywa + ¢ + Quss+ 26)

+ BD - sin((2wox + wq )t — Tgwao + ¢ + Quss+ 28)
BZ
+ - €0 (2u0x + 2uq )t — 2Tywq + 20 + 2quse+ 20).

From (A.4), it can be seen that there are frequency compsa¢dt wq, 20q, 2001 —
200, 20ox — Wa, 2Wox, 200x + Wq, and 20 + 2wgq. No components are residing at
or around the operating frequenayy. If this signal is synchronously demodulated by
multiplying by either co$woxt) or sin(wxt ), amplified by two and low-pass filtered to
remove all the frequency components in the vicinitywgf and above, the result will
be zero.

In the case of a third-order nonlinearity, the output is

3A°B
4
2

3A-C
+ —— - cog(tox — 20q)t + 2Tgwg — 20 + 2@ s+ 6)
4 (A.5)

3A2D .
-sin((wox — 2wq )t + 2Ty — 20 + 2L sg+ 6)

Vin sec(t)]® = - cog (6dox — 3wq)t + 3Tgwa — 30 + 2¢se— Qse+ 6)

3ABC

T3

- cog(Wox — 2w )t + 2Tqwa — 2¢ + @ .se— Quse+ )
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3ABD

3

- Sin((0ox — 200 )t + 2Ty — 20 + PLse— Quse+6)

3A
+ — - cog(wox — Wo)t + Tawo — O + PLse+ 6)

4
3AB2
- oS (wox — W)t + Tgwao — ¢ + @ s+ 6)
3AC
(0ox — W)t + Tawa — ¢ + @Lse+6)
3AD2
+ - COY(Wox — o)t + Tqwq — ¢ 4+ @ .sp+ 6)
3BC?
e cog((wox — o)t + Tawo — ¢ — Quse+0)
3BCD .
+ - sin((woex — Wq )t + Tywg — d — Qs+ 0)
3BD2
- cog (wox — W)t + Tgwo — d — Qs+ 6)
3A2C
+ o cog woxt 4 6)
3AD .
+ - sin(woxt + 6)
3ABC
5 - CodWnd + @sa+ Quss+6)
3ABD .
- -sin(woxt + @.sp+ Qusa+ 6)
3B°C
+ 3 -cog woxt + 0)
’D
+ - Sin(woxt + 6)

3

3C

+

3C
+

3c2

D2

3

D -sin(woxt + 0)

-coq woxt + 0)

+ 3% - sin(woxt + 6)

+

3A%B
2
3AC?

- €Y (ox + Wo )t — Tawq + ¢ + @use+ 6)

+ —— - co(tox + Wo )t — Ty + ¢ — P_se+ 6)

4

3ACD
+

2
3AD2

- sin( (oox + W)t — Tawq + ¢ — @Lse+ 0)

- o (ox + Wo )t — Tgwa + ¢ — @ s+ 6)
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3

3B
+ =7 - cog((wo+ wo)t — Tawo + ¢ + Qss+6)

3BC?
+ > -cog(wox + W)t — Tgwg + ¢ + Quse+0)
3BD?
t— -cog (wox + W)t — Tywg + ¢ + Quss+ 6)
3ABC
5 - COS{(Wox + 200 )t — 2Tyt + 29 — QLse+ Qss+6)
D .
> sin((wox + 200 )t — 2Tqwa + 20 — Qs+ Qusa+ 6)
3B2C
+ - cog (Wox + 2w )t — 2Tgwa + 2¢ + 2Quse+ )
B2D

- sin((wox + 2wq )t — 2Tgwq + 2¢ + 2@use+ 6)
2

3AB
+ =7 - cos{ (0o + 3wo)t — 3T + 30 — Lsa+ 2Qsa+6)

3

A
4 T . cos((?,(,oOX — 3(,09)'[ + 3Tgwo — 3d + 3@ s+ 38)

3A2C
+

-0 (3upx — 2wq )t + 2Ty — 20 + 2 s+ 36)
3 2

+
3A%B

1 -0g (3o — W )t + Tgwa — ¢ + 2@ sa+ @usa+ 36)
3AC?

+ 2 cog(3wox — Wq )t + Tawa — ¢ + G.sp+ 36)

3ACD

-sin((3wpx — 200 )t + 2Tqwg — 20 + 2@ s+ 36)

+

B 3AD?
4
3ABC

-sin((3uwox — W)t + Tgwo — ¢ + @ s+ 36)

- €og(30ox — W )t + Tyt — ¢ + @ s+ 36)

+ -c0g3woxt + PLsB+ Qusa+ 36)

3ABD
_|_

-sin(3woxt + Qs+ Quse+ 36)
C3
+ 7 cog3woxt + 36)

2
+

- Sin(3uoxt + 30)
3CcD?

-cog 3woxt + 30)
D3
-z sin(3woxt + 30)

3AB?
+ = - co(3uoc+ )t — Tawa + ¢ + sa+ 2Quss+36)
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3BC?

t— cog (3uox + W)t — Ty + ¢ + @uss+ 30)
3BCD .

-sin((3wox + wo )t — Tywa + ¢ + Qs+ 30)

3BD?

-2 -cog(3wox + W )t — Tawa + ¢ + Quse+ 36)
3B2C

+ -cog(Bwox + 2wo )t — 2Tgwq + 2¢ + 2Quse+ 30)
3BD .

+ - Sin((3wox + 2w )t — 2Tywg + 2¢ + 2quse+ 30)

B3
+ — - coq(3wox + 3w )t — 3Tywq + 3d + 3quss+ 30).

4

From (A.5), it can be seen that there are frequency compsrabdox — 3wa,

— 200, Wox — W, Wox, Wox + W, Wox + 200, Wox + 3Wa, 3wox — 3Wg, 3Wox — 200,
3uox — W0, 3wox, 30ox + Wo, 3uwox + 2Wo, and ook + 3wg.

The in-phase component of the final output is next evaluageddtiplying (A.5)
by cogwoxt), amplifying it by two and filtering with an ideal low-pass &t which
removes the frequency componentsogt and above. The output signal has frequency
components at deyo, 2w, and 30g. They are

|0ut,secdc (t) =
3A°C N 3B°C N 3cs N 3CD?
2 2 4 4

) -C0HD+

3A°D 3B’D 3C?D 3D3
( 5 + 5 + 7 + 4>sm6+ (A.6a)
3ABC
5 cos(@Lsp+ Qusa+6) —
3ABD .
— -sin(@Lse+ Quss+9),
loutsecwq (1) =
3A3 3AB2 3AC?  3AD?
(T >t )'COS(OJQ(t—Td)+¢—(IlSB—9)+
3AZB 3B3 3BC? 3BD?
( > > T )-COS(wQ(t—Td)+¢+cmss+6)+
3A 3AD2
(T 4~ ) -cosn(t—Ta) +6 — qusa--6)+
3BC? 3BD2
( 7 >'C05(0)Q(t—Td)+¢+(RJSB—e)+

(A.6b)
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— — Sin(wo(t —Ta) +¢ — @Lse+6) —

—— -sin(wg(t—Ty) +¢ + @use—0),

|out,sec2wg (t) =

3A:C -€0S(2wq (t — Ty) +2¢ — 2@ sg— 6) +

% -cos(2wq (t — Ty) +2¢ + 2Quse+6) +

3’12‘3 -sin(2wq (t — Ty) + 26 — 2@ sp— 0) —

3B:D -Sin(2wq (t — Tq) + 20 + 2qQuse+0) + (A.6¢)
SA5C cos(2va(t —Ta) + 20— @uss+ Quss—6) +

g -cos(2wq(t — Tg) + 20 — s+ Quse+6) —

@ -sin (200 (t — Tg) + 20 — QLsa+ Quss— ) +

g -sin(2wo (t — Tg) + 20 — @Lsp+ Quss+0),

and
lout secuwg (1) =
0 cos(3uwaq (t — Tg) + 30 — 2@ s+ Quse— 6) + (A.6d)
—— -cos(3wq(t — Tg) + 3¢ — @ s+ 2quse+0),

respectively.



Appendix B

Effect of Mechanical-Thermal
Noise

The power spectral density of the mechanical-thermal nfaisee acting on the y-
directional resonator is
F2 = 4kgT Dyy. (B.1)

Two infinitesimally narrow noise bands, centered arowgd— w andwox + wand with
a bandwidth of b, are considered. The noise power in each band is tkgh 3, dcw,
and the noise signals can be modeled with two sinusoids imaueay that

Fn (t) =/8kgT Dyydw- sin((dox — )t +@_) +
/8kgT Dyydw- sin((wox+ w)t + @y ),

where@_ and @, are random phase shifts of the two signals. The powers of both
sinusoids are equal to the noise power concentrated intosthe.

(B.2)

Next, these signals traverse through force-to-displactrmed displacement-to-
voltage conversion. For the sake of brevity, the total gaiesnow denoted &_ and
G, for the lower and the upper sidebands, respectively. At titead this appendix,
the gains will be defined in more detail, with the symbols ussdwhere in this thesis.
The phase shifts occurring in the conversions can be digtedaas the initial phase
shifts@_ and@, are random.

After synchronous demodulation performed by multiplyingdog woxt) and the
subsequent gain of two and the low-pass filtering, the doution of the noise signals
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to the in-phase component of the output signal is

loutsecn(t) =G_1/8kgT Dyydw- sin(—wt + @_ )+

. (B.3)
G, \/8kgT Dyydw- sin(wt + @, ).
By using the substitutioAs
g 516 (B.4a)
2
AG = @;26— (B.4b)
@: L“P*v (B.4c)
2
and
Ap— q’*;’ =) (B.4d)
the result can be written as
loutsecn(t) = — G/8kgT Dyydw- [sin(wt — @+ A@) — sin(wt + @+ Ag) | + ©5)
AG./8kgT Dyydw- [sin(wt — @+ Ag) + sin(wt + 9+ Ag)] . '
By applying the trigonometric function product formulaee form
loutsecn(t) =G+/8KgT Dyydw- 2 - cogwt + A) - Sin(@)+ B.6)

AG,/8kgT Dyydw- 2- sin(wt -+ A@) - co @)

results.
The mean-square noise poweatas a function ofp, can now be written as

Igut,seqn,rms((p) = 16kBT Dyydw' [G sz((P) +AGZCO§((9) . (B-7)
The mean-square noise power can be solved by averagingevearidom phase shift
@, resulting in

1 r2n o )
Igut,secn,rms = E[/O Igut,secn,rms(q))dq): 8ksT I:)yyd('\)' (G +AGZ) : (B.8)

Finally, the power spectral density is resolved by dividiygthe bandwidth . The
result is

=2
Igut,seqn = 8kgT Dyy- (G +AGZ) . (B.9)

By performing synchronous demodulation by multiplying bg(exxt) and fol-

1The symbolsp andAg are used with other meanings elsewhere in this thesis. Thefube definitions
given here is limited to this appendix.
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lowing an identical path, the power spectral density in thadfature component of
the output signal can be shown to be equal to that in the isgpbamponent, that is,

qut,secn = 8kgT Dyy- (62 + AGZ) . (B.10)

If it is now defined thato = wq, the gainsG_ andG,. can be written as

GV/yGy/Q LSB
G. =L B.11a
2A5U0xIMy ( )
and
Gv/yGy/auss
G, = —VYVRUSE B.11b
* 2A5000x MK ( )

where it has been assumed that the gajn, of the displacement-to-voltage conversion
is frequency-independent. By now substituting (B.11a) é®d 1b) into (B.4a) and
(B.4b), and then the result into (B.9) and (B.10), the nomsesities can be written as

12 seen = Qutsoon = Gy 8T Dy (Gya +4G] )
out,secn out,secn (ZAXQ)Oxmx)Z
-2
 40yyy- 2keTDy- (Gya” +4G2 )
(Z'A\X(JJOxmx)2

(B.12)

)

where the definitions of Egs. (3.12a) and (3.12b) have bepleap






Appendix C

Parallel-Plate Actuator with
Voltage Biasing

The parallel-plate electrostatic actuator biased with @stant voltage source can be
modeled with the circuit shown in Fig. C.1. If the unloadedrtmal voltage of the
capacitor @Gar isV, the charge stored in the systenfigat = CgarV. When the limit
CgaT — o is taken, Gar turns into an ideal voltage source, with terminal volt&ge

_ AgRE, _g L Qpar=CpatV
T Xptx /]

Cgar— ®

1

Figure C.1 Circuit used to model the parallel-plate electrostaticaimr biased with a constant
voltage.

After connecting the capacitive lo&linto the system, the total energy stored in
the system is

Eiot = Qhar _ _(CearV)?
%7 2(C+Cgar)  2(C+Cgar)
CBATV2 1
= . C.1l
2 (1+ C/CBAT> (1)
2 -1
_ CearV?, (1+ L) .
2 Cgat

As defined in Eq. (4.1), the electrostatic force can now béuevad as

dEot ~ dEt dC
dx  dC dx’ (C.2)

Fes= —
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By differentiating,
V2 c\? AgoE;
o= 172 MG ) || ot n?
BAT (Xo+X) (C23)
Agog V2 ( C >‘2

= 5 ( 1+ —

2(x0+X) Caat

Now, whenCgat — 0, )
Fog— — 008V (C.4)



Appendix D

Noise Properties of SC Readout
Circuits with CDS

The noise sources of the CDS voltage amplifier of Fig. 7.8 f&)dth clock phases
are shown in Fig. D.1. The noise performance will first be yred for a single-stage
OTA. Assuming that 1gm > Ry s, Wheregn, is the transconductance of the operational
amplifier, and tha€; > C,, the mean-square switch noise power referred to change in
input capacitance is

> keT-gnRiICZ  keT -gmRsC}
MMM T(CL+Co) VEer (Gt Co) - Vier
keT - gmR2 ke T -

1 CL G\ .\y2 ct ¢ c 2
(c1+clc2+6g) VReF <—2C1C2+532+§§ -VREF

The first two terms are caused by the noise of SW1 and SW5 sdrmpteC; and G,
respectively, at the end of clock phage and the last two terms are caused by the noise
of SW2, SW4, and SW6 sampled int@ @t the end of clock phasg. If C, > Cy, then

the last two terms are not correct, and the noise contribsid SW2, SW4, and SW6

in clock phasep, need to be calculated by integrating the transfer functfoos the
noise sources to the output.

The mean-square noise power of the operational amplifierned to change in
input capacitance is

AykeT [C1+Co (C1+C2)2
Cr%,opa,rms: n3 | ve + oo . (D.1b)
REF (Cl+CL+(1:—2L) -V&er
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(a) R; 4kgTR;

—M/\/—@—

C, Ry 4kgTRg

4kgTR; R,  Cy

(b)

4ksTR, R,

Figure D.1 Noise sources of the CDS SC voltage amplifier shown in Fig(&)8 (a) Clock
phaseap;. (b) Clock phasep,.

Here, the first term is caused by the noise of the amplifier adaripto G and G at
the end of clock phasg and the second term by the noise sampled intaChe end
of clock phasey,.

If the operational amplifier is a multi-stage frequency cemgated amplifier in-
stead of a single-stage OTA, the mean-square noise poweceddby the switches
is

_keT-gnRiC} | keT -gmRsC3 | kaT - gmRoCY

C2 surms &
MM CoVier CcVider CcVider
kT (D.2a)

@ o).y’
<C102+C§+C§)'VREF

and the mean-square noise power of the operational amjidifier

(CL+Cy)?

4ynksT s,
Ce-Vier

Cr%,o parms — 3 2

. (D.2b)

In Egs. (D.2a) and (D.2b), the terms caused by differentesisirces are at the same
locations as in Egs. (D.1a) and (D.1b). That is, the causesdfitst term in Eq. (D.2a)
is the same as that of the first term in Eq. (D.1a), etc. Thisewotion will be followed
throughout the rest of this appendix.

The noise sources of the CDS voltage amplifier of Fig. 7.8r(lipath clock phases
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are shown in Fig. D.2. With the same assumptions as above dhdwingle-stage
OTA, the mean-square switch noise power referred to chaniggut capacitance is

2 _keT-C1 | kaT-gnRuCZ  keT-C
Lo VREF CCDS'VF%EF VI%EF
kBT - gnR2 kBT (D-33)

CL 2 '
(E+db+8) Ve (cmra+d) Ve

Now, the first three terms are caused by the noise of SW1 and @WWgled into €,

the noise of SW4 sampled inta-gs, and the noise of SW6 sampled intg,@ll at the
end of clock phase;, and the two last terms by the noise of SW2, SW3, and SW7
sampled into € at the end of clock phasg. As above, ifC, > C;, then the last two
terms are not correct.

@
4k TR,
R
4k TR, R, Ceps
4k TR, é)
(b) e
1
4k TR,
R3
Cl CCDS
4k TR, R,
R2 Vn,out?
V, 2
4ksTR, nope la

Figure D.2 Noise sources of the CDS SC voltage amplifier shown in Fig.(8)8 (a) Clock
phasep;. (b) Clock phasep,.

The mean-square noise power of the operational amplifierned to change in
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input capacitance is

e _wkeT | GG (C1+C2)?
oparme 3 Ceps Vier (CH—CL + Cé—(j) Vider

(D.3b)

Here, the first term is caused by the noise of the amplifier $eafipto G-ps at the end
of clock phasep; and the second term by the noise sampled int@Che end of clock
phasep,.

For the multi-stage amplifier, the mean-square noise povderded by the switches

ksT-C1  keT-OmRaCZ ksT-Cp
Vier Cc - Vider Vier
keT - OmRoC2 ke T (D.4a)

2 ;
o (8

2 ~
Cn,swrms ~ +

and the mean-square noise power of the operational amyidifier

dynkeT

2 cs (CL+Cp)?
Cn,o parms — 3

_|_
Cc-VEer  CoVier

(D.4b)

The noise sources of the CDS voltage amplifier shown in F§(@). in all three
clock phases are shown in Fig. D.3. In the last clock phaseyukput at the right-hand-
side plate of Gpsis driving a high-impedance node, in this case an ideal buffieich
then drives the load capacitance.Crhe output could also drive a virtual ground, in
which case the noise equations need to be rederived. Withaime assumptions as
above and with a single-stage OTA, the mean-square switide power referred to
change in input capacitance is

2 keT - gmR1 keT - gmR4
Cn,swrms Ceps CCDs 2 1 CCDS C1CCDS 2
(cl"“clczJr ) ViRer (—z+ +53 )'VREF
D.5a
T A T - Goe (D-53)
C 1 '
(B ++ %) e (488 ) Vier

Now, the first three terms are caused by the noise of SW1 andsavigled into Gps

at the end of clock pha&m&@ and the fourth term by the low-frequency (within the
operational amplifier's bandwidth) noise of SW2 sampled i@t at the end of clock
phaseq,. It should be observed that the high-frequency noise of Sé¥dnd the
amplifier’s bandwidth) is not bandwidth-limited. Thus, fitean-square value can not
be evaluated until some element is used to limit its bandwidis above, ifC, > Cy,
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then the last two terms are not correct.

(@) Ry 4kgTR;

4kgTR; R, C;

. 5

4k TR,

(b) C,

4kgTR, R, C;

. 5

4ksTR,

() C,

4ksTR, R,

( :) Vvy l_ CCDS I: Vn,out2
_|
Vn,opa® CL—_L_

Figure D.3 Noise sources of the CDS SC voltage amplifier shown in Fig(@).8 (a) Clock
phasep & @;. (b) Clock phasep & ¢, . (c) Clock phasep,.

The mean-square noise power of the operational amplifierned to change in
input capacitance is

e _ AynkeT (C1+C)? (C1+C)? (D.5b)
oparms = ~ 3 CiCens ) .\/2 C1-V3 '
C1+Ceps+ =2 ) - Vier REF

The first term is caused by the noise of the amplifier sampledQaps at the end of
clock phasapl&@ and the second term by the noise sampled intcaCthe end of
clock phasep,.

For the multi-stage amplifier, the mean-square noise pavaerded by the switches
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is
c2 - keT - nglcf keT - ng4C§ n
MMIMET Co - Viger Cc-Vier
ksT keT - gmRoC? (D.6a)
Z [ V2 ‘
(ngs—i-% %35) V2 CorVrer

and the mean-square noise power of the operational amyidifier
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. (D.6b)

Tables D.1 and D.2 show the resulting noise levels for tHeift circuit configu-
rations evaluated with the example val@s-= 4 pF,C; = 1 pF,Ccps= 1pF,CL = 1 pF,
fs=50kHz,Vrer = 2.5V, Ry..n =1kQ, andy, = 1. In Table D.1, a single-stage OTA
with gm = 40pA /V has been assumed, whereas in Table D.2, a multi-stagetimpeda
amplifier withC¢ large enough to render the noise of the amplifier negligiakelteen
assumed. The performance of the circuit without CDS is ietlfor reference.

Table D.1 Input-referred noise levels of various SC voltage amplfessuming a single-stage
OTA.

Spectral
Circuit Chswrms | Cnoparms | Cnrms density ofCy
Fig. 7.7 333aF | 77.4aF | 84.2aF | 0.53aF/\/Hz
Fig. 7.8 (a) | 20.8aF | 829aF | 85.4aF | 0.54aF/Hz
Fig. 7.8 (b) | 60.7aF | 57.8aF | 838aF | 0.53aF/v/Hz
Fig. 7.8 (c) | 19.8aF | 89.3aF | 91.5aF | 0.58aF/ v/Hz

Table D.2 Input-referred noise levels of various SC voltage amphif@ssuming a multi-stage
amplifier withCc — o such thagm/Cc = 2r- 700kHz.

Spectral
Circuit Ch,swrms | Cnoparms | Cnrms density ofC,
Fig. 7.7 324aF | — 324aF | 0.20aHvHz
Fig.7.8(a)| 19.8aF | — 19.8aF | 0.13aFvHz
Fig. 7.8 (b) | 60.5aF | — 60.5aF | 0.38aFv/Hz
Fig. 7.8 (c) | 19.8aF | — 19.8aF | 0.13aFvHz



Appendix E

Photograph of the Sensor
Element

Figure E.1 The sensor element, soldered onto a ceramic carrier. (€yuof VT Technologies,
Vantaa, Finland)






Appendix F

Microphotograph of the
Implemented ASIC
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Figure F.1 A microphotograph of the implemented ASIC.



ISBN 978-951-22-9296-7

ISBN 978-951-22-9297-4 (PDF)
ISSN 1795-2239

ISSN 1795-4584 (PDF)





