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1 Introduction 
 

1.1 Background 
 
The brain can process information entering via the sensory organs and, also, give rise to 
intricate functioning that links directly to behavior. All this is based on electric currents 
and chemical reactions taking place in neurons, cells specialized in receiving and 
transmitting signals within the brain, and between the brain and the rest of the body. 
The properties and functions of neurons have been studied extensively both at the level 
of individual neurons and their sub-cellular elements, and at the level of networks of 
neurons forming larger assemblies. Yet, it is still unclear how the brain is able to, e.g., 
integrate the vast amount of neuronal processes into one percept, or how this percept 
affects the subsequent changes in attention towards the most relevant input (La Berge, 
1995; Büchel and Friston, 1997; Singer, 1999). 

It has been suggested that integration of information does not take place through 
neurons and brain areas related to individual functions working in isolation, but through 
interaction of spatially segregated neuronal assemblies (Mesulam, 1990; Varela et al., 
2001). Two mechanisms have been suggested to support exchange of information 
between cortical areas: stimulus-induced coordination and internally generated 
synchronization (Singer, 1999). The main concept in stimulus-induced coordination is 
that information proceeds hierarchically and sequentially via the cortical areas. 
Formation of a cognitive percept from sensory input would occur through integration of 
information in associative areas. In integration of information through internally 
generated synchronization, dynamical interaction between areas would generate the 
single percept. Alternatively, it may be that part of the information exchange is 
hierarchical, either feed-forward or feed-back, but that parts of the large-scale neuronal 
networks interact through reciprocal connectivity between areas.  

For the reciprocal interactions, modulation and coupling of rhythmic activity at 
the level of large-scale cortical networks have been proposed to be the mechanisms 
through which information and influence are transmitted (Classen et al., 1998; Singer, 
1999; von der Malsburg, 1999; Pfurtscheller et al., 2000; Varela et al., 2001). First, it 
has been hypothesized that low-frequency oscillations can maintain information 
available for longer periods than stimulus-evoked transient activity, which could be 
beneficial for combining information between sequential events (Dinse et al., 1997). 
Second, phase synchronization between neuronal groups has been proposed to be the 
mechanism through which integration of information takes place (Varela et al., 2001).  

Taken together, the ability to identify the generators of rhythmic activity and 
detect their mutual coupling should enable characterization of integrative information 
processing in the brain. These types of investigations are possible to perform non-
invasively at the neuronal population level with functional neuroimaging techniques. 
Neurophysiological imaging techniques, magnetoencephalography (MEG) and 
electroencephalography (EEG), record directly the fields generated by neural activity. 
However, because of the nature of electromagnetic fields, it is not possible to 



2 Introduction

unequivocally determine the cortical sources from the MEG and EEG recordings 
(Helmholz, 1853), unless one makes some assumptions about the sources or sets 
constraints on the solution (Hämäläinen et al., 1993; Baillet et al., 2001). Hence, many 
neurophysiological analyses have been performed at the EEG/MEG sensor level, 
without explicitly localizing the cortical areas involved in the studied task. Secondly, 
hemodynamic imaging techniques, functional magnetic resonance imaging (fMRI) and 
positron emission tomography (PET), record changes in cerebral blood flow and 
oxygen consumption. Although these techniques do not reveal directly the underlying 
neuronal activity, and although the exact relationship between neuronal activity and the 
ensuing metabolic changes is unclear, the great benefit of hemodynamic imaging 
techniques is that they yield a univocal, high-resolution spatial estimate of active brain 
areas. 

 

1.2 Aim and outline of the thesis 
 
At the start of this thesis work, due to lack of suitable analysis tools, large-scale neural 
information processing via cortical rhythmic activity and particularly via rhythmic 
interactions between cortical areas had been investigated primarily at the MEG/EEG 
sensor level, without explicitly identifying the brain areas involved. This thesis work 
focuses on development of a new analysis method for MEG data, Dynamic Imaging of 
Coherent Sources (DICS), which allows the study of neuronal activity as reflected in 
the amount of oscillatory power and in the long-range interactions of oscillatory 
components at the cortical level. DICS is well suited for analysis of continuous, non-
averaged data and, thus, facilitates the use of increasingly natural experimental designs. 
We also applied DICS to two recorded datasets to explicitly determine the cortical 
origins of rhythmic interactions during motor performance and language processing, 
and to quantify the mutual interactions between the nodes of the identified networks. 

Chapter 2 of this thesis portrays processing and exchange of information at the 
neuronal population level, based on data recorded in animals and humans. The chapter 
describes various measures of cortico-cortical activity and coupling, techniques for 
studying them and results obtained with these techniques. Chapter 3 outlines the basis 
of MEG and how it can be used to record neuronal activity from the human brain, and 
recounts different approaches for estimating activity at the cortical level from data 
recorded by MEG sensors.  

Chapter 4 describes the methodological development done in this thesis work, 
specifically the basis of DICS and how it can be used to obtain estimates of oscillatory 
activity and interareal coherence in the human brain. I will show that DICS provides 
valid estimates of oscillatory power and coherence, both for simulated and real data. I 
will consider the properties of these estimates in different parts of the cortex and at 
different levels of noise. Furthermore, I will compare the localization of oscillatory 
power with DICS to results obtained with other analysis tools, and show that results 
obtained with DICS are comparable to, and in some cases, more sensitive than those 
obtained with other analysis tools. I will also present a modification of DICS, event-
related Dynamic Imaging of Coherent Sources (erDICS), which is a technique suitable 
for localizing event-related modulation of rhythmic activity. erDICS also incorporates 
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permutation testing which enables evaluation of the statistical significance of the 
findings in individual subjects. In the last part of the chapter, I will demonstrate how 
cortico-cortical networks can be identified using various approaches for localizing 
cortical reference areas, and how different parameters and intersubject variability affect 
the accuracy of DICS interaction analysis.  

Chapter 5 details two studies, in which DICS was applied to real data recorded 
from a group of subjects, and presents the identified interacting cortico-cortical 
networks. In the first study, DICS was used to identify an interacting motor network 
during a finger movement task. Phase coupling and causal interaction measures were 
applied to show that it is possible not only to identify the relevant areas, but also to 
characterize the degree in which they interact and the manner in which they influence 
each other. In the second study, DICS was used to localize cortico-cortical networks 
during continuous reading. The subsequent phase coupling and causality analysis 
demonstrated that these areas interacted systematically across individuals during the 
tasks. In the last part of the chapter, I will compare the identified interacting cortical 
network in reading to localization results obtained from various neurophysiological and 
hemodynamic activation studies of language function, and argue that together these 
approaches importantly extend our knowledge of language processing. 
 In conclusion, I will consider the relevance of these studies in a larger 
perspective and the limitations of the approaches used in these studies. Furthermore, I 
will discuss directions that need to be taken in methodological development and 
application of the methods to real recorded data in order to obtain a more complete 
picture of cortical information processing. 



4 Large-scale neural information processing

 

2 Large-scale neural information processing 
  
For almost a century, it has been possible to record population-level electric neuronal 
activity from the human brain. These neurophysiological studies have mainly focused 
on cortical information processing during stimulus-induced activation, in terms of so-
called evoked responses and event-related modulation of rhythmic activity. In addition, 
spontaneous rhythmic activity has been studied in healthy and pathological conditions. 
Analyses have been performed either on the signals recorded from outside the head or 
by first estimating the sources of neural activity at the cortical level. Recently, 
interactions between cortical regions have been analyzed to characterize interareal 
information transfer, as opposed to making hypotheses based on the sequence and 
modulation of activity at different sites. In animal studies, intracranial recordings have 
yielded evidence of interactions between different functional areas, typically within 
relatively small patches of cortex. In human studies, however, such recordings have 
been restricted to patients. Systematic analysis of neural interactions in the healthy 
human brain has thus been performed mostly on the EEG/MEG sensor level, without 
explicitly identifying the underlying cortical areas. In addition, hemodynamic 
neuroimaging techniques have been applied in evaluating connectivity between brain 
regions. Although the identification of cortical areas is explicit in these methods, the 
indirect relationship between the recorded signals and neural activity limits the amount 
of information that can be obtained regarding neural processes. Furthermore, during the 
last decade, the development of diffusion tensor imaging (DTI) has made it possible to 
obtain information about anatomical connections between cortical areas in the working 
human brain and, thus, to map routes through which information can be transferred 
between cortical areas. 
 

2.1 Evoked neurophysiological responses 
 
In neurophysiological recordings, the most frequently used measure of large-scale 
neuronal processes is the stimulus-induced evoked response. Neural signals, generated 
by external stimuli or events, propagate through different brain regions. This 
information flow in the brain, at the neuronal population level, can be followed by 
recording the ensuing electric or magnetic signals with EEG or MEG. In evoked 
response analysis, tens to hundreds of events are typically recorded and averaged in 
order to improve the signal-to-noise ratio (SNR). The underlying assumption is that the 
neural response occurs similarly from trial to trial, phase-locked to the stimulus, and 
that the background noise is uncorrelated across trials. There are two main theories as to 
how the evoked responses are generated in neural populations. The first theory, referred 
to as either the additive model or amplitude modulation, states that the evoked 
responses are generated by transient brain events which do not affect the ongoing 
oscillatory activity (Penny et al., 2002; Shah et al., 2004; Mazaheri and Jensen, 2006). 
In this model, the spontaneous oscillatory activity is largely irrelevant with regard to the 
evoked responses. However, evidence also exists that partial phase resetting of ongoing 
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oscillations can give rise to evoked responses (Makeig et al., 2002; Penny et al., 2002). 
According to the proposed phase resetting model, evoked responses arise from 
alignment of phases of ongoing background oscillations to the stimulus, resulting in the 
emergence of the event-related response in the averaged data. 
 In MEG, evoked responses have been traditionally applied to study of sensory 
events, e.g., in the visual (Brenner et al., 1975), somatosensory (Brenner et al., 1978) 
and auditory (Hari et al., 1980) modalities. Brain function has been evaluated in this 
manner also in more complex tasks such as picture naming (Salmelin et al., 1994) and 
sentence comprehension (Helenius et al., 1998). A key element is to vary the stimuli 
parametrically, along one dimension at a time. Thus, differences in the responses 
between conditions should, ideally, indicate that certain types of information are 
processed in certain cortical areas and time windows. Moreover, in MEG the 
combination of reasonably good localization and millisecond scale temporal resolution 
enables identification of different routes of information processing in the brain, such as 
separate streams for processing spatial and phonetic changes in the human auditory 
system  (Ahveninen et al., 2006). 
 

2.2 Rhythmic activity in the brain 
 
The first EEG recordings revealed oscillatory activity arising from the human brain 
(Berger, 1929). Subsequently, rhythmic activity has been classified into specific 
components based on the frequency content and spatial distribution of the oscillations. 
The best known components are the posterior alpha (8-13 Hz) and rolandic mu (comb-
like shape, 7-13 and 16-24 Hz) rhythms (Berger, 1929; Gastaut, 1952). Although these 
rhythms are often called spontaneous, it has been shown that external events, 
movements or the level of arousal, may affect them (Berger, 1930; Chatrian et al., 1959; 
Hari and Salmelin, 1997). In addition to alpha and mu, typical oscillatory components 
include theta (3-8 Hz) and beta (13-30 Hz) rhythms, originating typically from frontal 
and somatomotor cortices, respectively (Hari and Salmelin, 1997; Ishii et al., 1999). 
Gamma band activity (30-100 Hz), in turn, has been reported in multiple cortical areas 
(Singer, 1993; Tallon-Baudry et al., 1997). Moreover, neurological disorders are often 
accompanied by marked changes in the spectral composition and overall level of 
rhythmic activity as compared with the normal pattern (Gloor et al., 1977; Aminoff, 
1986; Mäkelä et al., 1993).  

From the information processing point of view, perhaps more relevant than the 
location of different rhythms and their changes in neurological disorders is the fact that 
the cortical rhythms can also be modulated transiently by tasks and stimuli. This 
modulation can take two forms, often referred to as event-related synchronization 
(ERS) and desynchronization (ERD) (Pfurtscheller, 1977, 1992; Pfurtscheller and 
Lopes da Silva, 1999). The two types of modulations can occur in combination, i.e., an 
initial suppression is followed by a strong rebound above the base-level of rhythmic 
activity (Salmelin and Hari, 1994b). Compared to evoked responses, the critical 
difference in both ERS and ERD is that they are not typically phase-locked to the 
stimuli. Accordingly, they disappear in direct averaging. Instead, estimates of the event-
related modulations of rhythmic activity can be obtained by first calculating for each 
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event the power at the frequency of interest, and then averaging those values across 
trials. As the event-related modulation of rhythmic activity and evoked responses lock 
differently to external events, it may be that there is something fundamentally different 
in their mechanisms and, thus, possibly in their roles in information processing and 
transfer in the brain.  

The non-phase-locked modulation of rhythmic activity has been studied in 
multiple tasks both with EEG and MEG, using various methods that quantify the 
amplitude or power of the responses. Historically, the best known modulations are 
suppressions and enhancements related to movement and somatosensory input. For 
example, suppression of the rolandic 10- and 20-Hz components has been detected for 
both somatosensory stimulation and preparation for movement (Chatrian et al., 1959). 
After voluntary movement there is first a suppression of rhythmic activity, followed by 
a return to normal level in a couple of seconds after the movement (Penfield, 1954; 
Chatrian et al., 1959; Pfurtscheller, 1981). MEG recordings have shown that the post-
movement 20-Hz rebound occurs 300 ms earlier than the rebound of 10-Hz rhythm, and 
that the 10-Hz component originates close to the hand somatosensory cortex whereas 
the generators of the 20-Hz component track the moving body part along the motor 
cortex (Salmelin and Hari, 1994b; Salmelin et al., 1995). These findings would suggest 
that the 10-Hz signal largely reflects activity in the somatosensory cortex and the 20-Hz 
component primarily that of the motor cortex. It has also been shown that there are 
bursts of beta band activity in the hand motor region and bursts of activity at higher 
frequencies in the neighboring regions after ending a finger movement (Pfurtscheller et 
al., 2000). Event-related suppression of rhythmic activity has also been detected in 
other sensory modalities. For example, both visual recall and imagery are accompanied 
by a suppression of alpha rhythm in the parieto-occipital areas (Kaufman et al., 1990; 
Salenius et al., 1995), but 10- and 20-Hz components show distinct behavior in visual 
stimulation (Salmelin and Hari, 1994a). Furthermore, event-related suppression of 8-10-
Hz activity (‘tau’ rhythm) has been detected in the temporal cortex during auditory 
stimulation (Tiihonen et al., 1991). 

Event-related modulation of rhythmic activity has also been investigated in 
more complex tasks. When speech production was compared to non-speech mouth 
movements with similar kinetic properties, speech production was found to elicit more 
specific activation of the mouth motor cortex, as represented by the modulation of the 
20-Hz rhythm (Saarinen et al., 2006). It has been shown that both alpha and theta band 
activity increase during retention in working memory, and that theta band activity 
increases during mental tasks (Ishii et al., 1999; Jensen et al., 2002; Jensen and Tesche, 
2002). However, alpha band activity may also be suppressed during retention, as 
demonstrated in an investigation of a delayed double-step saccade task (Medendorp et 
al., 2006). Event-related changes in the gamma band have also been observed with EEG 
and MEG. For example, visual search was shown to elicit both phase-locked and non-
phase-locked gamma-band oscillations, where only the later non-phase-locked activity 
reacted differently to target than nontarget stimuli (Tallon-Baudry et al., 1997). In 
addition, differences in gamma-band activity were detected in perception of illusory vs. 
real triangles (Kaiser et al., 2004), and stronger gamma-band responses to remembered 
items vs. forgotten ones in a declarative memory task (Osipova et al., 2006). 
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Thus, information processing that is not strictly phase-locked to the external 
stimuli can be followed by tracking changes of rhythmic activity that may subserve 
various functions in the brain. Furthermore, regarding the role of the various rhythms, it 
has been suggested that the extended temporal range of low-frequency cortical 
oscillations could be useful for combining information between temporally 
differentiated events, possibly across multiple cortical areas  (Dinse et al., 1997). It 
must be noted, however, that many cortical rhythms are partially overlapping, both in 
frequency and in space. Thus, considering the large inter-individual variation in 
rhythmic activity (Steriade et al., 1990), the rhythms need to be characterized carefully 
with respect to both their spatial properties and their frequency content. In this 
endeavour, we need analysis methods that help us determine accurately the cortical 
origin of the rhythms, their frequencies and temporal behavior, as well as their task and 
stimulus dependence. 

 

2.3 Coupling of neural activity 
 
Evoked responses and modulation of rhythmic activity yield information on sequential 
processing of information occurring in the brain. It has been strongly advocated that in 
order for cognition to emerge, large-scale integration across cortical areas is required, 
whether one defines cognition as a cognitive moment or the resolving of a cognitive 
problem (Mesulam, 1990; Varela et al., 2001). In addition, it has been proposed that 
internal coordination of distributed responses is equally important and temporally as 
accurate as stimulus-induced coordination (Singer, 1999). Taken together, these two 
aspects would indicate that in order to understand how the brain handles information, 
we must be able to evaluate the cortico-cortical interaction of neuronal processes. 
Regarding these interactions, synchronization of oscillatory activity has been suggested 
to be the most likely candidate mechanism for linking spatially segregated areas and 
processes (Singer and Gray, 1995; Varela et al., 2001). Over the last 20 years, evidence 
from both intracranial recordings and neuroimaging studies has started to accumulate 
on how different brain areas interact and how such interactions are modulated by, e.g., 
external stimuli and attention. 
 

2.3.1 Measures of neural coupling 
 
Multiple measures have been suggested for quantifying interactions between neural 
populations. Coherence, which is still the most frequently applied measure of 
interaction, is calculated by first estimating the power spectral densities (Pxx, Pyy) for 
two signals (x, y) by averaging the squared magnitudes of their segment-wise Discrete 
Fourier Transforms (DFT). The cross spectral density (Pxy) is computed by multiplying 
and averaging the segment-wise DFTs of x and y. Coherence (Cxy) is then obtained as: 
 

yyxx

xy
xy PP

P
C

2

= .         (2.1) 



8 Large-scale neural information processing

 
Coherence is influenced by random fluctuations in the level of oscillatory activity. That 
is, even if the phases of the oscillators were perfectly matched, coherence could yield a 
low estimate for their mutual interaction. Accordingly, measures that are independent of 
the amplitudes of the signals may be more appropriate for describing synchronization 
between oscillators (Tass et al., 1998; Lachaux et al., 1999). Phase-locking value (PLV) 
is calculated by first estimating the instantaneous phase of signals at target frequency 
(Lachaux et al., 1999). This is accomplished by band-passing the signals and 
convolving them with a complex Gabor wavelet centered at the frequency of interest. 
PLV can then be calculated at time t as: 
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where θ (t, n) is the phase difference between the two signals for trial n. Thus, if the 
phase difference between the two signals remains relatively constant, PLV is close to 1. 
Phase-locking statistics (PLS) estimates the statistical significance of PLV. Here, the 
trial-order of one signal is shuffled (e.g. 1000 times) to obtain surrogate data. The 
phase-locking value is then calculated between the surrogate data and the second signal 
to obtain an estimate of whether the signals are phase-locked to the stimulus onset or to 
each other. Another phase-coupling measure, the synchronization index (SI), is 
applicable also to noisy and chaotic systems, and to both continuous and event-related 
tasks (Tass et al., 1998). SI is calculated by first estimating the instantaneous phases 
(φ1,2) of two signals using the Hilbert Transform, and by quantifying their relative phase 
(ωn,m) as: 
 

)()()( 21, tmtntmn φφω −= ,       (2.3) 
 
where n and m are integers and φ1,2 are normalized (divided by 2π) phases of the two 
oscillators. The distribution of the cyclic relative phase, which enables the detection of 
preferred phase differences irrespective of phase jumps, is defined as the modulus of the 
relative phase: 
 

1mod,, mnmn ωψ = ,        (2.4) 
 
SI can then be calculated from the distribution of the cyclic phase difference either 
based on Shannon’s entropy or conditional probability. As can be seen from the 
definition in Eq. (2.3), SI can be used to estimate phase coupling both within one 
frequency and between different frequencies. Other measures have also been derived 
for quantifying cross-frequency coupling between neuronal firing rates and the phase of 
an oscillatory component, between amplitudes of two signals, or between the amplitude 
of one and the phase of the other signal (Bragin et al., 1995; Schack et al., 2002; 
Canolty et al., 2006). When studying oscillatory coupling, it is important to note that 
activity at different frequency bands may have distinct synchronization properties, 
especially regarding their spatial extent. For example, it was shown that beta-band 
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oscillations can synchronize over long conduction delays, where as gamma-band 
oscillations cannot (Kopell et al., 2000). This finding supports the view that gamma 
rhythm may be responsible for local computation, whereas beta-band activity may 
support interactions between more distant cortical areas (von Stein et al., 1999). 

Cortical areas may also interact through information flowing dominantly from 
one cortical site to the other. Various measures for estimating this type of coupling 
between electrophysiological time-series have been proposed, such as Granger causality 
(Granger, 1980), Directionality Index (DI; Rosenblum and Pikovsky, 2001), Partial 
Directed Coherence (PDC; Sameshima and Baccala, 1999) and Directed Transfer 
Function (DTF; Kaminski et al., 2001). These methods can roughly be divided into two 
categories. The first category (Granger causality, PDC, DTF) uses autoregressive 
models to estimate predictability of time-series based on information contained in other 
time-series. Namely, they divide linear dependence between two time-series (X,Y) into 
linear influence from X to Y, Y to X and their instantaneous influence (Geweke, 1982, 
1984). Furthermore, both Granger causality and PDC can separate direct causal 
influence between two signals from influence mediated via other signals. The second 
category (Directionality index) estimates the transfer of information from the 
instantaneous phases of the signals. This is done by estimating whether for one 
oscillator the phase difference between two time-points depends on the phase difference 
of the other oscillator, and vice versa. The estimation is based on fitting the dependency 
of the phase increment on both signals’ phases, and by using this fit to calculate the 
cross-dependencies of phase dynamics of the signals.  
 

2.3.2 Evidence from intracranial recordings 
 
The first findings of population-level interactions between cortical areas came from 
intracranial recordings in cat visual cortex (Gray et al., 1989; Engel et al., 1991). 
Separate areas in the visual cortex were found to interact, and, importantly, their 
interaction was influenced by the properties of the visual stimuli. Later, it was 
discovered that synchronized firing was not limited to activity relating to stimulus 
processing but could occur during action as well. Coherent oscillations were detected 
between nearby sensory and motor areas in rhesus monkeys performing a hand 
movement task (Murthy and Fetz, 1992). Data recorded in cats during coordinated 
movement tasks revealed that interareal synchronization occurred even between more 
distant areas, namely between visual and parietal areas and parietal and motor areas 
(Roelfsema et al., 1997). Correlated activity across brain regions thus seemed to have 
an important role in sensory-motor integration and memory (König and Engel, 1995). In 
the studies above, coherence or firing rate correlations were used in investigating 
cortical interactions. Both approaches are, at least on the macroscopic scale, dependent 
on the overall level of activity. Amplitude-independent PLS applied to intracranial 
recording in an epileptic patient performing a visual discrimination task showed that 
neurons in the hippocampus and frontal gyrus were phase-locked in the gamma band 
(Lachaux et al., 1999). Phase synchronization was also demonstrated for two epileptic 
patients in a visual short-term memory task (Tallon-Baudry et al., 2001), where separate 
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extrastriate visual areas became synchronized at 15-25 Hz during rehearsal of line 
drawings. 
 It has also been proposed that interaction between two cortical areas may occur 
at multiple frequencies (Friston, 1997). Evidence of cross-frequency coupling has been 
found in intracranial animal studies at the level of single neurons and local field 
potentials (LFP). For example, multiple studies have shown that theta rhythm in one 
area can modulate the firing rate, spike timing and the gamma power in another area 
(Bragin et al., 1995; Chrobak and Buzsaki, 1998; Buzsaki et al., 2003). In human 
studies, multichannel subdural electrocorticogram (ECoG) recorded over the left 
frontotemporal areas indicated that the phase of theta rhythm modulated power in the 
high gamma band across a variety of behavioral tasks (Canolty et al., 2006). Moreover, 
the topography of the coupling was task dependent, suggesting that cross-frequency 
coupling may be a mechanism through which cortical areas integrate information in 
order to achieve adaptive behavior. 

Coherence, phase-synchronization and cross-frequency coupling measure the 
undirected instantaneous influence between oscillators. Analysis of causal interactions 
has revealed, e.g., that that there are both bidirectional and unidirectional interactions in 
macaque visual cortex area TE, yielding direct evidence that it is possible for an area to 
feed information to another both in reciprocal and nonreciprocal fashion (Freiwald et 
al., 1999).  
 

2.3.3 Evidence from EEG/MEG: sensor level 
 
In most of the human electrophysiological studies that have aimed at elucidating 
cortico-cortical connectivity, the analyses have been done on EEG and MEG sensor 
level (Classen et al., 1998; Gerloff et al., 1998; Sarnthein et al., 1998; Andres et al., 
1999; Miltner et al., 1999; Rodriguez et al., 1999; von Stein et al., 1999; Weiss and 
Rappelsberger, 2000; von Stein et al., 2000; Simões et al., 2003). Stronger interactions 
in multiple frequency bands (alpha, beta, gamma) have been reported during, e.g., 
motor, visuomotor, working memory and learning tasks (Classen et al., 1998; Gerloff et 
al., 1998; Sarnthein et al., 1998; Andres et al., 1999; Miltner et al., 1999). Coherence 
between areas may also decrease during certain tasks. For example, coherence between 
visual and motor areas was studied in a visuomotor tracking task, a motor task, a visual 
task and a motor task in the presence of a visual distractor, compared to rest (Classen et 
al., 1998). The visuomotor task resulted in increased coherence between EEG 
electrodes over the visual and motor cortex, whereas coherence was decreased when the 
subjects performed the motor task while a distractor was present. The motor task and 
the visual task alone did not result in changes of coherence, suggesting that coherence 
directly measures cooperativity between cortical regions. If this is the case in general, 
coherence analysis could be used in evaluating participation of regions during a task (in 
a cooperative manner), even when the overall level of activation in the areas would not 
exceed detection threshold.  

EEG recordings have also shown that certain areas, as represented by electrodes 
placed over them, can elicit both increased activation and increased coherence, and not 
necessarily at the same frequencies. For example, during internally and externally paced 
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finger movements, both power (at 9-11 Hz) and coherence (at 20-22 Hz) increased over 
the contralateral sensorimotor areas (Gerloff et al., 1998). Furthermore, the internally 
paced condition resulted in larger increase of coherence, and also in an additional pre-
movement activation, suggesting that internal pacing sets stronger demands on the 
motor system than external pacing. Motor control may thus be based on an oscillatory 
network which is modulated at least at two levels, i.e. oscillatory power and inter-
regional coupling. If this pattern applies also to other cortical systems, their accurate 
characterization requires that one must be able to quantify both the levels of activation 
and interactions and test, for each case, whether they are modulated independently or in 
concert.  

Similarly to intracranial recordings, amplitude independent measures have been 
used at the sensor level in quantifying cortico-cortical interactions. Analysis of sensor 
level recordings from a Parkinsonian patient revealed that the electromyogram (EMG) 
recorded from the moving arm muscle was synchronized with MEG sensor signals, and 
also that signals recorded over the motor cortex and premotor cortex were synchronized 
during tremor (SI; Tass et al., 1998). PLS has also been applied to EEG and MEG 
sensor level recordings to quantify phase synchronization (Rodriguez et al., 1999; 
Simões et al., 2003). When subjects viewed ambiguous stimuli that could be perceived 
either as faces or as meaningless shapes, phase synchronization in the gamma band 
across cortical sites depended on the percept while the stimulus itself was the same 
(Rodriguez et al., 1999). This finding indicated that internal synchronization, 
independent of the stimulus-induced activation, is a crucial element in generating a 
cognitive percept. 

Cross-frequency coupling, in turn, has been detected in many intracranial 
recordings on animals and occasionally in humans (Mormann et al., 2005; Canolty et 
al., 2006), but reports at the EEG/MEG sensor level are scarce. When human subjects 
performed mental arithmetics, cross-frequency coupling at MEG sensor level emerged 
(Palva et al., 2005). There were multiple types of cross-frequency couplings, and the 
task load specifically influenced phase coupling between alpha and gamma band. The 
results implied that cross-frequency coupling may be an important mechanism for 
integrating spectrally distributed processing, and that it may directly reflect cognitive 
demands.  
  

2.3.4 Evidence from EEG/MEG: source level 
 
Unfortunately, the spatial specificity of EEG/MEG sensor level information is rather 
limited and, therefore, making inferences of the specific cortical locations and 
distinguishing nearby regions from each other, based on sensor-level data alone, is 
difficult. Intracranial recordings in humans can be done only in the rare cases of 
patients with implanted depth electrodes or during surgery. This limits substantially the 
amount of studies that can be done, and also the variety of experimental conditions that 
can be studied. Thus, it is of utmost importance that cortico-cortical interactions can be 
imaged on the cortical level. Apart from the work included in this thesis, there have 
been only a few attempts to do so with EEG/MEG (Ioannides et al., 2000; David et al., 
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2003; Cosmelli et al., 2004; Jerbi et al., 2007). The approaches used in those studies can 
be divided into two categories. 

In the first category, regions of interest are first localized in the brain based on 
their high level of activity. In a visual identification task of objects and emotional facial 
expressions, regions of interest (ROI) were defined by collecting evoked responses and 
localizing their cortical generators with magnetic field tomography (MFT) (Ioannides et 
al., 2000). Analysis of interactions between these ROIs revealed that coupling between 
the right posterior calcarine sulcus and fusiform gyrus differed for dissimilar objects, 
and that coupling between the right fusiform gyrus and amygdaloid complex differed 
for dissimilar expressions. In a visual binocular rivalry study with faces and expanding 
rings, a frequency tagged signal was first used to localize areas that showed activation 
at the tag frequency (Cosmelli et al., 2004). The localized areas consisted of extrastriate 
visual cortex, temporal pole and parietal and frontal areas. Subsequent phase 
synchronization analysis showed that interaction between occipital and frontal regions 
was dynamically modulated by the perceptual dominance.  

In the second category of studies, external reference signals were used to 
localize a cortical reference area, enabling subsequent mapping of cortico-cortical 
interactions.  In a visuomotor tracking task, a cortical reference area was localized by 
evaluating coherence between the hand-movement speed and cortical signals (Jerbi et 
al., 2007). Cortico-cortical coherence was estimated by first evaluating time-courses of 
activity at all cortical locations, and then calculating coherence between those locations 
and the reference area. The results revealed that the visuomotor network consisted of 
both subcortical and cortical areas. 

In recent years, the concept of causal information flow between areas has 
become a popular topic. Most studies have concentrated on improving the methodology 
and verifying the main concepts with simulated data (Sameshima and Baccala, 1999; 
Baccala and Sameshima, 2001; Chen et al., 2006; Astolfi et al., 2007).  Some EEG 
studies have reported directed interactions in the brain by first estimating cortical 
activity in ROIs, and then applying either directed transfer function, partial directed 
coherence or structural equation modeling (SEM) to estimate the directed information 
flow between these regions (Astolfi et al., 2005a, 2005b, 2007). Attempts have also 
been made to use fMRI priors to constrain the EEG source localization before 
quantifying connectivity between areas (Babiloni et al., 2005). The analysis of real data 
in these studies has been restricted to only a few subjects, instead of a thorough group 
analysis, thus limiting the possibility of making inferences on the nature of dynamical 
interactions generally encountered in the human cortex. 

In addition, connectivity and transmission times between cortical areas can be 
investigated by combining high-resolution EEG with Transcranial Magnetic 
Stimulation (TMS) (Ilmoniemi et al., 1997). By localizing TMS-evoked electric 
responses in the brain it is possible to identify the spread of activation from the 
stimulated cortical site to other areas. This type of analysis has been applied, e.g., to 
investigations of sensorimotor and visual systems (Ilmoniemi et al., 1997; Komssi et al., 
2002), and to determining how sleep affects cortical connectivity (Massimini et al., 
2005). 
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2.3.5 Testing for significance of neural coupling 
 
Regardless of the methods used to record electric neural activity and quantify the 
interactions, analysis of neural coupling can yield spurious results. First, two neural 
populations may seem to interact with each other when, in fact, the apparent coupling 
results from a highly consistent response to each stimulus. For example, two oscillating 
neural populations could be observed to be phase-coupled with each other if both their 
phases always lock to the stimulus without any noticeable jitter. In this case, surrogate 
data generated by mixing the trial order of one of the oscillators could be used to test 
whether the detected coupling resulted from the phases of the oscillators locking to each 
other or simply from highly reproducible locking to the stimulus (Lachaux et al., 1999). 
If the surrogate data yields similar phase-locking estimates as the original data, it 
indicates that the detected coupling did not result from specific interactions between the 
oscillators. In general, appropriate surrogate data should enable the significance of 
neural coupling to be evaluated, at least when the analyzed signals represent activation 
of distinct neural populations (Halliday et al., 1995; Palus and Hoyer, 1998).  
 However, apparent coupling between two neural sources may also be detected 
when activity from the same area is picked up at different sites. In EEG, this type of 
artifactual coupling can occur due to volume conductance that can cause activity 
originating in one location to be detected by a large number of electrodes. In MEG, a 
similar type of spurious coupling can arise since several sensors detect the magnetic 
field generated by electric current at one location in the brain. Estimating the activity at 
the source level does not remove the problem, as the same activity may erroneously be 
projected to different cortical locations. Both in sensor-level and in source-level 
analysis, surrogate data can be used to test for the significance of the coupling. In these 
cases, the surrogate data are designed to test specifically for coupling resulting from 
identical behavior of the two time-series. If the surrogate data were to indicate that the 
original coupling resulted from the two time-series having identical properties, it would 
be unlikely that the coupling represents real interaction between two independent neural 
populations. However, selection of an optimal surrogate data set can be problematic as 
the surrogate data must be designed to test for a specific effect and be justified by the 
data (Schreiber and Schmitz, 2000). Furthermore, for any one data set, surrogate data 
may be needed to test whether the signals at two locations represent the activity of the 
same source and whether the interaction between the signals reflects more than 
common stimulus locking.  
 

2.4 Hemodynamic measures 
 
For about 30 years it has been possible to image the hemodynamic changes that occur 
in the brain during task performance or stimulus processing using positron emission 
tomography (PET) (Ter-Pogossian et al., 1975). The main drawback of PET is that it 
requires delivery of radioactive tracers to the body. A less invasive way was developed 
as a modification of magnetic resonance imaging (MRI) that allowed imaging of the 
regional blood flow volume (Belliveau et al., 1991). The ensuing technique, functional 
magnetic resonance imaging (fMRI), has become the most widely used neuroimaging 
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technique. The greatest strength of fMRI lies in its millimeter scale spatial resolution. 
However, both hemodynamic methods also suffer from two limitations. First, their 
temporal resolution is, at best, on the scale of a hundred milliseconds. Second, these 
techniques give indirect information about the underlying neural processes. Both fMRI 
and PET have been used extensively in activation studies ranging from primary sensory 
processing to complex cognitive tasks.  
 

2.4.1 Relationship between electromagnetic and fMRI signals 
 
The results obtained with hemodynamic imaging techniques have both agreed and 
disagreed with the results from neurophysiological measurements. The differences have 
been explained, or sought to be explained, for example by neurophysiological processes 
being too transient to elicit a detectable metabolic/vascular effect.  On the other hand, 
non-synchronous activity within neuronal populations could be undetectable with 
neurophysiological imaging techniques but still manifest in the hemodynamic response. 
Nevertheless, the exact relationship between neuronal and hemodynamic responses and, 
consequently, the manner in which hemodynamic measures yield information about the 
underlying neural processes remains unclear. To address these issues, the relationship 
between the most commonly investigated fMRI signal (Blood Oxygen Level 
Dependent; BOLD; Ogawa et al., 1992) and electric activity has been studied 
extensively over the recent years. For example, when the BOLD signal and both single-, 
multi-unit and local field potential recordings from monkey visual cortex were 
compared, the only electric signal that correlated significantly with the BOLD signal 
was the LFP, specifically in the gamma band (Logothetis et al., 2001). This finding 
suggested that the activation in that cortical area detected with BOLD contrast 
mechanism reflected input signals to and local processing in the area rather than its 
spiking activity. The stronger correlation between the BOLD signal and LFP compared 
with single- and multi-unit responses might also result from differences in spatial 
summation between the signals. Evidence supporting this view was obtained from 
recordings in the cat visual cortex (Kim et al., 2004). The correlation between the 
BOLD signal and single-unit responses at individual recording sites varied 
significantly, but over an area of several millimeters, averaged single-unit responses 
and BOLD signals were linearly correlated.  

Correlation between electrophysiological and hemodynamic signals has also 
been investigated in humans, particularly for evoked responses and BOLD contrast 
(Menon et al., 1997; Grimm et al., 1998; Mulert et al., 2004; Whittingstall et al., 2007). 
These studies have often reported corresponding sources between the modalities, 
especially within primary sensory cortices. However, even for these primary sensory 
responses, the relationship between specific electric and hemodynamic components 
remains unclear. In a visual checkerboard stimulation task, the source generating the 
evoked response at 75 ms coincided with a positive BOLD activation, and the source 
generating the evoked response at 100 ms coincided with a negative BOLD signal 
(Whittingstall et al., 2007). This finding suggests the different electric responses may 
correlate with different parts of the delayed hemodynamic response and that it is 
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important to consider both the negative and positive BOLD activation in investigations 
of inter-modal correlations. 
 The correspondence between electrophysiological and hemodynamic imaging 
techniques has also been investigated with BOLD contrast and the band-specific 
electroencephalogram (Laufs et al., 2003; Mizuhara et al., 2004; de Munck et al., 2007; 
Oishi et al., 2007). A negative correlation between the alpha-band activity and BOLD 
was discovered in the parietal and frontal regions during relaxed wakefulness (Laufs et 
al., 2003). In this study, however, it was discovered that short-term fluctuations in the 
alpha-band activity were not reflected in the BOLD signal, but that fluctuation over tens 
of seconds explained the observed negative correlation with the BOLD signal. Thus, it 
may be that the alpha-band activity and BOLD signal are not necessarily directly 
linked, and that the detected negative correlation may reflect a more global correlation 
between the electrophysiological and hemodynamic signals. Furthermore, it should be 
noted that here, as well as in other studies comparing the hemodynamic and band-
specific neurophysiological responses, the EEG sensor-level data was used as the 
neurophysiological measure. Thus, this type of analysis does not necessarily accurately 
quantify correlations between BOLD and neuronal responses within a cortical area, but 
a correlation between the hemodynamic activity in a given area and some type of mixed 
measure of electric activity over the whole brain. 

The relationship between cortico-cortical interactions as revealed by 
hemodynamic and neurophysiological imaging has so far been addressed very rarely. A 
modeling study tested whether an underlying connectivity in neuronal activity can be 
detected with convolved hemodynamic responses (Horwitz et al., 2005). Electric 
connectivity between regions manifested itself in the ensuing fMRI connectivity, 
although less clearly. When the anatomical connectivity between the regions was 
reduced, the functional connectivity also disappeared. This study gives partial 
validation that functional connectivity between neuronal populations may be reflected 
in hemodynamic measures as well. Corroborating evidence was discovered from 
recordings in anesthetized rats  (Lu et al., 2007). Here, different levels of anesthesia had 
a similar effect on both the hemodynamic and low-frequency electric correlation 
between the left and right somatosensory cortices.  However, as the exact relationship 
between hemodynamic and neurophysiological measures, both for activation and 
coupling, remain unclear, it is difficult to obtain valid priors from one modality which 
could be applied to the other.  
 

2.4.2 Hemodynamic coupling 
 
Unlike in electrophysiological studies, where the analysis of cortico-cortical 
interactions has  been mostly data-driven, in hemodynamic studies such analysis has 
traditionally been done based on modeling (McIntosh and Gonzalez-Lima, 1991; 
Friston et al., 1993a; Friston et al., 1993b; McIntosh and Gonzalez-Lima, 1994; Friston 
et al., 2003). Furthermore, for hemodynamic connectivity analysis, a difference was 
made early on between functional and effective connectivity, i.e., between 
instantaneous and causal interactions (Friston et al., 1993a; Friston, 1994). Structural 
equation modeling (SEM), a widely used approach, defines a model consisting of areas 
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and connections, and the strengths of the connections are determined by fitting the 
model to recorded data (Friston, 1994; McIntosh and Gonzalez-Lima, 1994). 
Subsequently, more advanced models of characterizing connectivity between cortical 
areas have been developed. Dynamical causal modeling (DCM) adds the level of 
neuronal connectivity to the modeling of hemodynamic coupling (Friston et al., 2003). 
Specifically, in SEM the changes in connectivity are seen directly as changes in the 
covariance structure of the hemodynamics, whereas in DCM external inputs modulate 
connectivity at the neuronal level, which then affects hemodynamic coupling.  

Hemodynamic connectivity has been investigated through modeling during, e.g., 
imagery and visual and attentional tasks (Büchel and Friston, 1997; Friston and Buchel, 
2000; Mechelli et al., 2004; Penny et al., 2004). For example, SEM analysis suggested 
that attention increased connectivity between visual area V5 and posterior parietal 
cortex in a visual motion tracking task, and that the prefrontal cortex modulated the 
afferent connection from visual area V5 to posterior parietal cortex (Büchel and Friston, 
1997). A more detailed analysis of the data further revealed that activity in the 
prefrontal cortex sufficed to explain the modulatory effects in the connectivity (Büchel 
and Friston, 1998). DCM analysis, in turn, indicated that during visual perception and 
imagery of faces, houses and chairs, the modulatory effects of forward and backward 
connections could be separated between tasks: category-specific activations in the 
extrastriate cortex were modulated by the forward connections from visual areas during 
perception and by backward connections from the prefrontal cortex during imagery 
(Mechelli et al., 2004). 

An alternate line of analysis in lieu of detailed examination of interactions 
between a few ROIs has been to look at correlations among a large number of areas. 
This type of analysis has been applied widely to resting state data to investigate the 
hypothesis that there is a default baseline mode of brain function which is suspended 
during specific goal-directed behaviors (Raichle et al., 2001). Based on functional 
connectivity estimates from resting state data, it has been proposed that the brain is 
divided into separate networks, which include the resting state network and, e.g., an 
attentional network (Greicius et al., 2003). Here, the network division is based on the 
clustering of positively correlated brain areas into separate groups (Cordes et al., 2002; 
Greicius et al., 2003; Fox et al., 2005). Moreover, this type of correlation analysis has 
revealed differences in the connectivity patterns between control subjects and 
Alzheimer patients (Greicius et al., 2004). The network properties of the brain have also 
been quantified by estimating correlation between all voxels (Eguiluz et al., 2005). 
Here, estimates of both local interconnectivity and mean number of links required to 
connect all voxels define the properties of the cortical network (Eguiluz et al., 2005; 
Achard et al., 2006). Estimation of connectivity between all voxels in this manner 
yields perhaps more information on the anatomical properties of the cortex than direct 
functional coupling, but it could prove useful in developing diagnostic tools for 
neurological disorders based on functional neuroimaging. 

In addition, methods have been introduced that quantify effective connectivity 
without need for pre-defined models of regions of interest and their mutual connections. 
For example, an fMRI implementation of Granger causality was applied to a 
visuomotor mapping task. The results revealed directed influence from the left lateral 
prefrontal cortex and premotor areas to the left posterior parietal cortex (Goebel et al., 



Large-scale neural information processing 
 

17

2003). Instead of testing specific hypotheses about neuronal interactions in the form of 
constructed model, this method detects the direction of influence directly from the 
information contained in the data (Roebroeck et al., 2005). Causality, in fact, appears to 
be a necessary component of the analysis of BOLD interactions. It was shown that by 
including the history of the signals in the interaction analysis the results become more 
significant compared to when only the instantaneous coupling is considered (Lahaye et 
al., 2003). 
 
 

2.5 Anatomical connectivity 
 
Although direct evidence of neural information processing and integration comes from 
intracranial electric measurements and functional neuroimaging, anatomical imaging 
can chart out the underlying structures required for connecting segregated cortical areas. 
With diffusion tensor imaging (DTI), it is possible to identify white-matter fiber tracts 
that lead from one brain area to another (Basser et al., 1994a1994b; Mori and Van Zijl, 
2002). This type of analysis can be useful in discovering the routes through which 
information may be transferred between cortical areas, i.e., whether two areas connect 
directly or through or third area. Also, it may be possible to evaluate whether there are 
changes in the anatomical connections and in ways that information can be transferred 
in the brain in different neurological disorders. DTI analysis has shown that anatomical 
connections constrain the activation seen with fMRI (Toosy et al., 2004). In the visual 
cortex, the BOLD signal change was correlated with the fractional anisotropy detected 
with DTI, indicating that the responses in the visual cortex were limited to areas to 
which there were anatomical connections from the optic radiation apex. DTI has also 
been used, for example, to identify ventral and dorsal auditory-language streams and to 
show that, in agreement with functional studies of auditory language processing, such 
connections are stronger in the dominant hemisphere (Parker et al., 2005). It should be 
noted, however, that thin fiber tracts are difficult to identify, and that it is practically 
impossible to distinguish when multiple fibers either cross or separate after closing in 
using DTI. 
 
In short, there are a multitude of techniques and methods available for investigating 
cortical processing and integration of information non-invasively in the human brain. 
Different activation types (neurophysiological activity, hemodynamic signals) as 
mechanisms through which to study localized cortical processing have all their 
advocates. The same holds for integration of information. Some researchers endorse 
strong hypotheses in testing for connectivity, whereas others believe that data should be 
allowed to tell how cortical areas are connected. In addition, there are multiple 
measures that can be used to quantify coupling between cortical areas. For 
electrophysiological signals, two main types of mechanisms in particular have been 
emphasized in recent years. First, cross-frequency coupling, and specifically phase-to-
power interaction, have been proposed to be  sensible mechanisms from a physiological 
perspective (Jensen and Colgin, 2007). Others have advocated phase synchronization 



18 Large-scale neural information processing

between the participating neuronal groups as the mechanism through which the 
reciprocal interactions take place (Varela et al., 2001). 

In the work presented in this thesis, I will focus on one imaging modality and 
two aspects of information processing and integration. Specifically, I will concentrate 
on the imaging of oscillatory activity and interactions at the cortical level using MEG. 
At the time when this project was started, it was not possible to directly evaluate 
cortico-cortical coherence, but quantification of interactions was done at the sensor 
level or by first localizing regions of interest and then estimating their mutual 
interactions. Here, we have developed methods that can be used to image, at the cortical 
level, coherence and oscillatory power in continuous tasks, and oscillatory power in 
event-related tasks, and we have applied those methods to real data. In addition to 
coherence and oscillatory power, we have applied measures such as SI, DI and Granger 
causality to quantify interactions between the identified cortical areas. 
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3 Magnetoencephalography 
 
The transfer of information in neurons manifests primarily as electric currents, which in 
turn elicit magnetic fields. These fields can be measured from outside of the subject’s 
head with magnetoencephalography (MEG). MEG is a totally non-invasive technique 
which can record the measured signals at a millisecond temporal scale, providing at the 
cortical level a spatial discrimination of 2-3 mm under favorable conditions 
(Hämäläinen et al., 1993). In this chapter, I will describe the physiological basis of the 
currents which generate the measured magnetic fields and the requirements that have to 
be met in order for the signals to be detectable. In addition, I will discuss some of the 
open questions regarding different types of signals which can be detected with MEG 
and portray the basics of the measurement procedure.  
 

3.1 Neural currents and the origin of neuromagnetic fields 
 
Neurons are the specialized cells which form the vast network responsible for signal 
processing and transfer in the brain. The human cortex contains on the order of 1010 
neurons (Williams and Herrup, 1988.). An individual neuron consists of a nucleus 
within a cell body and extensions called dendrites and axons. Dendrites carry signals to 
the neuron, whereas axons convey the signal to the next neuron. The connection 
between two cells is called a synapse, which contains the pre- and postsynaptic endings, 
and a cleft between them.  

Within a neuron, signal transfer is based on the properties of its cell membrane. 
The membrane divides the cell into intra- and extracellular spaces which have different 
ion concentrations. The concentrations are maintained by molecules located in the 
membrane which pump specific ions either into or out of the cell. With regards to the 
electric properties of the membrane, the most important pump is the Na-K pump which 
transfers the Na+ ions out and K+ ions in. The different potentials of the extra- and the 
intracellular spaces form an opposing flow to the one caused by the diffusion arising 
from the concentration differences. Equilibrium is reached when these flows are equal, 
which, in the resting state of the cell, results in a voltage of about -70 mV across the cell 
membrane. This potential is fundamental in the signal transfer along the membrane of a 
neuron. When a signal arrives at a patch of the neuron membrane, that patch 
depolarizes, i.e., the potential decreases, which causes Na+-sensitive channels to open, 
allowing Na+ ions to flow into the cell. This, in turn, further decreases the voltage 
difference. The depolarization also causes the neighboring ion channels to open, and an 
action potential, a constant-amplitude traveling wave along the membrane, is created. 
The action potential lasts only a few milliseconds before the cell is repolarized. 

The electric properties of action potentials are such that they effectively form a 
quadrupole, the magnetic field of which decreases as 1/r3 as a function of distance r. 
Thus, they are difficult to detect with MEG which measures the signal at a minimum 
distance of a few centimeters from the surface of the brain. A more easily detectable 
signal is generated by the postsynaptic potential. When an action potential reaches the 
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synapse, transmitter molecules are released into the synaptic cleft. When these 
transmitters reach the postsynaptic side, the potential in the vicinity of the membrane is 
altered through permeability changes for specific ions. The potential change elicits an 
electric field and a current along the interior of the postsynaptic cell. The synaptic 
currents are effectively dipolar, and the magnetic field generated by them thus 
decreases approximately as 1/r2 as a function of distance r. Furthermore, although 
individually the synaptic currents are weaker than action potentials, the fact that they 
last longer and can occur in parallelly oriented synapses approximately simultaneously 
enables the summation of their fields. This ensuing field is the signal which is typically 
detected with MEG. Furthermore, it has been shown that this magnetic field, both for 
individual neurons and neuronal populations, is generated in the pyramidal cells of the 
cortex (Okada et al., 1997). A detectable magnetic field of this type requires that 
postsynaptic potentials of thousands of cells are synchronized. It has been suggested 
that this type of synchronous firing could reflect activity of cortical neurons that are 
driven by thalamo-cortical fibers (Hari, 1991). This mechanism has been suggested 
mainly for evoked responses. The thalamo-cortical connections are likely to contribute 
to the generation of the macroscopic cortical rhythmic activity as well, specifically in 
the form of intrinsic oscillations of neurons in the cerebral cortex and in the thalamic 
nuclei (Llinás, 1988; Steriade and Llinás, 1988; Steriade et al., 1990).  

However, the exact relationship between the macroscopic oscillations and 
evoked responses remains unclear. A modeling study yielded evidence that both 
structural mechanisms, i.e., changes in coupling between regions, and dynamic 
mechanisms, i.e., changes in neuronal input, can generate evoked and induced rhythmic 
responses (David et al., 2006). It has also been shown that accounting for changes in 
intrinsic connections (reflecting local adaptation) improves the models that are used to 
explain the generation of evoked responses (Kiebel et al., 2007), and that feed-forward 
connections affect the evoked responses throughout the peri-stimulus interval, whereas 
feed-back connections substantially influence the responses only after 200 ms (Garrido 
et al., 2007). Whether the situation is comparable for induced rhythmic responses has 
not yet been resolved. In addition, it has been proposed that evoked responses, or at 
least many of their features, may be generated by phase resetting of oscillatory activity 
(Makeig et al., 2002; Penny et al., 2002). However, evidence exists also for different 
mechanisms being responsible for evoked responses and ongoing oscillations. In a 
visual stimulation study, phase resetting of ongoing alpha oscillations did not account 
for evoked responses (Mazaheri and Jensen, 2006). Instead, the evoked responses 
coincided with transient increases in stimulus-locked gamma oscillations. Furthermore, 
pain-induced suppression of oscillatory activity at both 8-13 and 15-25 Hz ranges was 
found to be negatively correlated with the corresponding evoked responses (Ploner et 
al., 2006). Thus, it is important to note that although synchronous post-synaptic 
potentials generate the detected magnetic fields both for evoked responses and rhythmic 
activity, it is as yet unclear whether the same dynamic and structural mechanisms give 
rise to these processes in neural populations. 
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3.2 Measurement of neuromagnetic fields 
 
Even when thousands of neurons are active synchronously, the magnetic fields 
generated by electric activity in the brain are several orders of magnitude smaller than 
typical magnetic noise. In addition to fluctuations in the Earth’s magnetic field, multiple 
environmental phenomena such as power lines, electric motors and vehicles cause 
transient noise which is much stronger than the signals originating from the brain. 
However, it is still possible to measure the cortically generated signal using 
Superconducting Quantum Interference Devices (SQUID) (Zimmerman and Silver, 
1966), which are superconducting loops interrupted by one or two Josephson junctions. 
When a suitable bias current is applied, the magnetic field passing through the SQUID 
causes a periodically varying voltage. This voltage can be kept linearly proportional to 
the magnetic field by maintaining the SQUID at a constant magnetic field through a 
feedback current. Changes in the magnetic field can be measured by recording the 
amount of applied feedback current. In practice, the measurements must be performed 
in a magnetically shielded room to reduce the level of external noise. Superconductivity 
is currently feasible only at ultra-low temperatures, so the SQUIDs must be placed 
within an insulated container (called dewar), instead of being set directly on the 
subject’s head. The subject is then placed on a chair or a bed underneath the dewar so 
that his/her head is as close to the SQUIDs as possible. The required insulation 
increases the distance to the subject’s head by a couple of centimeters.  

The devices used in MEG measurement are called neuromagnetometers. The 
sensors are laid in a grid formation that covers the entire scalp. The whole-head 
neuromagnetometers can sample the cortical signals without spatial aliasing (Ahonen et 
al., 1993). The neuromagnetometers used in this thesis work, Neuromag-122 (Fig 3.1) 
and Vectorview (Elekta-NeuromagTM), have 122 and 306 sensors, respectively. 
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Figure 3.1: Neuromag-122 neuromagnetometer. Each sensor site contains two planar gradiometers which 
measure the change in magnetic field along orthogonal directions. Adapted from Hämäläinen et al. 
(1993). 
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In neuromagnetometers, the sensors typically consist of two parts, the SQUID and the 
flux transformer (divided further into the pick-up and signal coil). The magnetic field 
passing through the pick-up coil is coupled to the SQUID via the signal coil. The 
properties of the pick-up coil affect which kinds of signals are seen at the MEG sensor-
level. A magnetometer (Fig. 3.2a), with the pick-up coil containing only a single loop, 
records the field component at a given location; gradiometers (Fig. 3.2b,c), which 
consist of both a pick-up coil and an oppositely wound compensation coil, measure the 
field difference between two locations (Hämäläinen et al., 1993). In axial gradiometers 
(Fig 3.2c) the pick-up and the compensation coils are set on top of each other, whereas 
in planar gradiometers (Fig 3.2b) the opposing loops are both set on the same plane. 
The main principle in gradiometers is that a homogeneous field causes opposing flux 
through the oppositely wound coils. Thus, gradiometers are insensitive to homogeneous 
magnetic fields which are likely to be caused by signal sources further away. 
Accordingly, gradiometers are more suitable than magnetometers for recording cortical 
activity when magnetic disturbances resulting from external noise sources are present. 
Furthermore, it has been shown that planar gradiometers record signals from a more 
restricted area than axial gradiometers (Hämäläinen et al., 1993). Thus, although for 
typical source localization different types of gradiometers are equally accurate, 
recordings in a noisy environment can benefit from the use planar gradiometers. 
 

a
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Figure 3.2: Three different types of flux transformers. a) A magnetometer contains a single loop, whereas 
b) a first-order planar gradiometer has a double-D structure and c) a first-order axial gradiometer is 
composed of oppositely wound serial pick-up and compensation coils. Adapted from Hämäläinen et al. 
(1993). 
 
 
Both neuromagnetometer systems (Neuromag-122, Vectorview) that were used in the 
studies presented in this thesis contain two planar gradiometers at each recording site. 
The two gradiometers at each location are sensitive to field changes in orthogonal 
directions which increases the amount of information that can be obtained from the 
recordings. The Vectorview system also contains magnetometers in each of the 102 
measurement sensor locations. In the analysis performed for this thesis, only data 
recorded by the planar gradiometers were used. The MEG analysis results are typically 
visualized by superimposing the identified sources on the subject’s anatomical MR 
image. The co-registration between the modalities (MEG/MRI) is accomplished by 
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defining a common coordinate system using landmarks that are identifiable both in the 
MRI and on the head. Head position indicator coils, the locations of which can be 
determined both with respect to the landmarks and the MEG sensors, enable the 
alignment of MEG results to MRI space via the defined coordinate system. 
 

3.3 MEG source modeling 
 
The recorded MEG sensor signals yield information both on the timing and frequency 
content of cortical activation. However, as multiple source areas can contribute to the 
signal at each recording site, the sensor-level signals need to be decomposed into 
source-level electric activity in order to obtain an accurate spatiotemporal picture of 
neural activity. Although this determination cannot be performed unequivocally, 
reasonable constraints based on physiology and anatomy enable the solution of this 
neuromagnetic inverse problem. Here, the neural currents must be modeled, or else the 
solution constrained by some criterion, and the conductivity profile of the head needs to 
be defined. 

3.3.1 MEG forward and inverse problems 
 
The MEG forward problem consists of calculating the magnetic field generated by a 
known electric current. Typically the current is divided into two components; the 
primary current and the volume currents. Accordingly, the current density J(r'), i.e., the 
electric current at a given location, can be expressed as: 
 

)(r'r'r'Jr'J Vp ∇−= )()()( σ ,      (3.1) 
 
 
where Jp(r') is the primary current, σ( r') the macroscopic conductivity and V(r’) the 
electric potential at location r'. The primary current is concentrated in the vicinity of the 
cell, whereas the volume currents are distributed throughout the brain. Thus, 
localization of the primary current yields the neuronal activity of interest. If all the 
primary currents and the conductivity of the head are known, the magnetic field outside 
the head, based on the quasistatic approximation of Maxwell’s equations and the Biot-
Savart law (following derivations in  Sarvas, 1987; Hämäläinen et al., 1993), can be 
calculated as: 
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where μ0 is the magnetic permeability in vacuum, r the measurement location and G 
denotes the conductor. Divergence of equation (3.1) yields: 
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From the quasistatic approximation of Maxwell’s equations, since the divergence of a 
curl is zero, we see that ∇⋅J(r')=0. Accordingly, we obtain: 
 

( ))(r'r'r'J Vp ∇⋅∇=⋅∇ )()( σ  .      (3.4) 
 
This equation can be solved for V either analytically or numerically depending on the 
conductor medium. With a solution for V the magnetic field outside the head can be 
calculated according to equation (3.2). In a piecewise homogeneous conductor, ∇σ is 
non-zero only at boundaries, and the second term of equation (3.2) can be written as a 
sum of surface integrals over boundaries: 
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where Gi denotes the regions with different conductivities σi.  
 In MEG analysis, the head is typically modeled as a spherically symmetric 
conductor. It is often a good approximation, as the results obtained differ only a little 
from those obtained with more accurate models (Hari and Ilmoniemi, 1986; Tarkiainen 
et al., 2003). Furthermore, it can be shown that in a spherically symmetric conductor, 
radial currents do not generate magnetic fields outside the conductor (Hämäläinen et al., 
1993). As the head is approximately spherical, radial currents generate only a weak 
magnetic field outside the head, and MEG is most sensitive to tangential sources. In 
addition, in a spherically symmetric conductor, volume currents do not affect the radial 
component of the magnetic field outside the head (Hämäläinen et al., 1993). Although 
the sensors of an MEG system are typically positioned so that they mostly measure the 
radial field component, other field components are also recorded, and the generated 
tangential field components need to be calculated in the forward solution. In a 
spherically symmetric conductor model, the tangential field components can be 
computed without knowing the conductivity profile. However, if multiple layers are 
used in the conductor model, there are possible problems with numerical instability of 
the solutions, both for spherically symmetric and for realistically shaped conductors. In 
a multilayer spherically symmetric conductor, an isolated problem approach has been 
shown to yield accurate results (Hämäläinen and Sarvas, 1989). In addition, the currents 
on the skull and scalp were shown to contribute negligibly to the recorded field. Thus, 
for realistically shaped conductor models, one may avoid numerical problems and still 
obtain accurate results by using a single-layer brain-shaped homogeneous conductor 
model.  

The neuromagnetic inverse problem refers to the estimation of the cortical 
currents that generated the measured magnetic fields. It is not possible to unequivocally 
determine the current distribution inside a conductor from knowledge of the 
electromagnetic field outside the conductor (Helmholz, 1853). This situation results 
from the fact that multiple source distributions can cause identical electromagnetic 
fields outside the conductor. Thus, it is mathematically impossible to identify the 
correct one among them. In practice, source models which are based on the physiology 



Magnetoencephalography 
 

25

of the brain can be used to circumvent this problem, enabling the estimation of the 
current distribution underlying the recorded magnetic fields.  
 
 

3.3.2 Equivalent current dipole (ECD) 
 
The most commonly used source model representing cortical activity is the dipole 
model (Kaufman et al., 1981; Tuomisto et al., 1983). In this framework, the primary 
current is modeled as a point-like current dipole. The dipole is a good approximation of 
coherent activation of a large number of pyramidal cells, observed some distance away 
from the active cortical area (Baillet et al., 2001). The model consists of a dipole with 
an orientation and strength, defined at a specific location: 
 
 )()( q

p rrQrJ −= δ .         (3.6) 
 
Here Q is the current dipole, rq its location and δ(r) is the Dirac delta function. The 
location and the orientation of the dipole can be determined by finding the best fit to the 
data using a nonlinear least-squares search (Tuomisto et al., 1983). This search is 
typically done at a single time-point, and temporal correlations are ignored. It is also 
possible to construct a multi-dipole model by identifying active source areas separately 
at different time points. If the sources overlap both spatially and temporally, a multi-
dipole calculation that incorporates several dipolar sources, maintaining their positions, 
can yield correct results (Scherg et al., 1989). This procedure takes into account the 
spatiotemporal course of the signals as a whole, instead of individual time samples. 
Dipole modeling can be used for localizing oscillatory activity as well. The recorded 
MEG data are band-pass filtered and ECDs are estimated sequentially at regular time-
intervals with least-squares fit to a chosen subset of sensors (Salmelin and Hämäläinen, 
1995). 
 

 3.3.3 Minimum norm estimates 
 
Alternatively, if one does not wish to assume activation of only a small patch of the 
cortex, distributed current configurations can be used to represent neural activity. The 
first approach of this type was called minimum norm estimate (MNE; Hämäläinen and 
Ilmoniemi, 1984). MNE transforms the recorded sensor-level data into brain-level 
current distributions, with the sole assumption that the activity is confined to a certain 
area or volume. In practice, a set of points inside a conductor is defined, representing all 
possible source locations. As the forward solution can be computed for known electric 
currents it is possible to obtain the fields generated by unit-strength sources at these 
locations. MNE seeks a combination of weights for these sources that both minimizes 
the norm of the current distribution and explains the recorded data. The assumption is 
that the source configuration with the overall smallest amplitude is the most likely to be 
correct. As the MEG sensors are located at a relatively long distance from the brain 
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(and as the recorded signals contain noise), the obtained source distributions are usually 
somewhat blurred (Uutela et al., 1999). 

Minimum current estimation (MCE) is a subtype of minimum norm estimates 
(Uutela et al., 1999). In MNE, the minimized norm for the current is the L2-norm 
(absolute value squared), whereas in MCE the norm used is L1 (absolute value). The L1 
norm results in more focal source estimates than L2 norm (Matsuura and Okabe, 1995), 
which might be neurophysiologically more feasible. A method for obtaining the 
minimum current estimates in the frequency domain (MCEFD) has also been developed 
(Jensen and Vanni, 2002). In this method, the data are transformed into frequency space 
for each successive time segment. The source estimates are then obtained by calculating 
the minimum current estimates for every time segment at the frequency of interest and 
by averaging those estimates.  
  

3.3.4 Beamforming 
 
A group of localization methods have been developed based on the principles of spatial 
filtering, commonly known as beamforming (Van Veen and Buckley, 1988; Robinson 
and Vrba, 1997; Van Veen et al., 1997; Gross and Ioannides, 1999; Sekihara et al., 
2001). In beamforming techniques, the sensor-level data is filtered spatially so that 
estimates of activity are obtained simultaneously at all locations in the brain. The filter 
parameters are obtained by solving a constrained minimization problem: 
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where C is (usually) the covariance matrix, L the forward solution for all sensors at 
location r0 for source orientation q0, and H is the variable containing the filter 
parameters to be solved. Thus, parameters are sought that minimize the total variance of 
the data while constraining the gain from the region of interest to unit output. This 
problem is solved separately at each location, or each set grid point, in the brain. Thus, 
one actually obtains multiple spatial filters which each have their own “band-passes”, 
i.e., each filters activity in a manner specific to the location in question. Equation (3.7) 
represents the adaptive beamformer minimization, in which the spatial filter parameters 
depend on the data. Alternatively, the spatial filter weights could be determined 
independently of the data, i.e., merely based on the location where the solution is 
sought. The solution of the minimization problem in Eq. (3.7) has been shown to be 
similar to the minimum norm solution when a priori information of uncorrelated 
sources is included in the minimum norm solution (Mosher et al., 2003; Hillebrand et 
al., 2005). Thus, although these two approaches have been derived from different 
viewpoints, they are in fact very closely related, and their main difference lies in the 
definition of the data covariance (Mosher et al., 2003). The main benefit in 
beamforming is that the techniques do not require a priori assumptions about the 
number of active sources. The main drawback is that if sources are perfectly correlated, 
the beamforming solution fails. One should note, however, that valid beamformer 
solutions can be obtained even with quite high correlations (up to about 0.7; Hillebrand 
et al., 2005). Furthermore, even nearly perfectly correlated sources can be localized by 
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performing the beamformer estimation for different sources with separate selections of 
channels, e.g., by focusing on one hemisphere at a time (Herdman et al., 2003). 
Beamforming techniques have been refined further by incorporating permutation testing 
and estimation of distributions from multiple conditions to test for the significance of 
the estimates, both at individual and group level (Vrba and Robinson, 2001; Singh et 
al., 2003). In addition, it has been proposed that higher order covariance matrices yield 
better results than the traditional covariance matrix (Huang et al., 2004). A dual-source 
beamformer, where the forward solution patterns are calculated for source pairs instead 
of single sources, can be used to improve the beamformer estimates when highly 
correlated sources are present (Brookes et al., 2007).  
 
 

3.3.5 Other techniques  
 
Multiple other source modeling techniques have also been used in solving the MEG 
inverse problem (Mosher et al., 1992; Baillet et al., 1999; Mosher and Leahy, 1999; 
Baillet et al., 2001; Gavit et al., 2001; David et al., 2002; Grasman et al., 2004; Jerbi et 
al., 2004). Many of those approaches have aimed at finding the equivalent current 
dipoles more automatically, without selections made by the researcher (Mosher et al., 
1992; Mosher and Leahy, 1999; Gavit et al., 2001), while other techniques seek to 
improve the localization by combining MEG and EEG data (Baillet et al., 1999). It is 
worth noting that a current dipole may not always be the best model for neural activity. 
For example, multipoles may yield more accurate and sensitive results than dipolar 
models, at least when large cortical patches are active  (Jerbi et al., 2004). 
 
All in all, there are various techniques that can be used in MEG to proceed from the 
sensor level to source level. It cannot be said that one is superior to the others. Each 
technique has its own strengths, and choosing the most appropriate method depends on 
the type of data being analyzed. Specifically, there are differences in how valid each 
model type is in explaining the data. In this thesis, I have focused on the development 
and application of a technique belonging to the group of beamformers. Because of the 
close relationship between the various MEG source localization approaches, the results 
should, nonetheless, be relevant for MEG imaging in general. 
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4 Dynamic Imaging of Coherent Sources: Methods (P1, P3, 
P4, P7, P8) 
 
There were originally two main ideas behind the design of Dynamic Imaging of 
Coherent Sources (DICS). First, DICS transfers beamforming into frequency domain, 
enabling the imaging of oscillatory power in continuous tasks at the cortical level. 
Second, DICS enables the estimation of interactions, specifically coherence, at the 
cortical level without a priori defined regions of interest. The more recent development 
of event-related DICS (erDICS) adds the possibility of determining event-related 
modulation of rhythmic activity at the cortical level. 
 

4.1 Basics of DICS (P1) 
 
Cortico-cortical and cortico-muscular interactions have traditionally been estimated at 
the MEG and EEG sensor level. In DICS, beamforming enables the estimation of these 
measures at the cortical level. DICS uses a cross-spectral density (CSD) matrix to 
represent the sensor-level data. The CSD matrix carries information about the 
oscillatory components and their mutual linear dependencies. In earlier beamforming 
techniques, the covariance matrix was used to represent the sensor-level data and 
therefore the coherence could not be computed, since the required information was lost 
during the averaging across trials required for estimating the covariance matrix. DICS 
can be applied, in principle, to both EEG and MEG data; here, we focus on MEG data. 
 In DICS, the CSD between two signals x(t) and y(t) (representing data recorded 
by two sensors) is calculated using Welch’s method of spectral density estimation 
(Welch, 1967). First, the signals are transformed segment-wise into Fourier space. 
Typically, partially overlapping segments that are ca. 1 second long are used. The 
transformed signals X(f ) and Y(f ) are then used to calculate the CSD for each segment: 
 

( ) ( ) ( )fff *Y XC = ,        (4.1) 
 
where Y* denotes the complex conjugate. The CSD representing the data is calculated 
by averaging the CSDs across segments. The CSD matrix is obtained by performing 
this calculation between all sensor combinations, including the sensor with itself. In 
addition to the MEG data, e.g., EMG or electro-oculogram (EOG) data may be 
incorporated into the matrix. The resulting matrix contains on its diagonal elements the 
CSDs of the signals with themselves, i.e., the power spectral densities. The cross-
spectral terms are located on the off-diagonal elements. Coherence can be calculated 
according to equation (2.1) by dividing the squared magnitude of the cross spectral term 
with the power spectra of the corresponding signals. 
 The sensor level representation is transformed to the cortical level through a 
linear transformation. This transformation acts as a spatial filter/beamformer so that 
both power and coherence can be estimated at any location in the brain. The 
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transformation A is formed so that it passes activity in location r with unit gain while 
suppressing the interference from all other sources. This notion can be formulated as a 
constrained minimization problem: 
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where M is the Fourier transformed data (recorded by all sensors), ε denotes the 
expectation value, and the columns of L(r) contain the solution of the forward problem 
(i.e., the field generated at each recording site by a known current) for two orthogonal 
tangential unit dipoles at location r. The beamformer minimization also contains 
regularization defined by the parameter α, where a larger parameter yields a spatially 
more extended representation of a source. As can be seen from equation (4.2), the 
solution for transformation A depends on the data, i.e., DICS is an adaptive beamformer 
where the correlation between sources is exploited in the minimization of output 
variance. The solution of equation (4.2) is obtained by minimizing the corresponding 
Lagrange function (with ε[|AM|2]=AC( f )AT, where C( f ) is the CSD matrix), and the 
solution becomes (Gross and Ioannides, 1999): 
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where Cr( f )=C( f )+αI, The cross-spectral estimates between the four tangential source 
combinations at two location r1 and r2 can then be obtained according to: 
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When r1 equals r2, the solution represents the power spectral density. One should also 
note that the cross-spectral density is calculated for the orthogonal tangential sources 
spanning all the possible tangential source configurations. If the singular values of 
Cs(r1,r2, f ) differ sufficiently, i.e., λ1>>λ2,  the cross spectrum can be attributed to 
sources with fixed orientations. In this case, the cross spectra can be estimated along the 
dominant source direction according to: 
 

{ }),,(),,( 21121 ffc ss rrCrr λ= ,      (4.5) 
 
where λ1{} denotes the larger singular value of the expression in the braces. If there is 
no clear difference between the singular values, the trace of the cross spectrum is used 
instead. 
  In practice, the analysis is performed by determining a three-dimensional grid, 
which covers the brain with suitable intervals (5-10 mm) between grid points, and by 
calculating power and coherence estimates at each location. The results are presented as 
noise-normalized parametric statistical maps (pSPM) and as coherence maps where the 
values range from 0 to 1. These maps are overlaid on the individual anatomical MRIs. 
Figure 4.1 shows the power estimate at 8-13 Hz obtained with DICS from data recorded 
during rest. 
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Figure 4.1: DICS pSPM at 8-13 Hz during rest. 
 
 
In the mapping of cortico-cortical coherence, a cortical reference area needs to be 
identified first. This can be done, for example, by determining source areas that display 
high levels of oscillatory power at a given frequency. Figure 4.2a shows locations of 
four simulated sources and Figure 4.2b the pSPMs on the same axial slices. The two 
sources on the upper plane were coherent with each other, as were the two sources on 
the lower plane. Figure 4.2c shows the coherence maps when the leftmost sources on 
each plane were taken as cortical reference regions. The simulated data showed that 
both the localization and the DICS coherence estimates were accurate, also for highly 
correlated sources (coherence of 0.95) and regardless of the SNR. 
 

      

a

b

c

Simulated sources

pSPMs

Coherence estimates

1.0

0.5

0

 
 
Figure 4.2: Simulated data. a) Locations of simulated sources, b) pSPMs and c) coherence estimates, with 
the leftmost sources on each plane selected as cortical reference areas. Adapted from P1. 
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4.2 MEG tomographic maps in the frequency domain (P3) 
    
The properties of tomographic maps obtained with the frequency domain beamforming 
of DICS were then investigated in more detail. Two aspects were of primary interest: 
the spatial resolution of the estimates at different cortical locations and the confidence 
volumes of local maxima. The former measure yields information on the separability 
between neighboring source areas, the latter on the extent of the area where the true 
source is located with a given probability. These aspects were studied using both 
simulated and real data. We found that the spatial resolution varies with the cortical 
location, measured as the full width at half maximum (FWHM). Specifically, with 
uniform SNR at all locations in the brain, the resolution is worst in the deep areas, as is 
to be expected (Tarkiainen et al., 2003), but also in the more frontal areas where the 
sensor coverage is poor (Fig 4.3a). Thus, it may be difficult to separate sources of 
activity originating in frontal areas from each other, and coherence estimates can more 
easily yield spurious results within the frontal cortex than elsewhere in the brain. 
Coherence resulting from such leakage between spatial filters, i.e., due to the same 
signal detected at multiple sites (see leakage of spatial filters; Van Veen and Buckley, 
1988), can be detected and rejected using surrogate data (Halliday et al., 1995; Palus 
and Hoyer, 1998; Faes et al., 2004), but the original localization with DICS might be 
misleading. However, for real recorded data, the SNR in different locations varies and 
this effect needs to be taken into account when the resolution of the tomographic maps 
are considered. The oscillatory power at each location can be used as an estimate of the 
SNR.  Figure 4.3b portrays oscillatory power at 7-13 Hz for a 5-min recording when the 
subject was resting with eyes open. When this power map was used in estimating the 
FWHM, a clear reduction (i.e., improvement compared to the uniform SNR condition) 
was detected in the sensorimotor and occipital areas (Fig 4.3c), corresponding to the 
maxima of the power estimates.  
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Figure 4.3: Resolution of DICS power estimates on six different axial slices. (a) The FWHM (in mm) at 
SNR 20 dB. (b) The ratio of power to noise at 7-13 Hz during rest. (c) The FWHM (in mm) at 7-13 Hz 
during rest. The oscillatory power at each voxel was used as an estimate of the SNR. Adapted from P3. 
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The confidence volume of the DICS localization was investigated using bootstrapping 
(Efron, 1979). The main benefit of bootstrapping is that it does not require assumptions 
about the distribution of the data. In practice, the calculation was done by using the 
segment-wise cross-spectral densities. A selected number of these segments were drawn 
randomly from the population, averaged and used to localize the maximum power. The 
random draw was repeated a large number of times to obtain a distribution and, 
subsequently, a confidence volume for the localization of the maximum. Here, this 
procedure was used to test the localization of the 7-13 Hz maximum for data recorded 
while the subject was resting with his eyes open. Figure 4.4 shows the probability map 
when 300 segments were used in the bootstrapping (300 seconds of data), and the 
bootstrapping was performed 10000 times. The small confidence volume demonstrates 
that the DICS localization is highly reliable, at least when there is enough data.  
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Figure 4.4: Probability map for localization of 7-13 Hz component during rest, obtained using 
bootstrapping. Adapted from P3. 
 
 
It is also important to estimate how the length of the recording affects the confidence 
volume. We tested data segments of 30, 60, 120, 180 and 300 seconds. Table 4.1 
summarizes the results. The confidence volume increased substantially for shorter data 
segments, but for segments longer than two minutes the volume remained quite stable. 
Naturally, the exact segment length at which this stabilization occurs depends on the 
recorded data and the strength of oscillations. 
 

Length (s)  95% (mm)  99% (mm)
30 8.5 11.9
60 3.5 4.9

120 1.8 2.3
180 1.5 2.1
300 1.5 1.5

 
Table 4.1: Confidence volumes (95% and 99%) for 30- to 300-second data segments, obtained using the 
bootstrap method. Adapted from P3. 
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4.3 Localization of rhythmic activity in continuous tasks (P4) 
 
Various approaches have been used in MEG to localize rhythmic activity at the cortical 
level during continuous tasks. We investigated how DICS compares to two of these, 
namely to band-specific ECD (Salmelin and Hämäläinen, 1995) and MCEFD (Jensen 
and Vanni, 2002). Both MCEFD and DICS yield simultaneous estimates of oscillatory 
activity at all cortical locations. In band-specific ECD, dipoles are fitted sequentially to 
data recorded by selected subsets of sensors. At each time point, the best-fitting dipole 
is accepted if the goodness-of-fit value (Kaukoranta et al., 1986) exceeds and the 
confidence volume remains below pre-defined threshold values. The ECD results were 
displayed as dipole density plots. A regular grid covering the entire brain was formed, 
and the number of dipoles within a set distance from each grid point was calculated. 
The resulting map showed the density of dipoles at each cortical location, which can be 
compared with the distributed maps of DICS and MCEFD.  

Based on analysis of both simulated and real recorded data, we found that all 
three methods gave fairly similar results. All methods were able to localize the principal 
sources of rhythmic activity quite well when the SNR was high. However, when the 
SNR was reduced, dipole modeling tended to fail. In addition, we tested how well the 
methods could separate neighboring source areas. When two simulated sources were 
placed in the brain at varying distances form each other, there were clear differences 
between the methods, as illustrated in Figure 4.5. When the two sources were 4 cm 
apart, all methods successfully found two active areas (Fig. 4.5c). When the distance 
between sources was 1 cm, all methods yielded one active area between the two real 
sources (Fig. 4.5a). However, at a distance of 2 cm between the sources, DICS was the 
only method that was able to separate the source areas from each other (Fig. 4.5b). 
Furthermore, when a more complex simulation of eight sources was used, DICS was 
the only method that was able to identify all sources. 

 
a

b

c

Sources DICS MCEFD Dipole
modeling

 
 
Figure 4.5: Separability of sources at distances of 1 cm, 2 cm and 4 cm with DICS, MCEFD

 and band-
specific ECD. a) All approaches yielded incorrect results at 1-cm distance, b) only DICS separated the 
sources at 2-cm distance, c) all approaches yielded correct results at 4-cm distance. Adapted from P4.  
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These types of clear differences were observed only on simulated data. On real recorded 
data all three methods yielded rather similar results. Figure 4.6 illustrates the 
localization of 10-Hz and 20-Hz rhythms in one subject when he was resting, eyes 
closed. In DICS, it is possible to incorporate the field generated by an identified source 
into the noise space. Thus, one may identify weaker sources whose activity is masked 
by a stronger source in the same frequency band. Using this approach, it was possible to 
identify source areas from real data which were not detected by ECD or MCEFD. 
Similar signal space projection approaches could, in principle, be applied to MCEFD and 
band-specific ECD as well. These types of approaches should be used with caution, 
however. If a source area is included into the noise space incorrectly (a mislocalized 
source), it may have an adverse effect on subsequent localization.  
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Figure 4.6: Localization of 10-Hz and 20-Hz components with dipole modeling, MCEFD and DICS. The 
subject was resting, eyes closed. Adapted from P4. 
 

4.4 Localization of event-related modulation of rhythmic activity (P8) 
 
DICS was originally intended for analysis of rhythmic activity and coherence between 
cortical areas during continuous tasks. However, event-related modulations of rhythmic 
activity are also likely to be key mechanisms of information processing in the brain. 
The modified version of DICS, event-related DICS (erDICS), allows imaging of such 
modulations by using a filter bank based on Morlet wavelets that yield frequency 
distributions within short time intervals. The Morlet wavelet is defined as: 
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where t is time, S a scaling parameter, fc the center frequency of the wavelet and σt its 
standard deviation in the time domain. By replacing the Fourier transformation with 
wavelet decomposition in the calculation of the sensor-level cross-spectral density, one 
obtains a matrix containing both frequency and time information. Otherwise, the 
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erDICS beamformer is constructed analogously to DICS (equations 4.2 and 4.3), and 
the spatial filter solution becomes: 
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where Cr( f, t) is the time-dependent cross-spectral density matrix. This modification 
allows calculation of time-dependent estimates of oscillatory power at frequencies of 
interest. Furthermore, by comparing different time instances (activation vs. baseline), it 
is possible to identify both increases and decreases of rhythmic activity in the brain.  
 We tested two approaches for applying the time-dependent CSD to obtain power 
estimates at the cortical level. In the first method, the time-dependent CSD matrix was 
averaged across trials, and the resulting mean CSD was used to beamform the recorded 
data to the cortical level. From these time courses, the oscillatory power was calculated 
by band-pass filtering the data and evaluating the instantaneous amplitudes via the 
Hilbert transform. In the second approach, the power maps were calculated separately 
for each trial using single-trial time-dependent CSDs. The final power estimate was 
obtained by averaging these individual power maps. Statistical significance of the 
estimates can be evaluated by permutation of time courses (first approach) or individual 
power maps (second approach). 
 These two approaches were compared using a simulation where three sources 
were set to oscillate at around 20 Hz. The activity of the sources was initially 
suppressed after an event, followed by a rebound. Figure 4.7a shows the results from 
the mean CSD and single-trial CSD approaches. The mean CSD approach yielded an 
accurate and focal representation of the correct source areas, whereas the single-trial 
CSD approach yielded an estimate that was more spread out both in time and space. For 
the mean CSD approach, the locations of the maxima of the erDICS maps were always 
at the correct location down to SNR of 1/15. For the single-trial CSDs, the maximum 
suppression was detected at an incorrect time-instance. The reason is that the temporal 
resolution of wavelets was too low to separate events close in time, an effect that is 
enhanced when the power maps are estimated at low SNR, which is avoidably the case 
for single trials. When the temporal separation between the suppression and the rebound 
was increased, the single-trial approach identified the suppression at the correct time, 
although the estimates were still spatially more extended (Fig. 4.7b).  
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Figure 4.7: erDICS power maps for simulated data with mean CSD and single-trial CSD approaches, 
when the end of suppression and start of rebound were a) 300 ms and b) 1200 ms apart. Adapted from P8. 
 
 
The statistical evaluation of the results was performed using maximum statistic   
permutation testing. The voxel-based random permutation test was implemented by first 
calculating a statistic (a common Student’s t-test) for the two distributions (trial-to-trial 
power levels in the “active” and “baseline” intervals). The samples in the two 
distributions were then permuted randomly and a new t-value was calculated for this 
distribution. The test distribution of t-values was obtained by repeating this step 5000 
times and by recording all the t-values. The p-values at each voxel were then estimated 
by comparing the original t-value to this distribution. Furthermore, the maximum and 
minimum t-values from the test distributions in each voxel were collected, defining new 
test distributions across voxels. The final p-values in each voxel were estimated by 
comparing the original t-values to the maximum/minimum distributions. 

As the mean CSD approach yielded spatially more focal and temporally more 
accurate results for the power maps, we performed the statistical testing only for this 
approach. In the procedure we included a fourth source in the simulation. This source 
elicited a strong (artefactual) rebound in 1/20 of the trials. Thus, apparent power in this 
area did not result from systematic differences between time windows. Both the power 
and statistical estimates of the suppression yielded the correct results under reasonable 
SNR (Fig. 4.8a). The power estimates of the rebound showed a maximum at the 
location of the spurious source. However, the activity at this location did not pass the 
statistical testing (Fig. 4.8b). 
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Figure 4.8: erDICS power and statistical estimates of a) suppression and b) rebound for simulated data at 
various SNR values. Adapted from P8. 
 
 
We applied the method to two real datasets, one recorded during index finger 
movement and the other during silent reading of words. In the finger movement task, 
the sensor-level spectra showed strong reactivity at around 20 Hz. Both the power and 
statistical maps clearly showed contralateral activation of the motor cortex, as expected 
(Fig. 4.9a). In the silent reading task, the sensor-level spectra revealed modulation of 
activity at 7-14 Hz. The erDICS power and statistical maps showed salient involvement 
of four source areas (Fig. 4.9b). The identified areas accounted for 71% and 79% of the 
variance in the data for the right finger lift and for the reading data, respectively. 
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Figure 4.9: erDICS power and statistical estimates for a) right index finger lifting at 14-27 Hz and b) 
silent reading at 7-14 Hz. Adapted from P8. 
 

4.5 Localization of interacting cortico-cortical networks (P1, P7) 
 
In theory, interacting cortico-cortical networks could be identified by estimating 
coherence between all possible locations in the brain. This type of analysis, however, 
has multiple drawbacks. First, it is computationally taxing, at least when small voxel 
sizes are used. Second, it can be difficult to identify the relevant coupling from amongst 
a vast number of connections. In addition, there are specific problems when EEG/MEG 
data is analyzed in this manner. Specifically, in beamforming analysis, without 
constraining the coherence analysis to long-range coupling, leakage effects between 
spatial filters may easily dominate the obtained picture of connectivity. This is 
especially true if coherence analysis is also extended to deeper areas in the cortex. In 
addition, if there is no actual cortical activity around the voxel used as a reference in the 
mapping of cortico-cortical coherence, the obtained estimates can be quite misleading. 
Thus, in practice, it is better to first identify accurately a single cortical reference area, 
or a few areas, and then use them in localizing interacting cortico-cortical networks. 
This can be done by identifying cortical areas that show high levels of oscillatory 
activity or whose rhythmic activity is modulated by the task (Fig. 4.10a). Alternatively, 
coherence with external reference signals, such as EMG, may be used (Fig. 4.10b). It 
appears, however, that in many tasks oscillations in the relevant areas do not necessarily 
exceed the level of background activity. Furthermore, suitable external reference signals 
are often not available, especially in cognitive tasks. A more general approach is to 
calculate coherence between all voxel combinations, excluding neighboring voxels and 
brain areas in which the resolution of MEG is at its worst, and to identify voxels which 
show the highest number of connections to other regions (Fig 4.10c). 
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Figure 4.10. Identification of cortical reference areas based on a) oscillatory power, b) coherence with an 
external reference signal and c) direct estimation of cortico-cortical coherence. 
 

4.5.1 Localization of interacting areas via oscillatory power and external 
reference signals (P1, P7) 
 
In continuous tasks, the brain frequently shows spontaneous rhythmic activity that is 
present much of the time. This activity, and the areas that elicit it, may not necessarily 
be relevant to the performance of the studied task. Modulation of the spontaneous 
rhythms across conditions or their modulation in neurological disorders, however, may 
enable localization of more pertinent components of the network of interest. Figure 4.11 
illustrates results from a Parkinsonian patient with right-sided tremor. Here, both pSPM 
(Fig. 4.11b) and coherence with EMG recorded from the arm muscles during the tremor 
(Fig 4.11a) pointed to the primary motor cortex (M1). Figure 4.11c depicts the cortico-
cortical coherence where the left M1 served as the reference area and the other 
maximum corresponds to the premotor cortex. Although the interaction mapping in 
DICS is based on coherence, it is possible to evaluate other types of interactions for the 
identified ROIs. A spatial filter (Van Veen et al., 1997) was used to estimate time 
courses of activation at the defined locations. Figure 4.11d illustrates coherence and SI 
calculated between the estimated time courses at M1 and the premotor cortex. The 
synchronization between the areas was substantially increased as the Parkinsonian 
tremor started.  
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Figure 4.11: DICS estimates of cortico-muscular and cortico-cortical coherence during Parkinsonian 
tremor. a) Cortico-muscular coherence, b) pSPM, c) cortico-cortical coherence and d) coherence and 
synchronization index between M1 and the premotor cortex. Adapted from P1. 
 
 
When a single, functionally comparable, cortical reference area can be identified across 
subjects, it enables robust investigation of cortico-cortical networks at the group level. 
Coherence can be calculated from this common reference area and the resulting maps 
can be subjected to group-level analysis. Figure 4.12a illustrates a set of simulated 
interacting areas, and 4.12b the group-level coherence map obtained with a one-sample 
t-test, using SPM2 software (Wellcome Department of Imaging Neuroscience, 
University College London, United Kingdom, 
http://www.fil.ion.ucl.ac.uk/spm/spm2.html). The common reference area was 
identified based on coherence with an external reference signal, and a one-sample t-test 
across subjects was calculated for the spatially normalized coherence maps that had 
been calculated starting from this area. The analysis revealed all coherent sources and 
two additional spurious areas that exceeded the threshold (p<0.05) of the one-sample t-
test. 
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Figure 4.12. Group-level mapping of cortico-cortical coherence, starting from a common reference area 
that was identified based on coherence to an external reference signal. a) Locations of coherent sources 
(triangles) and noncoherent sources (rectangles) projected to one left- and one right-hemispheric slice. b) 
Cortico-cortical connections at the group level, starting from a common reference area. In each view, the 
crosshairs indicate the maximum on which the slice was centered. Adapted from P7. 
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4.5.2 Localization of interacting areas directly via cortico-cortical coherence 
(P7) 
 
When suitable external reference signals are not available and oscillatory power fails to 
reveal the areas of interest, one possible solution is to directly estimate cortico-cortical 
coherence, without selecting a specific reference area beforehand. In connection density 
estimation (CDE), one approach of this type, we divide the brain into voxels and 
compute coherence for all voxel combinations, excluding connections between 
neighboring voxels. CDEs are obtained by counting, for each voxel, the number of 
connections for which coherence exceeds a chosen threshold. As this analysis is aimed 
at identifying cortical reference areas, rather than identifying the entire network, the 
search space can be restricted to more superficial areas, or even to limited regions of 
interest. Such limitations can be used to reduce spatial filter leakage effects, as the areas 
where the resolution is worst can be excluded from the analysis. A similar benefit can 
be obtained by increasing the minimum length of accepted connections. Figure 4.13a 
illustrates the results of CDE for the simulated network shown in Fig. 4.12a, where 
coherence was estimated between voxels located more than 5 cm from each other and 
within 15 mm of the surface of the cortex.  
 If CDE leads to identification of a common cortical reference area across 
subjects, that area can be used for group-level mapping of cortico-cortical coherence in 
the entire brain. However, if the areas identified based on CDE are too variable for this 
approach, coherence mapping must be performed in individual subjects with each of the 
localized CDE maxima as starting points. Figure 4.13b shows the identified connections 
starting from the eight CDE maxima in Fig. 4.13a. 
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Figure 4.13. Network identification starting from connection density estimates (CDE). a) Focal maxima 
of CDE maps. Each point in these maps gives the number of connections from that voxel to all other 
voxels included in the search, normalized to the highest number of connections per voxel. b) Coherent 
connections (coherence > 0.1), starting from CDE-based reference areas. The left-most column portrays 
the coherence of a reference area with itself. Spurious reference areas and spurious connections are 
marked with a black box. Adapted from P7. 
 
 
CDE can be performed either at individual or group level. The group-level analysis can 
be beneficial if its increased statistical power outweighs interindividual variability in 
node locations. Figure 4.14a illustrates the accuracy of CDE, performed at individual 
and group level, for three simulated datasets with different intersubject variability (9 
simulated subjects; 0, 5-7 and 10-12 mm intersubject variability). The individual-level 
analysis resulted in localization of sources within, on average, 7 mm from the correct 
locus. The group-level localization was more accurate than the individual-level results 
only when there was no intersubject variability; otherwise the individual-level 
localization was more accurate. This indicates that in CDE the benefits obtained from 
increased statistical power of a larger subject population are relatively small. 
Accordingly, CDE should be used at the individual level whenever possible, as it is 
probably not realistic to assume that the intersubject variability of functionally 
corresponding areas would be less than 5 mm (Xiong et al., 2000). 
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 The intersubject variability in the node locations also affects the localization 
accuracy of the final group-level network. The final network is identified based on 
consistency estimation of individual-level nodes, i.e., by calculating how many subjects 
have a significantly coherent nodal point within a specified distance of a voxel in 
normalized coordinates. Figure 4.14b depicts the accuracy of network identification, 
when either the node coordinate identified from the group map or the individually 
identified point closest to the group maximum was used to represent the node. When 
the intersubject variability was zero, the group-level localization was more accurate, 
and when the variability was large, individual-level identification was more accurate. 
However, at intersubject variability of 5-7 mm, there was no statistical difference 
between individual and group-level localization accuracies. Thus, in the final network 
identification, the increased statistical power obtained from group analysis was more 
useful than in CDE. 

The specificity of CDE can be improved by limiting the coherence estimation to 
source areas in which current flow has an approximately constant orientation. This 
neurophysiologically reasonable assumption is based on the fact that MEG detects 
simultaneous activity in thousands of parallelly oriented dendrites in a small cortical 
patch. Thus, a source with a dominant direction of current flow is more likely to reflect 
accurate localization than a source with labile orientation. The orientation constraint is 
incorporated into DICS by evaluating whether the beamforming estimate at a given 
location can be attributed to a source with a fixed orientation. The main benefit of this 
constraint in CDE is that it reduces the effects of spatial filter leakage in identification 
of cortical reference areas. Specifically, CDE yielded fewer spurious areas and more of 
the real areas when coherence was estimated only between sources that had relatively 
fixed orientations (Fig. 4.14c). 
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Figure 4.14: CDE accuracy, effects of orientation fixedness criterion, and accuracy of final network 
localization. a) Error in localizing the nodal points (mean + SEM) from individual vs. group-level CDE 
when the intersubject variability was either 0, 5-7 or 10-12 mm in three simulations. Significant 
differences (paired samples t-test p<0.05) are marked with brackets. b) Localization error in final network 
identification (mean + SEM) when nodal points were determined from group-level data and when nodal 
points were determined from individual results, for three levels of interindividual variability in node 
locations. c) Number of identified real (solid curve) and spurious (dashed curve) network nodes as a 
function of the singular value ratio (estimate of source orientation fixedness). Adapted from P7. 
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Real recorded data cannot be used to evaluate the accuracy of any method, but it is 
possible to compare different approaches and test to which precision they yield similar 
results. In a dataset recorded during slow finger movement, EMG-MEG coherence was 
successfully used to localize M1, enabling the mapping of cortico-cortical coherence 
and identification of the premotor cortex as a network node (Fig. 4.15a). The same two 
cortical nodes also emerged using CDE (Fig. 4.15b). The difference in localization of 
the two approaches was on average 8 mm, i.e., within the spatial resolution of MEG. 
Thus, although it is impossible to say which, if either, localization is correct in absolute 
terms, the results indicate that CDE can be applied in the localization of cortical 
reference areas also for real data. 
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from M1 at group level

CDE maxima,
group results
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Figure 4.15: Identification of cortical networks at group level during slow finger movement. a) 
Localization of M1 with EMG-MEG coherence, and subsequent identification of premotor cortex with 
MEG-MEG coherence (group-level results). b) Identification of both the motor cortex and premotor 
cortex using CDE, in each of the nine subjects. Adapted from P7. 
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5 Dynamic Imaging of Coherent Sources: Applications (P2, 
P5, P6) 
 
The developed methodology was applied to data collected in two separate experiments, 
one involving a motor and the other a reading task. The aim was both to localize 
coherent cortico-cortical networks participating in the performance of the tasks and to 
characterize the behavior of the networks in more detail using non-linear interaction 
measures. In addition, we compared the DICS localization results from the reading task 
to results obtained from earlier activation studies of language. 
 

5.1 Localization of cortical interactions in a motor task (P2) 
 
Continuous movements are perceived as smoothly changing, whereas in reality they 
exhibit pulsatile velocity changes at around 8 Hz (Vallbo and Wessberg, 1993). These 
changes have been thought to represent intermittent control from cortical motor areas. 
We sought evidence of such control by using DICS to characterize cortico-cortical 
interactions during slow finger movements.  
  

5.1.1 Recordings 
 
The data were collected from nine healthy, right-handed subjects while they performed 
continuous, self-paced horizontal flexion and extension movements with their right 
index finger. The recording was performed with Neuromag-122 MEG system, and the 
data were filtered to a band of 0.03–330 Hz and sampled at 1 kHz. EMG signals were 
recorded from the right first dorsal interosseus, flexor digitorum superficialis and 
extensor digitorum communis muscles. 
 

5.1.2 Results 
 
Movement discontinuities could be seen in all subjects both in the kinematic and EMG 
signals, and there was a salient peak in the EMG power spectra at 6-9 Hz. The EMG-
MEG coherence estimation, using EMG from extensor digitorum communis muscle, 
revealed a significant coherence maximum in the left sensorimotor cortex in all 
subjects. The identified areas included both pre- and post-central parts, and the 
directionality index was subsequently used to separate the afferent and efferent 
components of the coherence maps. Figure 5.1 shows the group-level result from this 
analysis, with a clear separation between the primary somatosensory and motor cortex. 
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Figure 5.1: Direction of 6-9 Hz sensorimotor-muscle coupling. The DI between muscle and cortical 
activity was computed in the sensorimotor cortex for each individual subject. The individual 
directionality maps were spatially normalized and averaged across subjects. Blue and red colors represent 
predominantly efferent and afferent coupling, respectively. Adapted from P2. 
 
 
M1 was taken as a cortical reference area, and coherence was calculated from M1 to all 
other brain regions. Group-level analysis of coherence revealed systematic interactions 
of M1 with the left premotor cortex, left thalamus and right cerebellum. SI and DI were 
used to further characterize the coupling between these regions. All areas were 
significantly phase coupled, and the dominant coupling directions led from cerebellum 
to thalamus, from thalamus to premotor cortex (PMC), from premotor cortex to M1, 
and from M1 to cerebellum (Fig 5.2). Apparently, synchronized rhythmic activity at 6-9 
Hz in the cerebello-thalamo-cortical loop participates in transferring information in the 
control of slow finger movements. 
 

 
 
Figure 5.2: Control of intermittent finger movements. Spatial distribution of coherence, with the left 
primary motor cortex as the reference area. Only areas with P<0.05 (corrected, one-sample t-test) are 
shown. Arrows indicate the dominant coupling direction (mean DI). Adapted from P2. 
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5.2 Identification of connectivity in a reading task (P5) 
 
In motor tasks, EMG-MEG coherence enables the localization of cortical areas that may 
serve as starting points in identification of cortico-cortical interactions. In cognitive 
tasks, suitable EMG or other external reference signals are not readily available. It is 
possible, however, to localize interacting cortical networks by directly identifying 
cortico-cortical interactions. We applied this type of analysis to a dataset recorded 
during continuous reading, and tested how the task difficulty affected coupling between 
identified cortical areas.  
 

5.2.1 Recordings 
 
The data were recorded from nine native English-speaking subjects during rapid serial 
visual presentation (RSVP) of words. In three 5-minute blocks, words forming a 
continuous story were presented at individually determined rates varying from 5 to 30 
words per second. At the slowest rate, the entire story could be understood; at the 
medium rate parts of it, and at the fastest rate only individual words could be 
understood. In a fourth block, words were presented in a mixed order at the slowest 
rate, and in a control condition words and pseudo-words were presented at 3-second 
interstimulus intervals. The recording was done with a Vectorview MEG system, and 
the data were band-pass filtered at 0.03-200 Hz and sampled at 600 Hz.  
 

5.2.2 Results 
 
As there were no meaningful external reference signals available, CDE was used to 
identify cortical reference areas. Because the localized areas were too variable to 
identify a common reference area for all subjects, the cortico-cortical networks were 
determined separately for each subject. The CDE resulted in 7-11 reference areas and 
the subsequent estimation of coherence in the entire brain from these resulted in 12-18 
candidate nodes per subject. Surrogate data were used to estimate the significance of 
coherence between these nodes, and areas passing the test were included in the final 
network for each individual subject. Figure 5.3 shows the maxima of the group level 
consistency test performed on these networks. This analysis revealed systematically 
coherent areas across subjects, specifically in the left hemisphere, including the inferior 
occipitotemporal cortex, medial temporal cortex, superior temporal cortex, anterior part 
of the inferior temporal cortex, precentral cortex, insula, prefrontal cortex, and 
orbitofrontal cortex. These areas have previously emerged in activation studies of 
language function or in experiments focusing on visual recognition and working 
memory (Nobre et al., 1994; Price et al., 1994; Ivry, 1996; Fiez and Petersen, 1998; 
Helenius et al., 1998; Petrides et al., 2002).  
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Figure 5.3: Systematically coherent areas across subjects during reading. Section overlays of brain areas 
in which the time courses of activation at 8-13 Hz were significantly coherent with those in other regions 
of the brain. This map represents intersubject consistency of spatial location of the nodes (color indicates 
number of subjects). Adapted from P5. 
 
 
Characterization of interaction between the identified nodes was performed using SI 
and Granger causality. The SI analysis revealed differences between the experimental 
conditions, especially between isolated word reading and the other conditions (Fig. 5.4). 
Furthermore, phase coupling between the occipitotemporal cortex, superior temporal 
cortex and orbitofrontal cortex was stronger in conditions with faster rates of word 
presentation than in conditions with the slowest presentation rate. In addition, Granger 
causality analysis revealed that the information flow occurred predominantly from the 
posterior areas toward the anterior areas, and that the cerebellum and occipitotemporal 
cortex were the main driving nodes of the network. 
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Figure 5.4: Characterization of the network behavior. a) SI as a function of frequency between 
occipitotemporal and orbitofrontal cortex for all five conditions in one subject. The fast RSVP task is 
shown with solid line (strongest SI), isolated words/nonwords condition with dashed line (weakest SI), 
and medium, slow, and scrambled conditions with thin dotted lines (in between). b) Connections for 
which SI was significantly higher in at least one RSVP condition than when reading isolated 
words/nonwords. c) Connections for which there was a significant effect of presentation rate on the SI 
(fast/medium > slow). d) Direction of information transfer (arrows), estimated using Granger causality 
and pooled over the RSVP conditions. The size of each nodal point indicates how many other nodes it 
was connected with. Adapted from P5. 
 
  

5.3 Localization of activity versus cortico-cortical coupling (P6) 
 
So far, the pattern of language function obtained from neuroimaging studies has been 
based on results from activation studies, i.e., from identifying areas which are more 
active during a language than a control task. However, according to current hypotheses, 
cognitive functions are based on connectivity within large-scale neuronal networks 
rather than on strictly localized processes (Mesulam, 1990; Varela et al., 2001). In some 
cases, connectivity has been evaluated between areas that have first been identified 
based on their activation (Weiss and Rappelsberger, 2000; Mormann et al., 2005). Still, 
the current understanding of language function is incomplete. It may well be that some 
of the areas involved in language processing do not show increased activation, but only 
increased coupling to other regions in the brain instead, and they would not be 
identified with activation measures nor included in the subsequent evaluation of 
connectivity. Thus, we compared how the picture obtained from the interaction analysis 
of reading (P5) relates to results obtained from existing language studies.  
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Based on our MEG connectivity analysis, areas that have been assigned specific 
roles during reading in neurophysiological activation studies, such as occipitotemporal 
cortex and superior temporal cortex, were perhaps the main nodes of the network. The 
occipitotemporal cortex (Fig. 5.5a) has been shown to  be involved in letter-string 
analysis (Nobre and McCarthy, 1994; Tarkiainen et al., 1999) and the left superior 
temporal cortex (Fig. 5.5b) in reading comprehension (Helenius et al., 1998). In the 
connectivity analysis (Fig. 5.5d), Granger causality analysis revealed that the 
occipitotemporal cortex was the main driving node of the network. Thus, it appears that 
conversion from letter strings to words starting in occipitotemporal cortex feeds 
information to the rest of the network. Second, phase-coupling analysis revealed that 
both the occipitotemporal and superior temporal cortex were essential components in 
the process as the reading tasks became more demanding (Fig. 5.5c).  Increased 
processing requirements were accompanied by stronger coupling between those areas.  
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Figure 5.5: Areas found in MEG activation studies and connectivity studies of reading. Cortical areas 
involved in a) letter-string and b) word meaning analysis. c) Cortical areas whose coupling is modulated 
by the demand of the reading task. d) Input of information into the reading network. Adapted from P6. 
 
 
Although hemodynamic and neurophysiological activation studies of language 
processing in the brain have yielded partly congruent results, there are also marked 
systematic differences, e.g., regarding areas involved in semantic processing. 
Intriguingly, the MEG connectivity analysis revealed a compilation of areas that 
encompasses many regions that have been observed either in hemodynamic or 
neurophysiological activation studies of speech comprehension, speech production and 
working memory (Nobre and McCarthy, 1995; Fiez and Petersen, 1998; Petrides et al., 
2002). Connectivity analysis may thus capture elements that are differently detected by 
hemodynamic and neurophysiological measures of activation. 
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6 Conclusions and discussion 
 
We developed new methods that enhance the analysis of cortical rhythmic activity and, 
above all, enable direct evaluation of rhythmic cortico-cortical interactions. 
Furthermore, through application of these methods to real recorded data, we were able 
to obtain new insights on cortical networks participating in both movement control and 
language processing.  
 The developed methods can be used to image rhythmic activity and its 
modulations in continuous and event-related tasks. Comparison with earlier methods 
showed that DICS is equally accurate and, in some cases, more sensitive in localizing 
oscillatory activity. Furthermore, DICS could better separate the activity of two nearby 
source areas. With the further development of erDICS, it is also possible to localize 
event-related modulation of rhythmic activity and, importantly, to evaluate its statistical 
significance. The main benefit of DICS is, however, that it enables both the imaging of 
coherence at the cortical level and the use of more complex measures in evaluating 
interactions between brain areas. Simulated data showed that DICS identified 
interacting areas accurately, and that the coherence estimate between them matched the 
true coherence under reasonable SNR conditions. Furthermore, the localization of the 
interacting areas is possible both using an external reference signal and by estimating 
the nodal points directly from the MEG data. Simulated data further showed that it was 
possible to identify the networks across subjects even when there was considerable 
intersubject variability in the location of the corresponding functional areas.  

In addition, application of DICS to real data revealed interesting new 
information on both motor and language networks of the human brain. First, we found a 
substantial increase in phase synchronization between the motor and premotor cortices 
during Parkinsonian tremor. Second, in a slow finger movement task, we were able to 
identify the cortico-cortical network controlling the movements. Subsequent causal 
analysis between these areas uncovered the manner in which information flowed within 
this network. Third, when we applied the DICS approach to data recorded during 
continuous reading, we were able to identify interacting cortico-cortical networks 
systematically across subjects. Through the non-linear characterization of interactions 
within this network we found that the left superior temporal cortex and 
occipitotemporal cortex, in particular, are likely to play critical roles in reading.  In 
addition, the medial temporal cortex and anterior temporal lobe areas participating 
specifically in comprehension were involved. Interestingly, the network also included 
areas that have been associated with language production rather than perception, and 
areas that have been reported not in language studies specifically but in visual 
recognition and working memory studies.  The connectivity analysis thus indicated that 
language processing is wider-ranging than usually observed in activation studies of 
reading.  

Subsequently, DICS has been further applied to a number of studies, ranging 
from motor control and motor learning to attention (Gross et al., 2004; Butz et al., 2006; 
Kessler et al., 2006; Pollok et al., 2006; Pollok et al., 2007).  Thus, through DICS, it has 
become possible to identify areas based on their interaction with a cortical reference 
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area, and to quantify connectivity within the identified cortical networks. Although with 
MEG it not possible to achieve the spatial resolution and accuracy of fMRI, the source-
level estimates obtained with DICS offer a substantial improvement to spatial 
specificity compared to EEG/MEG sensor-level connectivity analyses. Furthermore, as 
direct intracranial recordings are generally impossible, neurophysiological imaging 
provides the only direct window to the millisecond time-scale phenomena and 
frequency content of neural connectivity. The methods and techniques developed in this 
thesis can readily be applied by other researchers to investigate human brain function, at 
least with regards to localization of oscillatory power and connectivity analysis starting 
from an external reference signal. The former approach has recently been used by other 
groups in a number of studies relating to, e.g., action observation (Koelewijn et al., 
2008) and memory processes (Osipova et al., 2006; Jokisch and Jensen, 2007). Thus, 
although the neuroscience results obtained with the methods developed in this thesis are 
yet limited in number, investigations using these approaches are becoming more 
systematic, revealing valuable new information of the human neural system. 

  
Limitations and future topics 

 
There are certain basic premises in DICS analysis. First, DICS relies on activation or 
instantaneous coupling measures in identifying the areas of interest. Causal interactions 
between nodal points can be analyzed afterwards. Thus, cortical areas that cannot be 
identified based on oscillatory power and whose mutual interaction is solely directional 
would be missed. Second, when the network has been identified, phase-coupling 
analysis can be performed between multiple frequencies, but the initial localization of 
coherent areas is performed within one frequency band. Local computation occurring at 
higher frequencies has been suggested to relate to integrative processing at specific 
phases of lower frequency oscillations (Jensen and Colgin, 2007). If this is the case, 
DICS analysis may fail to reveal areas that are fundamental in task performance. Third, 
DICS/erDICS analyses done in this thesis were based on wavelet and Fourier 
transformations. It has been proposed, however, that, e.g., gamma band activity is too 
widely spread in frequency to be detected with these methods (Hoogenboom et al., 
2006; Gross et al., 2007).  

These possible problems can be solved by incorporating new aspects into the 
methods. For example, causality can be used as a measure of interaction already at the 
stage of identifying the network nodes, not only as a measure for quantifying network 
behavior. This can be done by first obtaining an estimate of time-series of activity at all 
possible locations in the brain, and by evaluating causality between them. Similarly, 
cross-frequency coupling could be used already in the identification of areas of interest, 
either by performing phase-coupling analysis between multiple frequencies for the 
estimated time-series of activity at all cortical locations, or by estimating linear 
dependencies between different frequencies in the cross-spectral density matrix that is 
used in beamforming. Localization of wide-band activity could be enabled by using 
multi-tapers to estimate the cross spectral density matrix representing the sensor level 
data. This has been done successfully in analysis of gamma-band oscillations induced 
by visual stimuli (Hoogenboom et al., 2006). 
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DICS methodology can be developed further by also implementing changes that 
could, at least potentially, make the obtained results more accurate. Since the MEG 
signals are known to arise primarily from the pyramidal cells of the cortex, stricter 
anatomical constraints both in the location and orientation of the sources could benefit 
the DICS and erDICS estimates. Furthermore, higher-order covariance and higher-order 
source models have been suggested to yield more accurate localization of cortical 
activity than their lower-order counterparts (Huang et al., 2004; Jerbi et al., 2004). 
Similar improvements in the accuracy of the localization and characterization of 
cortical interactions could be important in identifying their functional role. The most 
important methodological issue regarding DICS is that it yields just one type of cortical 
level estimate of activity and connectivity, one that is based on spatial filtering, 
meaning that the estimates become invalid if perfectly correlated neural sources exist. 
An important validation of the techniques developed in this thesis would be to test 
whether estimates based on methods that are less sensitive to problems caused by 
highly correlated sources (e.g. the minimum-norm) would yield similar results. 

Another important consideration is the type of sensors used in recording the 
data. The data presented in this thesis were collected with gradiometers. We also tested 
how inclusions of data recorded by magnetometers affected the obtained estimates; the 
results were essentially the same. Most likely, this lack of improvement resulted from 
the relatively noisy measurement environment. However, the Low Temperature 
Laboratory has since moved to new facilities, and the signal-to-noise ratio in the new 
measurement environment appears to have improved substantially. This change, 
combined with advanced noise cancellation techniques, such as the Signal Space 
Separation (SSS; Taulu et al., 2004; Taulu and Simola, 2006), should render 
magnetometers more beneficial in the analysis, especially regarding deep source areas. 
Furthermore, the DICS spatial resolution has been quantified for the Neuromag-122 
system (P3) and should also be evaluated for the VectorviewTM system (both for the 
gradiometers and for all sensors), as well as other commonly used MEG systems and 
sensor types. Other groups have applied DICS successfully to, e.g., axial gradiometer 
data (Osipova et al., 2006; Jokisch and Jensen, 2007), but only for analysis of 
oscillatory power. In coherence analysis, the resolution of the estimates is even more 
critical than in analysis of rhythmic activity, and the spatial resolution of different types 
of neuromagnetometers in the different brain areas deserves careful investigation. 
Moreover, there is no theoretical reason why these methods could not be applied to 
EEG data as well. The only difference compared with MEG is that EEG analysis 
requires more careful modeling of the conductance of the human brain and skull. 
Application of DICS to EEG data would obviously make the presented approaches 
available to a much larger community of researchers. However, it would also be 
interesting to test whether combined use of EEG and MEG would make connectivity 
analysis more accurate, similar to what has been observed for combined use of EEG 
and MEG in analysis of cortical activation (Baillet et al., 1999; Sharon et al., 2007).   

The most important topics for future research, however, relate to the application 
of DICS to real recorded data. First, recent findings have suggested that oscillatory 
activity is the component of neurophysiological activity which is most strongly 
correlated with hemodynamic responses (Logothetis et al., 2001; Mizuhara et al., 2004; 
de Munck et al., 2007). In humans, these correlations have so far been mostly estimated 
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between sensor-level EEG data and hemodynamic responses in specific cortical areas, 
without accurate information on the spatial distribution of the electric activity. Here, 
identification and quantification of activity in specific areas, obtainable with erDICS, 
could yield a clearer understanding of how the different modalities link to each other. 
Furthermore, fMRI and EEG  have been found to show similar changes of interareal 
correlations during anesthesia (Lu et al., 2007). Interestingly, low-frequency band EEG 
correlations matched the coupling seen with fMRI, as opposed to the previously 
reported correlation of high-frequency band activity with fMRI (Logothetis et al., 
2001). Thus, investigation of connectivity in the same task/paradigm with fMRI and 
DICS (using either EEG or MEG) should reveal how neural interactions at different 
frequencies relate to the coupling detected with hemodynamic measures. Second, we 
have seen for both motor and language networks that comparable areas are both active 
and connected during task performance. However, whether these areas are precisely the 
same, or whether there are systematic differences in their locations, is currently not 
known. In addition, it still remains open how specific the identified interacting networks 
are to the task performance, and how the interactions within the networks are modulated 
across a variety of tasks. Answers to these questions, obtainable with erDICS/DICS 
analyses of real recorded data, would substantially advance our understanding of the 
relationship between cortical information processing detected across imaging 
modalities, and of how cortical activations and interactions organize the vast amount of 
information the brain possesses into a single adaptable dynamic system. 
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