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Fig. 3 in the above article should have appeared as below.
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Fig. 3. Demonstration of the importance of topology preservation. The data (a) has two classes: ‘background’ (dots) and ‘effect’ (circles). (b—d) A one-
dimensional Sammon’s mapping was computed in three different metrics to project the two-dimensional data samples to the horizontal axis. The vertical axis
shows probabilities of the background (black bars) and effect (white bars) classes, estimated within bins of fixed width. (b) Kullback-Leibler divergence. (c)
Riemannian learning metric. (d) Euclidean metric.
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