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The authors introduce a coarse-grained �CG� model for a lipid membrane comprised of
phospholipids and cholesterol at different molar concentrations, which allows them to study systems
that are approximately 100 nm in linear size. The systems are studied in the fluid phase above the
main transition temperature. The effective interactions for the CG model are extracted from
atomic-scale molecular dynamics simulations using the inverse Monte Carlo �IMC� technique, an
approach similar to the one the authors used earlier to construct another CG bilayer model
�T. Murtola et al., J. Chem. Phys. 121, 9156 �2004��. Here, the authors improve their original CG
model by employing a more accurate description of the molecular structure for the phospholipid
molecules. Further, they include a thermodynamic constraint in the IMC procedure to yield area
compressibilities in line with experimental data. The more realistic description of the molecular
structure of phospholipids and a more accurate representation of the interaction between
cholesterols and phospholipid tails are shown to improve the behavior of the model significantly. In
particular, the new model predicts the formation of denser transient regions in a pure phospholipid
system, a finding that the authors have verified through large scale atomistic simulations. They also
find that the model predicts the formation of cholesterol-rich and cholesterol-poor domains at
intermediate cholesterol concentrations, in agreement with the original model and the experimental
phase diagram. However, the domains observed here are much more distinct compared to the
previous model. Finally, the authors also explore the limitations of the model, discussing its
advantages and disadvantages. © 2007 American Institute of Physics. �DOI: 10.1063/1.2646614�

I. INTRODUCTION

Membranes have a central role in many cellular pro-
cesses such as signaling, recognition, and transport.1–3 The
overall properties of membranes are determined by phenom-
ena at a range of time and length scales, starting from the
atomistic and molecular regimes where intra- and intermo-
lecular interactions play a role, up to mesoscopic and mac-
roscopic regimes, where collective motions such as undula-
tions, phase separation, and membrane fusion are important.

The present understanding of membranes is largely
based on experimental studies.1–3 At the same time, experi-
ments have been complemented by theoretical and computa-
tional approaches.1,4–6 Thanks to the interplay between the
two approaches, a more detailed understanding of mem-
branes and their biological relevance is emerging.

The standard method for computational studies of mem-
branes in the atomistic regime is classical molecular dynam-
ics �MD�.4–7 It provides detailed information on the structure
and dynamics of individual molecules, as well as on inter-
molecular interactions. The main limitation is the computa-
tional load: with currently available computing resources,
typical lipid systems that are being studied contain of the
order of 103 lipid molecules, have linear sizes of a few tens
of nanometers, and cover a time of the order of 100 ns or
less.8–10

However, many interesting phenomena in lipid mem-
branes occur at much longer time and length scales. Such
phenomena include domain formation, membrane fusion,
and phase changes. A particularly interesting issue is the for-
mation of lateral domains in multicomponent bilayers, of
which there is extensive experimental evidence.1,11 Domain
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formation is also central in the topical issue of lipid rafts,12,13

although membrane proteins can also play a significant role
in this case. The rafts have been suggested to participate in a
wide range of cellular processes such as trafficking and sort-
ing of proteins. Recent atomistic simulations of lipid rafts8,9

and other lipid bilayer systems including cholesterol and
other sterols10,14–16 have provided insight into the atomic-
and molecular-scale interaction mechanisms of the raft-
associated lipids. However, to reach the length and time
scales necessary to study large-scale phenomena, one has to
resort to coarse-grained models that employ effective inter-
actions and simplify the description of the underlying
system.6,17–19

Coarse graining of any system consists of two stages.
First, one has to define the coarse-grained degrees of free-
dom for representing the system. Typically, this is done using
intuitive or heuristic arguments, with the aim to find the mo-
lecular degrees of freedom that are most relevant for the
processes at hand. Recently, Murtola et al.20 have proposed
that this could be done somewhat more systematically by
analyzing atomistic simulation data through self-organizing
maps to find the most relevant conformations. Second, hav-
ing defined the coarse-grained representation, one has to de-
termine the effective interactions used in the coarse-grained
model. The second issue has been studied rather extensively
during the last decade �see below�.

A significant amount of interest has been devoted to the
development and applications of semi-atomistic membrane
models.19,21–25 The basic idea of these models is to describe
small groups of atoms as single interaction sites. Several
models have been proposed, differing mostly in the way the
interactions are constructed �see, e.g., Ref. 19 for a review�.
Recently, a versatile model constructed by Marrink et al.22

has been successfully applied to various studies of lipid
systems.26–30 This model is parametrized using thermody-
namic quantities such as partition coefficients between water
and oil. The models constructed by Voth and co-workers23–25

represent a somewhat different approach and are discussed
separately below.

An alternative approach is to use simpler theoretical
models that include only the most relevant degrees of
freedom.31–39 Zuckermann and co-workers31–35 have devel-
oped an off-lattice model where the molecules are described
by hard-core particles with spin-type internal degrees of free-
dom. With a particular choice of interaction parameters, they
have designed models whose phase diagrams are in agree-
ment with the experimental ones for phospholipid bilayers
containing cholesterol or lanosterol.31–34 In addition, lateral
diffusion in the bilayers has been successfully described.35

Other approaches include field-theoretical approaches that
have been applied to study phospholipid/cholesterol
bilayers36 and phase separation in mixed phospholipid
bilayers.37 Further, theoretical models for ternary mixtures of
phospholipids and cholesterol have been shown to produce
qualitatively correct phase diagrams.38 Our previous
model,39 which is the starting point for the present work, is
discussed separately below.

With most of the above approaches, the main difficulty is
the proper construction of the interactions. A conceptually

attractive alternative would be to construct the interactions
by matching selected properties of the coarse-grained model
to more detailed simulations of the same system. Several
approaches have been proposed based on this idea, such as
force matching40–42 and structure matching.39,43–46

The force matching method of Voth and co-workers41,42

uses the configurations and forces from a detailed simulation
to perform a least-squares fit to obtain the coarse-grained
forces. In the context of biological systems, the method has
been successfully applied to constructing semiatomistic
models of pure phospholipid bilayers23 and phospholipid/
cholesterol bilayers.24 In addition, it has been applied to
model a membrane protein in atomistic detail within a semi-
atomistically modeled bilayer.25

Several other methods have been proposed based on fit-
ting the interactions to the average structural properties of
the detailed simulations.39,43–46 For dense systems, iterative
approaches, such as inverse Monte Carlo �IMC�,45,46 are
needed if an accurate reproduction of the structure is
desired.47 The IMC approach has been used by Lyubartsev et
al. to describe ions solvated in water,45,46,48 to study the bind-
ing of different ions to DNA,49 and to model self-assembly
and the behavior of phospholipids in water.50 Elezgaray and
Laguerre have also used a structural optimization method to
construct a coarse-grained model for a pure phospholipid
bilayer.51 Shelley et al.52 employed a similar approach for
determining some of the interactions in their model �see also
Ref. 19�.

Previously, we have applied the IMC approach to con-
struct a very simple model for a phospholipid bilayer con-
taining dipalmitoylphosphatidylcholine �DPPC� and
cholesterol.39 This system was selected since DPPC is one of
the most studied phospholipids, and cholesterol is the most
important sterol molecule found in the plasma membranes of
eukaryotes. Further, the system displays an interesting phase
behavior53 characterized by three main phases �see Fig. 1�. It
has been suggested that the system might form cholesterol-
rich domains54 or “complexes” of phospholipids and
cholesterol.55,56

In the previous model,39 we described each molecule by
a single, pointlike particle moving in a two-dimensional
plane. The effective interactions were derived using the IMC
method to reproduce the radial distribution functions �RDFs�
calculated from extensive atomistic molecular dynamics
simulations of the system.14 The model was shown to predict
the formation of cholesterol-rich and cholesterol-poor do-
mains at intermediate cholesterol concentrations, in agree-
ment with the expected two-phase coexistence.

In this article, we wish to extend the previous study to a
more complex model. This attempt is motivated by several
reasons. Most importantly, we wish to improve the structural
representation of the DPPC molecules since the molecules
are typically not radially symmetric as they were in the ear-
lier model. In the new model, we still describe each choles-
terol molecule by a single particle, but each phospholipid
molecule is now described by three particles: one for the
head group and one for each tail. Intuitively, in addition to
being better able to describe the geometry of the DPPC mol-
ecules, such a description should better capture the structure

075101-2 Murtola et al. J. Chem. Phys. 126, 075101 �2007�

Downloaded 28 Apr 2008 to 130.233.204.91. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp



of possible phospholipid-cholesterol complexes. This is be-
cause one of the most important effects of the cholesterol
molecules is to order the nearby tails; i.e., it may not neces-
sarily order both tails of a given molecule in an identical
fashion. The ability to describe the interactions better could
also have an effect on the transferability of the interactions,
i.e., on how well the interactions derived at a particular ther-
modynamic state point can be transferred to other conditions,
e.g., concentration. However, the simplicity of the present
model probably still places severe limits on transferability.
Nonetheless, systematic studies of the effects of model com-
plexity on the behavior can yield important insight into the
coarse-graining process in general. Understanding the im-
proved model also gives a good basis for subsequent im-
provements, particularly for including the conformational
states of the tails in the model.

With the more complex model, we find that simple IMC
gives unphysical values for the thermodynamic properties of
the coarse-grained model. In particular, the area compress-
ibility and surface tension of the system are not realistic,
which may be related to the fact that the solvent is described
implicitly through the effective interactions. In this work, we
therefore account for these effects by adding thermodynamic
constraints to the inverse Monte Carlo procedure to fix the
area compressibilities to values found in experiments. We
also discuss some other improvements to the standard IMC
procedure to increase the speed of the method.

As a starting point for our study, we use the same MD
simulations as in Ref. 39.14 We construct the effective inter-
actions for our coarse-grained �CG� model using the IMC
method; i.e., the CG model reproduces the RDFs of the ato-
mistic model. In addition, as mentioned above, experimental
area compressibilities are used in the parametrization of the
interactions.

We first validate the coarse-grained model by comparing
its behavior to that of the atomistic model. Using the con-
structed coarse-grained model, we then employ Monte Carlo
simulations to study the structural behavior of DPPC/
cholesterol bilayers at large length scales at cholesterol con-
centrations ranging from 0% to 30%. The high degree of
coarse graining allows us to easily study systems with linear
sizes of the order of 100 nm in the plane of the membrane.

We find that the changes to the model are indeed advan-
tageous and that the coarse-graining approach can provide
new insights into the large-scale behavior of membrane sys-
tems. In particular, we observe regions of higher density of
DPPC tails in the liquid-disordered �ld� phase, i.e., in the 0%
and 5% cholesterol concentrations. This unexpected observa-
tion, not seen with the simpler model,39 prompted us to look
at this issue in more detail by atomistic simulations. Such
phenomenon was indeed observed in the atomistic simula-
tions as well, and the results are reported in a separate
publication.57 We also find that the model predicts the for-
mation of cholesterol-rich and cholesterol-poor domains at
intermediate cholesterol concentrations, in agreement with
the simpler model and the experimental phase diagram.39,53

The differences between the different domains are larger
with the improved model, indicating that the better descrip-
tion of the molecular structure is necessary to accurately de-
scribe the system. In addition, we explore and discuss the
limitations of the model and discuss the general advantages
and limitations of the present approach. Finally, we point out
some possibilities for future studies and applications.

II. INVERSE MONTE CARLO METHOD

A. Iterative refinement of potentials

The central idea of the inverse Monte Carlo is to itera-
tively adjust the effective interactions to match the target
radial distribution functions more and more precisely.45,46

The potentials are represented by a piecewise constant grid
approximation, and the RDFs are calculated with the same
accuracy. Let us denote the values of the potentials in each of
these bins with V�, and let S� be the number of particle pairs
that have that particular interaction energy. Clearly, �S�� is
related to the RDF g� in the same bin: �S��=g�NpA� /V,
where Np is the number of pairs in the system, A� is the
volume of the bin, and V is the total volume of the system.

During each iteration, the derivatives of �S�� with re-
spect to the V� can be calculated for all pairs �� ,�� using
statistical mechanics relationships.45,46 These can then be
used to express the changes in �S�� to the first order in terms
of changes in V� as

��S� = A�V, A�� =
�S�

�V�

= −
�S�S�� − �S���S��

kBT
, �1�

where S and V are the vectors formed from the values S� and
V�, respectively. This relationship may then be used to cal-
culate the interactions for the next iteration. The procedure is
repeated until convergence is achieved.

Conceptually, bonded interactions can also be added to
the IMC procedure. However, in this case matrix A has a
zero eigenvalue for each bonded interaction. The physical

FIG. 1. Sketch of experimental phase diagram for DPPC/cholesterol system
�Ref. 53� �reproduced from Ref. 39�. At high temperatures and low choles-
terol concentrations, there is a liquid-disordered �ld� phase, which is a fluid
phase characterized by lipid acyl chains with a low degree of conformational
order. When the temperature is lowered, the system goes through the main
phase transition at TM �314 K to a solid-ordered �so� phase. The so phase is
a solidlike phase in which the acyl chains are conformationally ordered and
there is translational order in the plane of the bilayer. Finally, at high cho-
lesterol concentrations, there is a liquid-ordered �lo� phase, characterized
both by a high degree of acyl chain ordering and the lack of translational
order. At intermediate cholesterol concentrations there are wide ld-lo and
so-lo coexistence regions. The dots represent the concentrations at which the
atomic-scale molecular dynamics simulations have been performed.
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reason is that the bonded interactions can only be determined
up to a constant, and thus the eigenvectors for the zero ei-
genvalues correspond to situations where a constant is added
to one or more bonded potential. Because of the zero eigen-
values, Eq. �1� does not have a unique solution. A simple
remedy is to constrain the sum of the changes of each
bonded potential to be zero. This constraint can be easily
added to Eq. �1�: if A�=0, �� � =1 �i.e., � is a normalized
eigenvector of A with a zero eigenvalue�, then the solution to
the equation �A+��T�x=b−��Tb satisfies Ax=b and �Tx=0.

B. Initial interactions

The initial convergence of the process depends on the
initial guess for the effective interactions. Typically, the po-
tential of mean force is used �V�

�0�=−kBT ln g��.45,46 This
works for simple systems, and was also used in this work.
However, the more complex the model is, the worse the per-
formance of this initial guess and the convergence of the
iteration get. In these cases, some regularization of the pro-
cedure is needed �see below�. For more complex systems,
some other way of constructing the initial potentials may
also become necessary. This issue is discussed in more detail
in Sec. V.

C. Regularization

As noted above, some regularization of the procedure
may be needed if the initial guess for the interaction is poor.
The simplest possibility is to multiply the �S in Eq. �1� by a
small factor r between 0 and 1 to make the changes small
enough such that the linear approximation is valid.46 The
value of r can then be increased after a better approximation
has been constructed to obtain faster convergence.

Regularization can also be used to speed up the calcula-
tions considerably: in the original form, the IMC requires
good sampling of the four-particle correlation function
�S�S��, which is very time consuming with a large number of
effective interactions. If this quantity contains too much
noise, the noise is transferred to the potentials and may lead
to instabilities in the iteration. This is particularly a problem
with bins where the RDFs are small but nonvanishing be-
cause their sampling requires extensive simulations.

To reduce the effect of noise in matrix A, we first replace
the problem of solving Eq. �1� with the optimization problem
of minimizing,

min
�V

f��V�, f��V� = �A�V − �S�2. �2�

We then add a regularization term to this minimization prob-
lem; i.e., instead of minimizing f��V�, we minimize

f̃��V� = f��V� + a�R�V�2, �3�

where a is a regularization parameter and R is a regulariza-
tion operator. The simplest forms of R are a diagonal matrix
and the second derivative operator. In these cases, the regu-
larization either limits the magnitude of changes in the po-
tentials or prefers changes that keep the potentials smooth.
The best value for a can be selected by trial and error, and it
can also be changed during the iteration. Such a regulariza-

tion enables us to use fewer Monte Carlo steps during the
initial phase of the iteration and hence to speed up the cal-
culation considerably. When the iteration has converged
within the numerical accuracy of the Monte Carlo simula-
tions, the number of steps can be increased to refine the
effective interactions further.

D. Surface tension constraint

To minimize finite-size effects to the effective interac-
tions, the simulations during the IMC procedure should be
carried out with a system that is identical in size to the sys-
tem from which the target RDFs were determined.45 In some
cases, the effective potentials produced in this way do not
generalize to larger systems. For example, in the present
study the effective interactions for the largest cholesterol
concentrations are too attractive to maintain a reasonably
uniform density in the system. Instead, larger systems form
dense clusters separated by empty space. Such behavior is
clearly unphysical and may result from the absence of ex-
plicit effects of water in the model.

Such condensation effects can be characterized by the
surface tension of the coarse-grained model. We define the
surface tension � of the coarse-grained model as

� =
1

V	�Ekin� +
1

2
�
i�j

f ijrij� , �4�

where �Ekin�=NkBT is the average kinetic energy in the sys-
tem and the latter term is the virial. Here, N is the number of
particles, V is the area of the system, and f ij and rij are the
force and the distance, respectively, between particles i and j.
If this quantity is close to zero or negative in the simulations
on small systems, then the system may not be stable for
larger system sizes. This is indeed the case for the highest
cholesterol concentrations.

Situations where thermodynamic properties, particularly
the pressure, of the coarse-grained model do not match the
underlying atomistic model have also been encountered in
other coarse-graining approaches.42,43 Proposed solutions to
the problem include iterative adjustment of the pressure fol-
lowed by reoptimization of the interactions43 and imposing
additional constraints on the instantaneous virial produced by
the effective interactions.42

In this work, we first tried to implement a simple, itera-
tive adjustment of � to a desired value in the spirit of Ref.
43. However, the IMC procedure seems to favor a certain
value of �, and hence reoptimization of the structure is not
possible if one wants to maintain the surface tension. Hence,
we have implemented a constrained version of the IMC pro-
cedure, where � is fixed to a given value. In this version, we
solve the minimization problem �Eq. �2�� �or the regularized
version� at each iteration with the additional constraint that �
should be equal to the value we specify. A rather wide range
of � values can be imposed without significantly altering the
resulting RDFs �the differences are generally not visible on
the resolution of, e.g., Fig. 2�. However, the potentials do
change rather significantly. This shows that although, in prin-
ciple, the effective potentials corresponding to a given set of
RDFs are unique,58 in practice there can be substantial vari-
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ability in the potentials without significant changes in the
RDFs. This aspect is discussed briefly in Secs. III C and V.

One should note that the surface tension defined by Eq.
�4� cannot be directly related to the surface tension in the
atomistic simulations. This is because the effective potentials
are, in general, volume dependent. Hence, the correct value
of � is not necessarily the same as the surface tension in the
atomistic simulations, which has been proposed to be zero in
equilibrium.59 There has also been discussion about the value
of surface tension that should be used in atomistic simula-
tions of small systems.60 Because of these considerations, the
value of � has to be fixed using other quantities. In this work,
we have used the area compressibility of the bilayer to this
end. The details are discussed in Sec. III.

III. MODEL CONSTRUCTION

A. General

The primary goal of the present work is to study the
large-scale structural properties of the bilayer, so the degree
of coarse graining must be high. Our earlier model39 con-
tained one particle per molecule, and here we wish to explore
whether a somewhat more detailed description would give
new insight into the behavior of the system. Hence, we still
describe each cholesterol molecule by a single particle, but
each DPPC molecule is now described by three particles: one
describes the head group and the glycerol parts, and the two
others describe the two tails. Each particle in the model de-
scribes the center-of-mass �CM� position of the correspond-
ing group of atoms. The tails are not fully equivalent because
of the molecular structure of the DPPC. Hence, the system

contains four types of particles and ten different nonbonded
pairs. Of these, the tail-tail pairs are very similar �see below�,
and we use the same interaction for these pairs. In addition,
the two tail-cholesterol interactions are assumed to be iden-
tical. As a result, the model has seven different nonbonded
interactions and three bonded interactions. We include
bonded interactions for all pairs in the DPPC molecule, but
we do not have any bending potentials. As in Ref. 39, the
system is projected onto a two-dimensional plane and the
solvent degrees of freedom are integrated out.

The assumptions implicit in the model are the same as in
Ref. 39 and are discussed in more detail there. In the model,
we assume that the two leaflets of the bilayer interact only
weakly, and hence we focus on one of them. Further, we
neglect the out-of-plane fluctuations of the bilayer and focus
on the lateral organization only. These assumptions allow us
to construct a two-dimensional model. We also assume that
the interactions between the different kinds of particles can
be adequately described by pairwise and radially symmetric
effective potentials.

All the effective interactions are constructed using the
IMC method. This ensures that the coarse-grained model re-
produces the RDFs of the atomistic model. The RDFs de-
scribe the structure of the system at short range and contain
information about, e.g., the occurrence of different types of
particles in the neighborhood of others. They can also be
used to characterize the phase behavior of the system. Hence,
the coarse-grained model should at least qualitatively repro-
duce the structure and the phase behavior of the original,
atomistic model.

As our focus is on structural properties, we use Monte

FIG. 2. Radial distribution functions calculated from MD simulations for different pairs of CG structural units. Pairs that have virtually identical RDFs have
been merged and only the average RDF is shown. The RDFs have been calculated from the CM positions of the structural units, projected to the plane of the
bilayer.
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Carlo simulations to calculate the equilibrium properties of
the system. The simulations are conducted in the canonical
ensemble, and the area per molecule is fixed to the average
area per molecule in the underlying MD simulations.

B. Results from MD simulations

The first step in constructing the coarse-grained model is
to obtain the RDFs for the different pairs of structural units.
These can be calculated from atomic-scale MD simulations
of the system. We have used the same MD simulation data as
in Ref. 39, and only a brief summary is given here. More
details can be found in Ref. 14. The simulated systems con-
sisted of 128 macromolecules, i.e., DPPCs and cholesterols,
and 3655 water molecules. The simulations were performed
with 0, 3, 8, 13, and 19 cholesterol molecules per monolayer,
corresponding to approximate cholesterol concentrations of
0%, 5%, 13%, 20%, and 30%, respectively. The studied con-
centrations are indicated by dots in Fig. 1. Each system was
simulated for 100 ns, and the linear sizes in the plane of the
bilayer were between 5 and 7 nm. The simulations were per-
formed in the NpT ensemble at T=323 K using the GRO-

MACS simulation package.61

The RDFs calculated from the MD simulations are
shown in Fig. 2. The RDFs have been calculated for the CM
positions of the different structural units, projected to the
plane of the bilayer. The two monolayers have been consid-
ered separately, and the RDFs have been averaged over the
monolayers. The first 20 ns of the MD data was regarded as
equilibration as in Ref. 39. The RDFs were calculated up to
r=2.5 nm, which is less than half the linear system size for
all studied concentrations. The errors of the RDFs can be
estimated to be of the order of a few percent, with somewhat
higher errors at low cholesterol concentrations for the RDFs
involving cholesterol.

The RDFs for all different combinations of tail particles
are virtually identical. Similarly, the tail-cholesterol RDFs
are nearly identical irrespective of which tail is being con-
sidered. Hence, only the average RDFs are shown for these
pairs in Fig. 2. For the head-tail RDF there is a small differ-
ence between the sn-1 and sn-2 chains, and thus they are
shown separately. For the nonbonded RDFs, all bonded
pairs, i.e., pairs within the same molecule, have been ex-
cluded.

For all concentrations, the RDFs indicate liquidlike be-
havior: there are broad peaks at short length scales and the
RDFs approach unity at larger r. This confirms that we are
probing the liquid region of the phase diagram where the
system is either in the ld and liquid ordered �lo�, or coexist-
ing ld and lo phases �see Fig. 1�.

The RDFs show more or less systematic changes as the
cholesterol concentration is increased. This is most clearly
visible for the tail-tail, tail-cholesterol, and the bonded
RDFs. In all these cases, increased cholesterol concentration
leads to sharper peaks, meaning a more well-defined struc-
ture. In addition, more peaks appear at higher cholesterol
concentrations, meaning that the range of the ordering is in-
creased slightly. Similar behavior can also be seen in the
head-head and head-tail RDFs, but here the changes are

much smaller, particularly for the head-head RDF. For the
cholesterol-cholesterol RDF, the 5% case is different from
the rest, but for the other concentrations similar conclusions
hold. It is also interesting to note that as the cholesterol con-
centration is increased, a new peak appears at small r, indi-
cating a change in the neighborhood structure. Finally, the
changes in the head-cholesterol RDF are not as systematic.
Nonetheless, the increase of the range of the ordering as well
as sharper peaks can also be seen in this case.

Due to the fact that the RDFs have been calculated for
the projected CM positions of the particles, not all RDFs
approach zero at the origin. This is the case for the head-tail,
head-cholesterol, and tail-tail RDFs. For the first two cases,
it is easy to imagine a configuration where the CM of the
flexible head group is essentially on top of a nearby tail or
cholesterol particle. For the tail-tail case, the flexibility of the
tails would allow the CM positions to overlap. This is also
supported by the fact that the overlap decreases with increas-
ing cholesterol concentration, i.e., when the chains become
more ordered and rigid.

In addition to the RDFs, we need to obtain the area per
molecule for each cholesterol concentration to fix the area of
the simulation box in the canonical Monte Carlo simulations.
These have been published previously,14 and they are shown
in Fig. 3 for reference. The area decreases monotonically
with increasing cholesterol concentration, which is in agree-
ment with other simulation studies62,63 and related
experiments.55

C. Effective potentials

Based on the RDFs in Fig. 2, we have constructed the
effective interactions for our CG model using the IMC
method described in Sec. II. As noted above, all the tail-tail
pairs are similar to each other, as are the tail-cholesterol
pairs. Hence, only one interaction was used for all the tail-
tail interactions, and similarly a single interaction was used
to describe the tail-cholesterol pairs. The cutoff of the inter-
actions was set to 2.5 nm. This is the largest cutoff that is
allowed by the constraint that the RDFs may only be calcu-
lated up to half the linear size of the simulation box.

As described in Sec. II, it is necessary to impose an
additional constraint on the surface tension of the CG model
to obtain physically feasible interactions for the highest cho-
lesterol concentrations. Although this solves the immediate
problem, the next question is how to select the value for the

FIG. 3. Average area per molecule as a function of cholesterol concentra-
tion, calculated from MD simulations �Ref. 14�.
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surface tension �. In this work, we have used the experimen-
tal area compressibilities of DMPC/cholesterol bilayers64 to
obtain a sensible value for �. The experiments indicate that
the area compressibility for a single-component DPPC sys-
tem above TM could be about 150 dyn/cm. The compress-
ibility increases for increasing cholesterol concentration and
reaches around 600 dyn/cm for 40% concentration �for de-
tails see Ref. 64�.

Since the area compressibility is a macroscopic quantity,
it cannot be reliably calculated from the small systems used
in the IMC. Hence, we employ a two-step iterative process to
obtain �. The basic idea is the following: we first select a
value for � and use the IMC to obtain the interactions. We
then perform a simulation for a larger system and use a block
analysis method65,66 to extrapolate the area compressibility to
an infinite system. We then adjust the value of � and con-
tinue until the area compressibility is of the right order of
magnitude. In practice, we do not require quantitative agree-
ment since the process is computationally rather costly, and
we are not exactly at the experimental conditions. Further,
this analysis does not account for the �unknown� density de-
pendence of the effective interactions. The qualitative results
are also the same irrespective of the precise value of �. For
these reasons, we are content with � values that reproduce
the right order of magnitude for the area compressibilities
and also reproduce the general trends of the area compress-
ibility as a function of cholesterol concentration.

Due to the large-scale heterogeneity of the system at
13% and 20% concentrations �see Sec. IV�, the extrapolation
of the area compressibility was not computationally feasible
for these systems. Hence, we first determined the � values
for the pure DPPC system and the 30% concentration case.

The above process gives �=20 SU �simulation units�
�1 SU�4.46 dyn/cm� for the pure DPPC and �=50 SU for
the 30% concentration. Since the value �=50 SU gives a
reasonable value for the compressibility in the 5% concen-
tration as well �approximately halfway between the pure
DPPC and the 30% concentration values�, we have used this
surface tension for all the systems containing cholesterol.

The RDFs and the effective potentials were pre- and
postprocessed as in Ref. 39 with the exception that no shift-
ing functions were used in the present study. The RDFs were
smoothed using a spline-fitting algorithm67 before feeding
them to the IMC algorithm, and the same algorithm was used
to smooth the resulting effective potentials. In addition, the
effective interactions in the regions where the RDFs vanish
were fitted with a power-law form such that the potentials
and their first derivatives were continuous. In the present
study, no shifting was used because most of the interactions
approach zero smoothly at the cutoff, and hence there are no
large discontinuities.

Figure 4 shows the final effective potentials for different
pairs of particles and different cholesterol concentrations.
Due to the high degree of coarse graining, the effective po-
tentials are soft. In particular, the interaction energies be-
tween the head and the other particles are only of the order of
a few kBT. This is understandable because the region that the
head groups occupy is more or less separate from that of the
other particles. The only exception is the case between
cholesterol-cholesterol pairs, where we find interactions to
be hard �see Fig. 4�. This results from the steroid moiety of
cholesterol being very rigid, and the cholesterol molecules
standing approximately in an upright position along the bi-

FIG. 4. Effective interaction potentials for different pairs of coarse-grained particles and different cholesterol concentrations. The bottom row shows data for
intramolecular interactions through corresponding effective interactions.
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layer normal. As a consequence, the CM positions of choles-
terol molecules projected onto the bilayer plane cannot over-
lap.

The potentials change more or less systematically as the
cholesterol concentration increases. The head-head potential
becomes gradually less repulsive as the cholesterol concen-
tration is reduced, while the shape of the potential remains
the same. The pure DPPC interaction is an exception: it is
somewhat less repulsive than the others, but the shape is still
the same. The main reason for this deviation is probably the
difference in the selected surface tensions. When surface ten-
sion is varied, it mostly affects the interactions involving the
head particle, and the other interactions hardly change. The
head-tail interactions become more repulsive with an in-
creasing cholesterol concentration, in particular at small r.
The 30% case is less repulsive than the others at larger r, but
at smaller r it is the most repulsive. The head-cholesterol
interaction is very weak, and it becomes gradually attractive
as the cholesterol concentration is increased. In addition, it
develops a clear minimum at higher cholesterol concentra-
tions.

The tail-tail, tail-cholesterol, and cholesterol-cholesterol
interactions differ from the other interactions in that they
have an attractive region at intermediate r. The form of these
interactions is also more complex. These interactions behave
similarly to each other: at short ranges they become system-
atically more repulsive as cholesterol is added, and at inter-
mediate ranges they become more and more attractive until
20% concentration, and the 30% case is again more repul-
sive.

The bonded interactions change only little with the cho-
lesterol concentration. Generally, they become steeper with
an increasing cholesterol concentration, giving the molecules
a more rigid shape. This is in agreement with the RDFs in
Fig. 2. One should note that the appearance of the interac-
tions at large r depends on the details of the power-law fit,
and no conclusions should be based on it. However, the pre-
cise shape of the interaction in this region does not matter as
long as it is attractive enough because the RDFs are practi-
cally zero in this region.

A comparison of the interactions in Fig. 4 with those in
Ref. 39 yields valuable information about the different mod-
els and the behavior of the coarse-graining method. First, we
note that the interactions are roughly similar. Both are soft,
and the forms of the interactions are similar �similar amount
of detail, etc.�. In particular, the cholesterol-cholesterol inter-
actions are very similar. An interesting difference can be seen
when comparing the behavior of the interactions as a func-
tion of cholesterol concentration. In the present case, the
concentration dependence seems to be significantly weaker.
This can be explained by the reduced complexity of the CG
particles; i.e., fewer degrees of freedom are integrated into
the effective interactions. As noted in the Introduction, it
may also be that the ability of the model to better represent
the fundamental interacting blocks reduces the concentration
dependence of the interactions.

As noted in Ref. 39, the results are not sensitive to the
details of how the interactions are constructed. We have veri-
fied that this is also the case for different values of the regu-

larization parameters and different surface tensions. The re-
ported results do not change qualitatively if the surface
tension is varied within a reasonable range, although some
details such as heights of different peaks may slightly
change.

D. Validation

The coarse-grained model can be validated by compar-
ing it to the atomistic simulations. By construction, the
model reproduces the short-range structure of the underlying
simulations. We have also verified that the RDFs do not sig-
nificantly change when the system size is increased from the
one that was used for constructing the interactions. These
results are demonstrated for the pure DPPC system in Fig. 5:
the RDFs from the CG and MD simulations are nearly iden-
tical. The results are similar for other concentrations and
other pairs of CG particles. Figure 5 also shows the RDFs
calculated from a larger MD simulation of the same
system.57 These show that the RDFs for both the MD and
CG simulations change similarly when the size of the system
is increased. The RDFs also have the characteristic structure
of a fluid, confirming that the system is in a fluid state. All
these results are in agreement of the findings of the earlier
model.39

IV. BEHAVIOR AT LARGE LENGTH SCALES

The coarse-grained model can be used to study the be-
havior of the bilayer system at much larger length scales than
those accessible by more detailed simulation methods. The
following Monte Carlo studies were mostly conducted for
systems whose linear size was 16 times that of the original
molecular dynamics simulation. This means that the linear
system size was in the range of 80–110 nm, depending on
the cholesterol concentration. Such systems contained
39 424–49 152 particles, and reasonable statistics could be
obtained within a few days on a standard desktop computer.
In Ref. 39, it was estimated that with the simpler model, the
computational gain over MD simulations was eight orders of
magnitude. From this, we can estimate that the present model
is around seven orders of magnitude faster than MD, since

FIG. 5. Comparison between RDFs from CG model �gray lines� and atom-
istic MD simulations �black lines� for a pure DPPC system. The solid lines
are for small systems �64 molecules per monolayer� and the dashed lines for
larger systems �576 molecules for MD, 16 384 molecules for CG�. Only the
tail-tail RDF is shown, but the results are similar for the other cases. The
inset shows a zoomed view of the first peaks.
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the increased number of particles per molecule and the in-
creased density of particles increase the computational cost
slightly.

A. Pure phospholipid bilayer

The long-range structure of the system is conveniently
characterized by the static structure factor defined by

S�k� =
1

N
�
i=1

N

�
j=1

N

exp�− ik · �r j − ri��� , �5�

where N is the number of particles, ri are the positions of the
particles, and k is a vector in the reciprocal space. The struc-
ture factor can also be calculated for a subset of particles by
restricting the summations to these particles. The structure
factors are related to the RDFs by Fourier transforms, and
hence in principle carry the same information. However, the
long-range structure is more conveniently characterized us-
ing the structure factors.

Figure 6 shows the circularly averaged static structure
factors for the pure DPPC system. In addition to the total
structure factor calculated over all pairs of particles, structure
factors calculated over the head-head, head-tail, and tail-tail
pairs are shown. The inset shows a snapshot of the system,
displaying the locations of the tail particles. The head par-
ticles are not shown for clarity.

The total static structure factor in Fig. 6 has an interest-
ing feature at the small k values: there is a clearly visible,
broad peak around k�1 nm−1. A more careful look at the
different components of the structure factor reveals that the
peak is completely due to the tail-tail structure factor. Such a
peak indicates that the tail density should have some density
variation with a characteristic length scale around l�6 nm.
An examination of the snapshot in Fig. 6 indeed shows such
small variations. The feature does not change with longer
equilibration or larger system size, and it is thus not likely to
be an artifact of the simulation. In addition, a similar peak
can be seen in the 5% cholesterol concentration �see below
and Fig. 7�a��.

The presence of such a feature in the coarse-grained
simulations prompts us to look more carefully at the under-
lying atomistic simulations to check whether such density

differences are present there as well. The length scale asso-
ciated with the density variation is similar to the size of the
bilayer in the MD simulations, so only limited information
can be gained from the atomistic simulations. However, the
atom-scale MD simulations for a small bilayer of 128 lipids
were found to show density variation reminiscent of the be-
havior of the CG model despite the limited size of the simu-
lation box.

Importantly, the above result for transient domain forma-
tion in a single-component lipid bilayer was indeed first
found by the CG model. In a way, we considered this as a
prediction which we wished to test through more extensive
atomistic simulations for a considerably larger bilayer sys-
tem. For this purpose, we employed a fully hydrated single-
component DPPC bilayer containing 1152 lipid molecules.
Results of that study have been reported and discussed
elsewhere.57 Here, it suffices to note that the larger atom-
scale MD systems do show variations in the area per tail that
are similar to that observed in the CG model. The MD sys-
tem also allows us to assess the ordering of the tails at the
different densities. Such a study indicates that the denser
regions also display higher ordering and that the system has
highly ordered dynamic domains. There are also some dif-
ferences between the MD and the CG results: in the MD
system, S�k� does not have a clear peak but a steady increase
towards smaller k values, and the peak is much higher. Rea-
sons for the former can include the relatively small size of
the MD simulation box and, in part, effects from the cutoff of
the effective interactions �see below�. For the latter, it may be
the case that in the smaller MD simulations the density fluc-
tuations do not have enough space to develop fully. Also, the
lack of description of the ordering of the lipid tails may limit
the ability of the CG model to describe the phenomenon.

The position of the observed peak at small k is close to
the size of the original MD simulation box for a system with
128 DPPCs. However, the peaks for the pure DPPC and the
5% cholesterol systems are virtually identical, although the
MD simulation boxes are of different sizes �albeit the differ-
ence in the linear sizes is of the order of 3%–4% �see Fig.
3��. We have also confirmed that the peak in S�k� occurs at
the same position if the coarse graining is done using the
RDFs from the larger MD simulations employing 1152 lipids
reported in Ref. 57 �see below�. This strongly indicates that
the size of the original simulation box is not the origin of the
peak. It also means that the small size of the underlying
atomistic simulations cannot by itself explain the differences
observed between the larger MD and CG simulations.

The position of the peak is of the same magnitude as
twice the cutoff of the effective interactions. To study this,
we have constructed several different interactions with dif-
ferent cutoffs. As the starting point, we used the RDFs cal-
culated from the last 5 ns of the 1152 lipid PME simulation
in Ref. 57. Cutoffs of 2.5, 3.0, and 5.0 nm were used.

When the cutoff of the interactions is increased, the po-
sition of the peak moves towards smaller k and its height
increases slightly �figure not shown�. When the cutoff is in-
creased from 2.5 to 5.0 nm, the peak moves from k
�1 nm−1 to k�0.7 nm−1. The latter is significantly larger
than half the k value for the 2.5 nm cutoff, showing that the

FIG. 6. Static structure factors for pure DPPC system. The solid black line
shows the total structure factor, and the other lines show the head-head
�solid gray line�, tail-tail �dashed line�, and head-tail �dotted line� structure
factors. The inset shows a snapshot of the system. In the snapshot, only the
tail particles are shown. The CG simulations were run with
16 384 molecules, i.e., with 16 times the linear size of the original 128 lipid
system.
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position of the peak is not related simply to the cutoff. Some
insight into the results can be gained from the way the effec-
tive interactions are determined. Due to the IMC process, the
effective interactions reproduce the atomistic RDFs up to the
cutoff. Since the structure factors are related to the RDFs by
a Fourier transform, also the atomistic structure factors are
reproduced up to kc=2� /rc, where rc is the cutoff �assuming
that there are no correlations at these wavelengths beyond
rc�. Hence, the onset of the peak on the high k side is deter-
mined more and more precisely as the cutoff is increased,
which also affects the shape of the peak, as well as its al-
lowed position. In all cases, the largest fluctuations form at
length scales longer than the cutoff, although in the 5.0 nm
case the peak is already starting to rise within the cutoff.
These results demonstrate that although the qualitative re-
sults of the CG simulations are robust, care should be taken
before interpreting the results quantitatively.

It is interesting to note that no indication of density
variation was observed with the simpler model in which a
single particle was used to describe one DPPC molecule.39

The above results show, and the atomistic simulations in Ref.
57 confirm, that this effect is best characterized by its effect
on the structure of the tail region. Hence, the simpler model,
where the tails are not treated separately, may miss crucial
structural information that is needed to obtain the effect. This
highlights the effect that the degrees of freedom selected for
the CG model can have on the properties of the model.

B. Organization of cholesterol

Figure 7 shows the static structure factors for the sys-
tems containing cholesterol. The figures show the total static
structure factors and the head-head, tail-tail, and cholesterol-
cholesterol structure factors for different cholesterol concen-
trations. The other pairs are excluded for clarity. In addition,
a snapshot of the cholesterol organization is shown for each
concentration. As the cholesterol concentration is increased,
the system equilibrates more and more slowly �all the simu-
lations were started from an independent random configura-
tion�. This is likely to be the reason for the small peak in the
structure factors at the smallest k for the 30% concentration:
the height of the peak is still slowly decreasing.

Both the snapshots and the structure factors clearly show
that the distribution of cholesterol is not uniform at 13% and
20% concentrations. In contrast, no indication of such non-
uniform distribution is seen for the 5% or 30% cases. Such
formation of cholesterol-rich and cholesterol-poor domains
at 13% and 20% is in line with the phase diagram of the
system:53 at the intermediate concentrations we should ex-
pect that the system displays coexisting ld and lo phases �see
Fig. 1�. Although we cannot directly assess the ordering of
the tails within our model, we can argue as follows that the
cholesterol-rich regions correspond to the lo phase. The local
ordering effect of the cholesterol on the nearby phospholipid
tails has been clearly demonstrated by atomistic

FIG. 7. Static structure factors for different cholesterol concentrations: �a� 5%, �b� 13%, �c� 20%, and �d� 30%. The solid black line shows the total structure
factor, and the other lines show the head-head �solid gray line�, tail-tail �dashed black line�, and cholesterol-cholesterol �dashed gray line� structure factors. The
other pairs are not shown for clarity. The insets show snapshots of the systems. In the snapshot, only the cholesterol particles are shown. For the 30%
concentration, the peak at the smallest k values is probably due to very slow equilibration of the system.
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simulations.14,63,68,69 Hence, the nearby cholesterols cause
the tails in the cholesterol-rich regions to be more ordered.
Further, the cholesterol-rich regions have more tails per a
certain area than other parts of the system, which also indi-
cates that the tails are more ordered.

For the systems containing cholesterol, it is much more
difficult to observe domains in the atomistic systems, com-
pared to the pure DPPC. This is due to the fact that the
cholesterol molecules need to diffuse to the domains instead
of just altering the local packing. Hence, for the domains to
form, very long simulations would be needed, in particular
since the addition of cholesterol slows down diffusion.14

However, the above argument about the local ordering effect
of cholesterol also gives indirect support for the differences
in the area per lipid between the different domains. Namely,
higher ordering of the lipid tails has been shown to lead to a
smaller area per lipid.14,70 Hence, the cholesterol-rich areas
should also have a smaller area per lipid in atomistic simu-
lations, if we could observe them.

Long correlation times of structures at large length
scales make it computationally very demanding to determine
the precise shape of the S�k� at small k values �see below�,
even with the coarse-grained model. Hence, we limit our
discussion to the more qualitative aspects. The position of
the peak in the 13% and 20% concentrations corresponds to
length scales of the order of 10 nm or more, which is also the
size of the domains seen in the snapshots. As expected from
the snapshots, the peak is strongest in the cholesterol-
cholesterol S�k�, but it is also visible in all the other structure
factors. However, it is relatively small for the pairs contain-
ing head particles. Hence, the cholesterol-rich domains are
also characterized by a higher density of the tail particles and
a slightly higher density of the head particles.

The length scales associated with the domains are com-
parable to the size of the simulation box, even in the CG
simulations. Hence, the current simulations do not allow us
to make any definite conclusions about the size of the do-
mains. Further, the shape of the S�k� peak can change be-
tween independent runs, suggesting that the correlation times
for the largest structures are very long. Hence, a significant
amount of computer resources �or, alternatively, more effi-
cient Monte Carlo moves� would be needed to determine the
shape of the peak accurately. For the same reason, a reliable
quantitative analysis of the cholesterol distribution would re-
quire significantly longer simulations. In the light of the re-
sults for the pure DPPC system, we would also need to check
whether the effect of the potential cutoff affects the exact
results. Since we are focusing here on more qualitative as-
pects, such simulations have not been performed for the
present study. However, the value of the S�k� in Figs. 7�b�
and 7�c� seems to be significantly lower for the smallest k
values than for the maximum of the peak, indicating that the
size of the simulation box may not be the limiting factor for
the size of the domains in the present simulations.

We also note that the 5% case shows a peak at k
�1 nm−1 very similar to the pure DPPC case �Fig. 6�. For
the higher concentrations, no evidence of such a peak is
found. This indicates that such density variations are a spe-
cific property of the ld phase and do not occur in the lo

phase. This is perhaps not surprising because the lo phase is
much more densely packed, and thus there is less space to
allow for such variation. The lack of the peak for concentra-
tions where coexistence is expected could be explained by
the fact that the coexisting domains seem to be of the same
order of magnitude in size as the tail density variation.
Hence, the formation of denser and more ordered domains in
the ld phase could be suppressed by the presence of a nearby
region of the lo phase.

It is again interesting to compare the behavior of the
current model to the simpler model in Ref. 39. Qualitatively,
the conclusions are identical with the exception of the 5%
peak. However, with the present model the cholesterol-poor
regions are virtually depleted of cholesterol, which is a much
stronger effect than that seen with the simpler model. This is
also reflected in the height of the peaks in the S�k�. The
difference may be attributed to the ability of the new model
to better describe the tail-cholesterol interactions, which
leads to a stronger preference for domain formation.

V. DISCUSSION

The results for the pure DPPC bilayer provide a prime
example of the benefits of the present coarse-graining ap-
proach. The constructed model allows us to easily study the
structure of the system at larger length scales and to focus on
the most important aspects of the system. With the coarse-
grained model, the observed denser domains are easy to spot,
and this knowledge can then be used to guide subsequent
studies of the system. The results also provide additional
confidence in that the qualitative results given by this ap-
proach, such as the formation of cholesterol-rich domains,
are indeed correct. As for the interpretation of the quantita-
tive results, one has to be more careful. As shown for the
pure DPPC case, the cutoff of the interactions, among other
factors, can have an effect on the quantitative behavior.

Based on the present simulations, it is difficult to make
quantitative conclusions about the sizes of the domains. This
makes it also difficult to determine what the exact physical
mechanism behind the formation of domains is. For the pure
DPPC, the equilibration is rather fast since only the packing
of the molecules needs to be altered to form the domains.
This allows the domains to be seen even in atomistic
simulations.57 For the cholesterol domains, the equilibration
is much slower since the cholesterol molecules need to dif-
fuse for domains to form or change. Due to the slow equili-
bration of the largest length scales, one possibility is that the
snapshots in Fig. 7 only show an intermediate state in a
process of complete phase separation. It is also possible that
the domains are similar to the pure DPPC domains, i.e., ther-
mal, critical-like fluctuations amplified by competition be-
tween thermal disorder and the tendency of cholesterol to
order the nearest lipids. Also, the interplay between choles-
terol and the small ordered domains seen in pure DPPC may
be relevant for the formation of the cholesterol-rich domains.
In the latter cases, thermal disorder can be a limiting factor
for the sizes of the domains.57

To assess the role of the underlying MD simulations on
the coarse-grained model and its behavior, we have also con-
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structed an alternative set of interactions for the 20% con-
centration. As the starting point, we used the atomistic simu-
lation reported in Ref. 15. The main difference between that
simulation and those used in the present study is in the cho-
lesterol force field: the cholesterol is slightly more rigid.
There are some minor differences in the behavior of the
models, e.g., the height of the structure factor peak at small k
is slightly lower with the alternative interactions, but no
qualitative differences are observed. Hence, the conclusions
presented are robust concerning small differences in the ato-
mistic simulations.

One of the major concerns in the construction of coarse-
grained models is the dependence of the effective interac-
tions on the thermodynamic state of the system. Typically,
the interactions derived at some temperature, density, and
concentration can only be used to describe a limited vicinity
of that state point. It is generally difficult to determine the
limits for such transferability of the effective interactions a
priori, i.e., if the desired behavior is not known. In principle,
different effective interactions can be constructed for all dif-
ferent state points, but this can be a time-consuming process.
Hence, understanding the limitations of the transferability is
crucial for understanding the applicability of coarse-grained
models.

To this end, we have studied the limits of the transfer-
ability of the interactions in the current model. This was
done by using the potentials derived for a certain concentra-
tion, say, 13%, to simulate a system at the neighboring con-
centrations, i.e., 5% and 20% for the 13% case. These studies
were carried out for systems with linear sizes in the range of
40–55 nm, i.e., eight times the linear size of the original
system. The results are generally the same as in Ref. 39:
qualitative behavior is mainly determined by the interactions
and not the concentration.

For example, the potentials for the 20% concentrations,
i.e., for a system in the coexistence region, also give coex-
istence for the 30% concentration where the system should
be homogeneous. Nevertheless, the proportion of the
cholesterol-poor regions decreases significantly, which is
qualitatively correct. Also, the changes in the short-range
structure are in the correct direction, but the magnitude of the
changes is too small. Similarly, the potentials from the 30%
concentration give a homogeneous system also at the 20%
concentration, but the changes in the short-range structure
are qualitatively correct. Identical conclusions hold for trans-
ferability between the 5% and 13% concentrations. Hence,
the effective interactions cannot be used, e.g., to map the
phase boundaries of the system.

Transferability between the 13% and 20% concentra-
tions, i.e., within the coexistence region, is better. Here, the
domains persist, and the qualitative change in the height of
the S�k� peak at small k is correct. As in the earlier cases,
changes in the short-range structure are also qualitatively
correct, and the proportion of the system in the cholesterol-
poor phase decreases with increasing cholesterol concentra-
tion. Finally, transferability from the 5% concentration to the
pure DPPC system is similar to that within the coexistence
region. However, in this case the comparison is complicated
by the differences in the surface tensions.

Poor transferability of the potentials between different
regions of the phase diagram can be easily understood. Due
to the different average ordering of the tails in the ld and lo
phases, the typical conformations of the atoms forming the
tail particles are very different in the different phases. Simi-
lar although smaller differences may also be present for the
other particles. Due to the way the model is constructed, all
these differences need to be incorporated in the effective
interactions because only they can change as the concentra-
tion is changed. Hence, for example, the effective interac-
tions derived in the lo phase are tuned to describe the inter-
actions of ordered chains, and are thus unable to adequately
represent systems where the chains are less ordered. This
conclusion is supported by the fact that the transferred inter-
actions give at least a qualitatively correct behavior within
similar regions of the phase diagram. The small differences
can again be attributed, at least partially, to the changes in
the average order in the system due to changes in the cho-
lesterol concentration.

The above deduction implies that including the ordering
of the tails to the model could help with the transferability
issues. This is particularly so because one of the main effects
of cholesterol is to increase the order of the chains. The
simplest way would be to include the conformational degrees
of freedom in the spirit of the phenomenological model of
Nielsen et al.,32 i.e., by giving each chain two possible states,
describing an ordered and a disordered state. The results of
Nielsen et al. suggest that already such a simple description
of the conformational states can give the correct form for the
phase diagram. Hence, a systematic construction of such a
model could give additional insight into the system.

A major drawback of the IMC method is the requirement
that the four-particle correlation functions should be sampled
adequately during each iteration. This limits the applicability
of the method to systems with relatively few distinct inter-
actions as the required memory and computational time grow
very fast with an increasing number of interactions. If we
want to keep the requirement that the RDFs are reproduced,
then there is relatively little we can do. An iterative refine-
ment procedure is needed already for relatively simple sys-
tems containing just ethanol and water to accurately repro-
duce the RDFs at high ethanol concentrations.47 The
Boltzmann inversion scheme used in that study, and also
frequently in polymer physics,43,44 is computationally much
lighter than IMC since only the RDFs are used in the itera-
tion. It neglects the correlations between the different RDFs,
and can thus converge poorly for more complex systems.
However, such an a priori comparison is complicated by the
fact that the Boltzmann inversion does not rely on a linear-
ization of the changes in RDFs, in contrast to IMC. Hence,
Boltzmann inversion could be a better alternative to IMC for
more complex systems.

It could be possible to make technical improvements to
the IMC procedure to improve its speed, but these could
have an effect on the convergence, and hence a good com-
promise would require experimentation with each particular
system under study. In particular, physical insight into the
problem could be used to assume that the four-particle cor-
relation functions vanish for certain pairs of bins. Avoiding
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calculation of large parts of matrix A in Eq. �1� could im-
prove the speed substantially. The matrices occurring in the
present problem indeed have regions composed mostly of
noise, and hence this approach could help. We could also
keep some of the potentials fixed while the others are being
iterated, and then use this to determine groups of potentials
sequentially as in Ref. 43. However, both of these ap-
proaches are expected to work best when we are close to the
correct interactions; i.e., they do not solve the problem of
poor initial potentials �see below�. It could also be possible
to optimize the potentials first with a coarser grid �possibly
using simple splines within the bins� since the total number
of bins is the critical quantity in determining the speed of the
method. The obtained approximate potentials could then be
used to construct an initial approximation for a second itera-
tion with the desired accuracy for the potentials.

The problem with the speed of the IMC is partially as-
sociated with the use of the potentials of mean force as the
initial interactions. For simple systems, they work relatively
well, but for more complex systems they may produce a
structure that is too wide off the target to allow for any
sensible refinement �e.g., the system may be in the wrong
phase�. Another problem stems from the linear approxima-
tion used in the IMC: it may not work that well if the desired
change in the structure is too large. Already, in the present
case we had to resort to very strong regularization during the
initial phases of the iteration to obtain convergence for the
above reasons. Hence, it could be worth the effort to con-
struct better initial interactions for more complex systems.
One possibility would be to use the Ornstein-Zernike integral
equation together with a closure relation71 to obtain the ini-
tial approximations for the potentials, and then fine-tune
these with the IMC method. This could help in achieving
convergence without the need to extensively tune the regu-
larization parameters. Another interesting starting point
would be to produce the initial set of interactions using the
force matching procedure of Voth and co-workers.41,42 Such
studies could also yield valuable insight into the similarities
and differences of the different approaches. An interesting
alternative for constructing the initial interactions has also
been suggested by Elezgaray and Laguerre: one could first
optimize the effective interactions for simpler systems where
the interaction centers are solvated in water, and use the re-
sulting interactions as initial guesses for the next model.51

A separate question that may be asked of any coarse-
grained model is the representability of the effective interac-
tions. Namely, for a particular many-body system, there may
not be unique effective pairwise interactions that could re-
produce all quantities of interest.72 In the present case, we
have constructed the effective interactions to reproduce the
RDFs, i.e., the structure. We have then used the model to
study other structural properties, and the method used for the
calculation of area compressibilities is based on the
RDFs,65,66 so major problems are not expected. However, if
we would like to calculate other quantities, these issues
would have to be considered. In particular, we found in this
study that by tuning the surface tension we can produce a
rather wide range of interactions that give essentially the
same RDFs. In general, it is not trivial to say which of them

is the “best” for a given purpose, especially due to minor
fluctuations in the data analyzed. The qualitative results for
the structural quantities do not seem to depend on such de-
tails of the interactions, but for other quantities more studies
are needed. A systematic comparison of the different coarse-
graining approaches could also be interesting from this point
of view.

VI. SUMMARY AND CONCLUSIONS

In this article we have refined our earlier coarse-grained
model39 for DPPC/cholesterol bilayers to include a more de-
tailed description of the DPPC molecules. We have used the
inverse Monte Carlo approach to construct the effective in-
teractions for the coarse-grained particles such that the radial
distribution functions of atomistic simulations are repro-
duced. We have also improved the IMC method by including
a thermodynamic constraint into the procedure and by im-
proving the convergence properties to speed up the method.
The IMC method is an appealing alternative for constructing
relatively simple coarse-grained models because it can con-
struct models that reproduce the RDFs of an underlying
model. As the RDFs can be used to characterize the phase
behavior, the CG model should then also reproduce at least
the qualitative phase behavior of the original model.

The constructed coarse-grained model allows us to study
the structure of the bilayer at much larger length scales than
accessible through atomistic simulations. We have found that
the refined model is able to predict the formation of
cholesterol-rich and cholesterol-poor domains at intermedi-
ate cholesterol concentrations, in agreement with the original
model. However, the organization is much more pronounced
with the new model. In addition, the new model is able to
predict the formation of denser domains in pure DPPC bilay-
ers, which has also been confirmed in a separate publication
using large-scale atomistic simulations. We have also dis-
cussed different aspects of the present approach.

The present as well as earlier results demonstrate that the
coarse-graining approach based on the IMC is very promis-
ing. The current study could be carried further by including
the conformational degrees of freedom to the model. This
could further reduce the concentration dependence of the ef-
fective interactions. It could also give further insight into the
behavior of the system. Another possible direction would be
to look at bilayer systems with different compositions and
compare the properties of different systems. As demonstrated
here, already quite small systems can be used as a starting
point to obtain relevant information on the large-scale behav-
ior of the system. Finally a comparison of different ap-
proaches to coarse graining could yield valuable insight into
the coarse-graining process itself. Such information could
help in constructing better models and better methods in gen-
eral.
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