J. Lundén, V. Koivunen, A. Huttunen and H. V. Poor, “Spectrum sens-
ing in cognitive radios based on multiple cyclic frequencies,” in Proceedings
of the 2nd International Conference on Cognitive Radio Oriented Wireless
Networks and Communications (CrownCom), Orlando, FL, USA, July 31—
August 3, 2007, pp. 37-43.

(© 2007 IEEE. Reprinted with permission.

This material is posted here with permission of the IEEE. Such permission
of the IEEE does not in any way imply IEEE endorsement of any of the
Helsinki University of Technology’s products or services. Internal or personal
use of this material is permitted. However, permission to reprint/republish
this material for advertising or promotional purposes or for creating new
collective works for resale or redistribution must be obtained from the IEEE
by writing to pubs-permissions@Qieee.org.

By choosing to view this material, you agree to all provisions of the copyright
laws protecting it.



Spectrum Sensing in Cognitive Radios Based on
Multiple Cyclic Frequencies

Invited Paper

Jarmo Lundéh Visa Koivuneri’, Anu Huttuneri and H. Vincent Podr
* SMARAD CoE, Signal Processing Laboratory
Helsinki Univ. of Technology, Finland
Email: jrlunden@wooster.hut.fi
fSchool of Engineering and Applied Science,
Princeton University
Email: poor@princeton.edu

Abstract—Cognitive radios sense the radio spectrum in order coding scheme, training or pilot signals, guard periodsl an
to find unused frequency bands and use them in an agile manner. the power level or correlation properties of the signalt jus
Transmission by the primary user must be detected reliably @en 1, mention a few. These properties may be used to design a
in the Iow_5|gnal-to-nc_>|se ratio (SN_R) regime and in the_ face detector that ks i | SNR . d has |
of shadowing and fading. Communication signals are typicdy etec or_ al works In a very low regime an_ as low
cyclostationary, and have many periodic statistical propgies complexity and consequently low power consumption. These
related to the symbol rate, the coding and modulation schense are very desirable properties especially for cognitiveiaad
as well as the guard periods, for example. These properties jn mobile applications. In the absence of any knowledge of
can be exploited in designing a detector, and for distingulsing 16 signal, one may have to resort to classical techniques
between the primary and secondary users’ signals. In this pzer, .

a generalized likelihood ratio test (GLRT) for detecting the such as energy detection [11' An en_ergy detector may n.eEd to
presence of cyclostationarity using multiple cyclic freqencies is collect data over a long period of time to detect the primary
proposed. Distributed decision making is employed by combing users reliably. Moreover, controlling the false alarm saite

the quantized local test statistics from many secondary use. mobile applications is difficult because the statistics hoé t
User cooperation allows for mitigating the effects of shadeing  gigna1s noise and interference may be time-varying. Agoth
and provides a larger footprint for the cognitive radio system. S . . . .
Simulation examples demonstrate the resulting performane Slgn!flqant Qrawback IS that energy detection ha; ”9 capabil
gains in the low SNR regime and the benefits of cooperative t0 distinguish among different types of transmissions or to
detection. dichotomize between primary and secondary users of the
spectrum.

Cyclostationary processes are random processes for which

Spectrum sensing is needed in cognitive radios in ordgfe statistical properties such as the mean and autociorela
to find opportunities for agile use of spectrum. Moreoveghange periodically as functions of time [2]. Many of the
it is crucial for managing the level of interference causeslgnals used in wireless communication and radar systess po
to primary users (PUs) of the spectrum. Sensing providesss this property. Cyclostationarity may be caused by modu
awareness of the radio operating environment. A cognitigtion or coding [2], or it may be also intentionally proddce
radio may then adapt its parameters such as carrier fregueng order to aid channel estimation or synchronization [3].
power and waveforms dynamically in order to provide the beglclostationarity property has been widely used in intgtce
available connection and to meet the user’s needs within theeivers [2], [4], [5], direction of arrival or time-delastima-
constraints on interference. tion, blind equalization and channel estimation [6] as waslin

In wireless communication systems we typically have songgecoder design in multicarrier communications [3]. Inerd
knowledge on the waveforms and structural or statistica) exploit cyclic statistics, the signal must be oversamptih
properties of the signals that the primary user of the spattr respect to the symbol rate, or multiple receivers must be use
is using. Such knowledge may be related to the modulatigi observe the signal. The use of cyclostationary stagistic
scheme, the symbol or chip rate of the signal, the chanrglpealing in many ways: noise is rarely cyclostationary and
second-order cyclostationary statistics retain also thase
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on cyclostationarity along with a survey of the literatuse iTj is called the period of the cyclostationary process.
presented in [7]. Due to the periodicity of the autocorrelatid®, (¢, t2), it

The presence of cyclostationary signals may be determineas a Fourier-series representation. By denoting ¢t + 7/2
by using hypothesis testing. Many existing tests, such asdt, =t — 7/2, we obtain the following expression for the
[8], are able to detect the presence of cyclostationarity Bourier-series [2]:
only one cyclic frequency at a time, and they partly ignore T T -
the rich information present in the signals. For example, a Ro(t + §7t B 5) - ZRs(TW “ ®)
communication signal may have cyclic frequencies related t . o o
the carrier frequency, the symbol rate and its harmonias, there the Fourier coefficients are
chip rate, guard period, the scrambling code period, and the 1 [ T T .

le% _ = 2 _ N\, Ji2mat

channel coding scheme. In this paper we propose a method Ry (1) = To/ R (t + g’t 2)@ dt )

for detecting multiple cyclic frequencies simultaneoudly ) ) ) )
extends the method of [8] to take into account the ricAd« is called the cyclic frequency. The functidi(;(7) is

information present at different cyclic frequencies. This- Ccalled the cyclic autocorrelation function. If the procées
vides improved detector performance over techniquesmglyiZ€r© mean, then this is algo the cypllc autocovariance lﬁmm.ct_
only on single cyclic frequency and facilitates dichotoimig When the autocorrglauon functlor_1 has exac’FIy one period
among the primary and secondary user signals and differdftWe have the following set of cyclic frequencies
waveforms used. A={a=k/T k>1},

In cognitive radio systems, there are typically multipl@ge
graphically distributed secondary users (SUs) that neetbto Where RZ(7) is the cyclic autocorrelation function and
tect if the primary user is transmitting. The distributedsars are the set of cyclic frequencies. The cyclic frequencies ar
may work collaboratively to decide between two hypothesd¥armonics of the fundamental frequency. If the autocoticxa
is the primary user active, or is the spectrum unused af#hction has several period$, 71, . . ., we may expresgg (7)
available for the secondary users? Decentralized prampssit the limit [2]
has a number of advantages for such situations. Obviously, 1 /T/2 .

— 00

it allows for a larger coverage area. Furthermore, there areRg (7) = Tlim — x(t+ 5)3:*(75 — %)eﬂ’m‘tdt. (5)

gains similar to diversity gains in wireless communicasion o —T/2

so that the detection becomes less sensitive to demandiitge process:(¢) is almost cyclostationary in the wide sense

propagation conditions such as shadowing by large obstaclend the set of cyclic frequencigbis comprised of a countable

large numbers of scatterers, differences in attenuation, mumber of frequencies that do not need to be harmonics of the

fast fading caused by mobility. Moreover, distributed segs fundamental frequency. In general, the process is said to be

systems may require less communication bandwidth, consuoyelostationary if there exists am # 0 such thatR$ () # 0

less power, be more reliable and cost less as well. In thgr some value of-. Typically cyclic frequencies are assumed

paper, we propose a simple decentralized decision makigbe known or may be estimated reliably.

approach based on sharing and combining quantized local

decision statistics. This approach may be used in bothidecis !!l- DETECTION USING MULTIPLE CYCLIC FREQUENCIES

making with or without a fusion center. Statistical tests for the presence of a single cyclic fregye
This paper is organized as follows. In Section Il, there isl@ve been proposed, for example, in [8]. The tests in [8] have

short review of cyclostationary statistics. A novel detedor asymptotically constant false alarm rate (CFAR) for testin

multiple cyclic frequencies is derived in Section lll. Sent presence of cyclostationarity at a given cyclic frequency.

IV addresses the problem of collaborative detection of prim However, the tests do not retain the CFAR property over a

user. Simulation results demonstrating the detectoriabitity ~ set of tested frequencies.

in the low SNR regime as well as the gains obtained via Typical communication signals exhibit cyclostationaraty

collaborative operation are presented in Section V. Rmallmultiple cyclic frequencies instead of just a single cyclic

conclusions are drawn in Section VI. frequency. That is, for example a signal that is cyclostetiyg
at the symbol frequency is typically cyclostationary at all
Il. CYCLOSTATIONARITY: A RECAP integer multiples of the symbol frequency as well. There als

In this section, we provide a brief overview of cyclostationmay be cyclic frequencies related to the coding and guard
arity in order to make the derivation of the detector in Secti Periods, or adaptive modulation and coding may be used. In
Il clearer. A continuous-time random procesgt) is wide such cases the cyclic frequencies present may vary degendin
sense second-order cyclostationary if there existg a> 0 ©on channel quality and the waveform used. If one is testing

such that [2]: for the presence of many different signals at a given frequen
fia () = g (t + To) Wt (1) band, orin case the cyclic frequencies are not known, it doul
be desirable to retain the CFAR property over the whole set of
and tested cyclic frequencies. This would be especially dbkira

R, (t1,t2) = Ry (t1 + To, ta + To) Viq, to. (2) in a cognitive radio application where the interest is in ifirgd



unoccupied frequency bands. Otherwise the frequency bamdere F,(w) = Zt L)z (t + T)e7I@t and W is a

may unnecessarily be classified as occupied for most of thermalized spectral window of odd length

time. Now the hypothesis testing problem for testingaifis a
In the following we extend the test based on second-ordeyclic frequency can be formulated as [8]

cyclic statistics of [8] to multiple cyclic frequencies. T so ) N . .

we first define all the terms used in the test statistics. Ho = it ﬁ;””(*)(a) = € (@)
Let () denote an optional complex conjugation. The no- 1 : for some {7, };_, (13)

tation allows convenient handling of both cyclic autocerre = Trpo (@) = Tppe0 (@) + €000 ().

lation and conjugate cyclic autocorrelation with only ONBaree

equation. An estimate of the (conjugate) cyclic autocatieh

R, (o, 7) may be obtained using/ observations as

»(+ 1S the estimation error WhICh is asymptotically nor-
mal distributed, i.e.lima;— o \/_ezc;c( x) = N(O Ex:c( )) [8]
Hence, using the asymptotic normality #f,,.., the general-
ized likelihood ratio (GLR) is given by

Ao exp(— Mrm< )Em(* M( “)
- R;c;c(*)(avT) + 5(()‘;7—)) (7) eXp(—lM(AII( ) — Txa:( ))E;L( )( Torp(x) — fzz(*))T)

where the latter term is the estimation error. This estimisto
consistent, (see [8]) so that the error goes to zerd/as> cc.
Now we need to construct a test for a number of lags
,...,7n as well as a set of cyclic frequencies of mteresE
Let A denote the set of cyclic frequencies of interest, and

R, »(a,T) = Z_: t+7)e j2rat (6)

= exp(— Mrm<*)2m( )rm(*)).
(14)
Finally, by taking the logarithm and multiplying the result
2, we arrive at the test statistic in [8]

'TI(*)(a) =—-2InA= MTmz( )E:c:c( )’r‘

x

(15)

zx(*)”

Toa0 () = |Re ]A%“ Q, ,...,Re ]A%“ Q, ,
(@) Rz (@)} Rz (@7 )} Under the null hypothesi¥, ) («) is asymptoticallyx3

. distributed.
I { Ry (1)} - In{ R (0, 7)) Now in order to extend the test for the presence of second-
8) order cyclostationarity at any of the cyclic frequencies of
denote &l x 2V vector containing the real and imaginary partiteresta € A simultaneously, we formulate the hypothesis
of the estimated cyclic autocorrelations at the cyclicfrericy  testing as follows
of interest stacked in a single vector.

) N . _
The2N x 2N covariance matrix of-,, ., can be computed Ho :Va € Aand V{Tn},oy == Tup) (@) = €gp0 (@)

as [8] H; : for some o € A and for some {7, }2_;
Re Q+2Q* Im Q_QQ* = fzz(*) (Oé) = Tyg) (Oé) T €pp(o) (Oé) (]_6)
DT = . . 9 . . .
ot (@) Im { 9£Q Re( 279 © For this detection problem, we propose the following two

test statistics:
where the(m, n)th entries of the two covariance matric€s .

andQ* are given by Dy, = maxzmﬂ( ) = glg}Mm<* (@B (@) (a)

and D= Too(a) =Y Mrw@3 ) ()fl . (a).
Q*(m,n) =S5 ; (0,—a). (10) acA acA

' (18)

Here, Sy, s, (a,w) and Sog (a,w) denote the unconju-
gated and conjugated cyclic spectrafdt, 7) = a(t)a) (t +

7), respectively. These spectra can be estimated using f?%o
guency smoothed cyclic periodograms as

The first test statistic calculates the maximum of the cy-
stationary GLRT statistic (15) over the cyclic frequieisc
interest.4 while the second calculates the sum. Assuming
independence of cyclic autocorrelation estimates foredzffit

. (L=1)/2 cyclic frequencies the test statistlz, is the GLRT statistic.
Sfrmtr (20,0) = —or > W(s) Depending on the signal and the set of tested cyclic frequen-
s=—(L=1)/2 cies the test statistics may have different performancks T
2 2 i
F, (a— LS)FT,,L (o + LS) (11) requires further _res_ear_ch. _ _
M M The asymptotic distribution dP, is under the null hypoth-
. 1 B2 esisx3yy, WhereN, is the number of cyclic frequencies in
St 5., (0,—a) = m > W(s) setA. This is due to the fact that the sum of independent chi-
—(L-1)/2 square random variables is also a chi-square random variabl
X 27s 27s whose degrees of freedom is the sum of the degrees of freedom
' F O, il _ .
m (ot M V(0 M) (12) of the independent random variables.



In the following we derive the asymptotic distribution okth  The cooperation may then be coordinated by a fusion center
test statisticD,,, under the null hypothesis. As stated abov€FC), or it may take place in an ad-hoc manner without a
under the null hypothesi§ . («) is asymptoticallyy3, dedicated fusion center. Here we assume that a fusion center
distributed. The cumulative distribution function of thai-c collects information from allX’ secondary users and makes a
square distribution witR N degrees of freedom is given by decision about whether the spectrum is available or not. We

(N, 2/2) assume that e_ag:h secqnc_iary user sends a q_uantized version
F(z,2N) = T (19) of its local decision statistics (such as the likelihoodajato

L) the FC. In the case of very coarse quantization, binary local
wherey(k, z) is the lower incomplete gamma function andlecision may be sent. To derive a test for the FC, we assume
I'(k) is the ordinary gamma function. For a positive integer that the sensors are independent conditioned on whether the

the following identities hold: hypothesisH, or H; is true. Then the optimal fusion rule
is the likelihood ratio test over the received local likeldd
(k) = (k= 1) (20)  ratios;:
k—1 " K
Yk, 2) =T(k) = (k= 1le Y —. (21) Tic = [ is (25)
n=0 """ i—1
_Hence, the cumulative distribution function of the chi-gtI |y case the secondary users send binary decisions, the sum
distribution with2\" degrees of freedom is given by of ones may calculated and compared to a threshold. Here,
N—1 (/2)" we consider the simplest way of making the decision using
F(z,2N)=1—¢ /2 Z — (22) generalized likelihood ratios. Instead of using the pradic
nmo the generalized likelihood ratios, we can employ the sum of

The cumulative distribution function of the maximum &f 9eneralized log-likelihood ratios. We propose the foliogi
independent and identically distributed random varialsieke test statistic for the hypothesis testing problem (13)
cumulative distribution function of the individual randosmari-

able; raised to the povv_dr_ Thu_s, the cumulative distribution Zqﬁ( N (26)
function of the test statisti®,,, is given by
s N-1 (z/2)" d and the following two for the hypothesis testing problem)(16
Fp, (z,2N,d) = <1 —e 2y T) (23)
" gngZTJf;L 27)

The corresponding probability density function is obtaine
by differentiating the cumulative distribution functioire., _
-1 Dix =Y. Z?jﬁﬂ(a) (28)
fo, (2,2N,d) = d( _ —i/zz 33/2 ) acA i=1
n=0 whereT (;)M () is the cyclostationarity based test statistic (15)
- <Z x/2 Nz: (z/2)" ! . f_ron‘_n it sec_ondary user. _Due to t_he use of g_eneralized
(n—1)! likelihood ratios, no optimality properties can be claiméte
24) GLRT test does, however, perform highly reliably in many
Consequently, the null hypothesis is rejected @pplications.
Fp, (D;m,2N,N,) > 1 — p where p is the false alarm  Under the conditional independence assumption the asymp-
rate andN,, is the number of tested cyclic frequencies. totic distributions of the test statistif;, andD; x are under
the null hypothesisy3y and x3y . k. respectively. This
IV. COOPERATIVE DETECTION is again due to the fact that the sum of independent chi-
User cooperation may be used to improve the performangguare random variables is also a chi-square random variabl
and coverage in a cognitive radio network. The users mahose degrees of freedom is the sum of the degrees of
collaborate in finding unused spectrum and new opportsitiéreedom of the independent random variables. The cumalativ
Many of the collaborative detection techniques stem froriistribution function ofD,, x is under the null hypothesis
distributed detection theory; see [10], [11]. In cognitieglio Fp,, (D, x,2NK, N,) where N, is again the number of
systems, there are typically multiple geographicallyriisted tested cyclic frequencies. The testing is done similarlyinas
secondary users that need to detect whether the primary usse secondary user case.
is active. All the secondary users may sense the entire bandifferent techniques for reducing the amount of transrditte
of interest, or monitor just a partial band to reduce powelata, taking into account the relevance of the information
consumption. In the latter case each SU senses a certain pasvided by secondary users as well as how to deal with com-
of the spectrum, and then shares the acquired informatitin winunication rate constraints will be addressed in a fortingm
other users or a fusion center. paper.

n=0 n=1



V. SIMULATION EXAMPLES

In this section the performance of the proposed detectors is
considered. The test signal is an orthogonal frequencgidivi

P, =0.05

[N

o
©
T

—1 cyclic frequency 1

multiplex (OFDM) signal. The baseband equivalent of a @ycli 08} |- -2cyclicfrequencies, D,
prefix OFDM signal may be expressed as Soql Lo 2ocichequencies. D, |,
N.—1 oo %O.G*
x(t) = Z Z n1g(t — 1Ts)ed Gm/NIn=IT) - (99) 505,
n=0 l=—oo S04t
whereN, is the number of subcarriers; is the symbol length, § 03l

g(t) denotes the rectangular pulse of len@th and thec,, ;'s
denote the data symbols. The symbol length is the sum of
the length of the useful symbol daig and the length of the ‘ ‘ ‘ ‘ ‘
cyclic prefix T, i.e., Ts = Ty + Tep. 5 20 T - 0

The above OFDM signal exhibits cyclostationarity (i.e.,
complex conjugation is used in (6) and the following equgjgure 1. Probability of detection vs. SNR. The multicycletettors achieve
tions) with cyclic frequencies af = k/T,, k = 0,-+1,-+2, . "ciefperlarance ar he sile oyl detector s ieSiR regime. The
and potentially other frequencies depending on the coding
scheme. The cyclic autocorrelation surfaces dor= k/T;

peak atr = +£T7, [9].

o
)
T

©
-

o

=0.05
In the following the performance of cyclic detectors based 1 i
on one and two cyclic frequencies is compared as a function of
signal-to-noise ratio (SNR) in an additive white Gaussiaisze 0.9)
(AWGN) channel. The SNR is defined 88R = 10log,, =% 5
whereo? ando? are the variances of the signal and the noise, g .
respectively. The cyclic frequencies employed by the detsc 5 oql
arel/T, and2/Ts. The detector based on one cyclic frequency =
uses the first frequency and the detectors based on two cyclic Soel [/ —1 cyclic frequency
frequencies use both frequencies. Each detector usesrheo ti * - - -2 cyelic frequencies, D
Iags de. 057” -.-.2 cyclic frequencies, Dm
The cyclic spectrum estimates were calculated using a
length-2049 Kaiser window witf parameter of 10. A Fast- 040 -8 -6 2 0

-4
Fourier transform (FFT) was employed for faster computatio SNR (dB)

The FFT size was 10000 giving a cyclic frequency resOluanigure 2. Probability of detection vs. SNR. Zoom of the intpat region. The

of 0.0001. multicycle detectors achieve better performance thanitiglescycle detector
The OFDM Slgnal haS 32 Subcarrlers and the |ength Of tHHhe low SNR regime. The sum detector of the test Stat‘@tjchas the best

cyclic prefix is 1/4 of the useful symbol data. The subcarriéf rformance.

modulation employed is 16-QAM. The signal length is 100

OFDM symbols.

Fig. 1 depicts the performance of the detectors as a function 1—— SNRETTE®
of the SNR for a constant false alarm rate of 0.05. Fig. 2 shows ook
a zoom of the important area illustrating the differences in 08
performance more clearly. All the curves are averages over £ ol
10000 experiments. It can be seen that the detectors based on %
multiple cyclic frequencies outperform the detector basad ?fo'e
single cyclic frequency in the low SNR regime. Furthermore, éo's
the multicycle detector calculating the sum over the cyclic 04 _

E 0.3 — 1 cyclic frequency

statistics of different frequencies has the best perfoneaan : - - -2 cyclic frequencies, D_

Fig. 3 plots the probability of detection vs. false alarm 0.2} - - 2 cyclic frequencies, D_
rate for SNR of -7 dB. The figure show that the detectors 01}
have desirable receiver operating characteristics. Thahe o5 o3 " o = ]

probability of detection increases as the false alarm rate False alarm rate

parameter is increased. bability of d e al based
; ; : jgure 3. Probability of detection vs. false alarm rate. Hetectors base
Next the performance gain from cooperative detection §hp multiple cyclic frequencies achieve better performati@n the detector

several secondary users is analyzed. The signal is the S@Rd on a single cyclic frequency.
as above. The cooperative detection is based on the data of 5



P = 0.05

SNR = -9 (dB)
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0.8r|.-._.5 SUs, 2 cyclic fregs., D 0.8} st as 1
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Figure 4. Probability of detection vs. SNR. Cooperation afesondary users
provides performance gain of 3 dB. Using multiple cyclicgiwencies further Figure 6. Probability of detection vs. false alarm rate. tdew to simulate
improves the detection performance. The sum detector oftasestatistic shadowing the SNR of each user was independently seleateldrmdy from
D, i has the best performance. a normal distribution with a mean of -9 dB and standard dimnatdf 10 dB.
Cooperation among secondary users reduces sensitivityattoaing effects.

SNR = -9 (dB)
1e=z= T
o.gr/ﬁﬂ 1 VI. CONCLUSION
0.8 . . . . . . .
€ os | In this paper, a generalized likelihood ratio test for deter
§ ' primary transmissions with multiple cyclic frequenciessha
%0'6 | been proposed, and the asymptotic distribution of the test
20° ] statistic has been derived. In this test, impairments sich a
§04 5 5Us, 1 oyclic freq, 1 shadowing and fading are mitigated by combining the quan-
& 03 -~ -5 SUs, 2 cyelic fregs., D, 1 tized local likelihood ratios from a number of secondaryrase
02 -5 SUs, 2 cyclic fregs., By, ] under a conditional independence assumption. Simulatien e
o 18U, 2 cyclic fregs., D . . . e .
01 : ] amples demonstrating the improved reliability in the detec
o = = = - | performance in the low SNR regime as well as significant

gains obtained via collaborative decision making have also
been presented.
Figure 5. Probability of detection vs. false alarm rate. @oation among

secondary users combined with the use of multicycle sunstasisticD, x

provides the best performance.

False alarm rate
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