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Abstract: Multifocal functional magnetic resonance imaging has recently been introduced as an alterna-
tive method for retinotopic mapping, and it enables effective functional localization of multiple
regions-of-interest in the visual cortex. In this study we characterized interactions in V1 with spatially
and temporally identical stimuli presented alone, or as a part of a nine-region multifocal stimulus. We
compared stimuli at different contrasts, collinear and orthogonal orientations and spatial frequencies
one octave apart. Results show clear attenuation of BOLD signal from the central region in the multifo-
cal condition. The observed modulation in BOLD signal could be produced either by neural suppres-
sion resulting from stimulation of adjacent regions of visual field, or alternatively by hemodynamic sat-
uration or stealing effects in V1. However, we find that attenuation of the central response persists
through a range of contrasts, and that its strength varies with relative orientation and spatial frequency
of the central and surrounding stimulus regions, indicating active suppression mechanisms of
neural origin. Our results also demonstrate that the extent of the signal spreading is commensurate
with the extent of the horizontal connections in primate V1. Hum Brain Mapp 29:1001–1014,
2008. VVC 2008 Wiley-Liss, Inc.
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INTRODUCTION

Surround modulation is ubiquitous in vision. Electro-
physiological recordings show that the response of a V1

neuron to a stimulus in its receptive field center is reduced
in the presence of surrounding stimuli [Angelucci et al.
2002b; Blakemore and Tobin, 1972; Cavanaugh et al.,
2002a; DeAngelis et al., 1994; Jones et al., 2001; Knierim
and van Essen, 1992; Maffei and Fiorentini, 1976; Nelson
and Frost, 1978; for a review, see Series et al., 2003], but
also facilitatory interactions have been reported [Levitt and
Lund, 1997; Maffei and Fiorentini, 1976; Mizobe et al.,
2001]. Psychophysical experiments show both suppressive
and facilitatory effects from surrounding regions in experi-
ments measuring either detection [Chen and Tyler, 2001;
Petrov et al., 2005; Polat and Sagi, 1993; Takahashi and
Ejima, 1985; Yu et al., 2003] or apparent contrast [Cannon
and Fullenkamp, 1991; Chubb et al., 1989; Ejima and Taka-
hashi, 1985; Xing and Heeger, 2001] of the target. Suppres-
sion between adjacent parts of visual field has been dem-
onstrated using functional magnetic resonance imaging
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(fMRI) [Harrison et al., 2007; Kastner et al., 2001; Williams
et al., 2003; Zenger-Landolt and Heeger, 2003] and magne-
toencephalography (MEG) [Haynes et al., 2003; Ohtani
et al., 2002]. Furthermore, reduced blood oxygenation level
dependent (BOLD), [Zenger-Landolt and Heeger, 2003],
and neuromagnetic [Haynes et al., 2003] signals in V1
have been directly linked to psychophysical surround
masking. Measuring the increase or decrease of neural ac-
tivity as a function of neighboring visual stimulation and
cortical activation is a basic question in the neuroscience of
vision, and important for assessing theories addressing ef-
ficiency in stimulus encoding, and the integration of visual
information across space [Felsen et al., 2005; Rao and Bal-
lard, 1999; Vinje and Gallant, 2002].
Because the hemodynamic signal measured in fMRI is

tightly coupled with neural activity [Logothetis et al., 2001;
Mukamel et al., 2005; Shmuel et al., 2006], fMRI allows in
principle a quantitative method for measuring surround
modulation in humans. Traditional block and event-related
fMRI designs are inefficient for studying multiple visual
field positions, because each location, and in a study of lat-
eral interaction also each combination, must be measured
in different time windows. In this study we show that
multifocal fMRI (mffMRI) can detect and quantify lateral
interactions of neural origin, and thus provide an easy, ro-
bust and efficient method to quantify surround modula-
tion with fMRI. In mffMRI multiple fixed regions of the
visual field are stimulated concurrently with independent
stimulus sequences. The resulting compound response is
decomposed using either cross-correlation [Hansen et al.,
2004] or multiple linear regression with the general linear
model [Vanni et al., 2005]. This technique thus allows
quantification of multiple local responses in short measure-
ment time. Furthermore, as the local activity in the visual
cortex is modulated by the stimulation of surrounding
regions, we expect spatial interactions in the BOLD signal
as well. In the case of visual stimulation, this corresponds
to the extent of departure from spatial linearity of the
BOLD signal. Specifically, does the BOLD signal in
response to stimulation of adjacent visual field regions dif-
fer from the sum of signals when each is stimulated alone,
and what are the physiological substrates of this differ-
ence?
In addition to studies of surround modulation, spatial

linearity of BOLD response is relevant for retinotopic map-
ping of visual cortex. Retinotopic organization can be
mapped with traveling-wave (phase-encoded) fMRI
[DeYoe et al., 1996; Engel et al., 1994, 1997; Sereno et al.,
1995; Warnking et al., 2002], and multifocal fMRI was
introduced recently as an alternative method [Vanni et al.,
2005]. Although mffMRI was efficient for mapping V1,
activation of extrastriate cortical areas was less reliable. In
a subsequent study, strong extrastriate responses emerged
when only part of the visual field was stimulated at a time
[Stenbacka and Vanni, 2007], which suggested suppression
between adjacent regions in mffMRI. Here, we introduce a
method combining mffMRI with parametric analysis

[Buchel et al., 1998], providing a tool to quantify the sur-
round modulation.Hansen et al. [2004] argued that spatial
summation of BOLD response in human V1 is linear. They
demonstrated that the responses of voxels in V1 to modu-
lated wedges and rings were well predicted by linear sum-
mation of the responses to the individual components of
the same stimuli. However, the responses to the compo-
nents of the stimulus in their design were measured dur-
ing multifocal stimulation, such that the amount of coac-
tive surround stimulation was comparable in all condi-
tions. In the present study, we directly compare V1 BOLD
activation by stimulating a single component region in the
visual field alone, and as a part of multifocal design, and
find that the activation is significantly reduced in the pres-
ence of surround stimulation. We then apply a parametric
model to quantify the contribution of individual surround
regions to the suppression. Finally, we use checker board
stimuli at different contrast levels and sinusoidal stimuli at
different combinations of orientations and spatial frequen-
cies between central and surrounding regions to show that
the signal reduction has a predominantly neural origin.

MATERIALS AND METHODS

Subjects and Stimuli

Nine subjects (two females, aged 22–40) participated in
Experiment 1, and eight subjects further participated in
Experiments 2 and 3. All subjects had normal or corrected
to normal vision and gave written informed consent to
participate in the study. The study was approved by an
ethical committee of the Hospital District of Helsinki and
Uusimaa.
Stimulus images were created with MatlabTM (Math-

works), and their display during the functional runs was
controlled with PresentationTM (Neurobehavioral Systems
Inc.). A back projection system with data projector model
Christie X3TM (Christie Digital Systems) was used to dis-
play the stimuli inside the scanner. Subjects fixated a point
in the middle of the screen at 34-cm viewing distance.
The stimulus in all experiments consisted of nine regions

in the left hemifield (Fig. 1a,c). It extended radially from
1.78 to 6.78, with borders at 3.18 and 4.58 eccentricity, and
spanned 908 in polar angle, in 308 sectors, from 308 below
to 608 above the horizon. The regions were scaled accord-
ing to the human magnification factor [Duncan and Boy-
nton, 2003], in order to stimulate comparable-sized patches
of primary visual cortex. Midpoints of the regions at dif-
ferent eccentricities were at 2.48, 3.88, and 5.68.
Temporal sequences consisted of blocks lasting 7.3 s

(4 time points) each. During one block, each region was ei-
ther active or inactive. One subsequence comprised 12
blocks and thus 4 3 12 5 48 time points. A subsequence
could be either multifocal, with all nine regions modu-
lated, or unifocal with only the central one of the nine
regions modulated. Irrespective of the type of subse-
quence, the timing of the central region was always identi-
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cal. In the multifocal condition each region was active 50%
of time. Presentation of the two types of subsequences was
balanced across runs.
The order of active/inactive blocks within a subse-

quence for each region was determined by shifted versions
of 11-step quadratic residue sequences, with a 12th step of
only inactive regions appended, which made the temporal
sequences of the regions exactly orthogonal [Vanni et al.,
2005]. Two different shiftings were used within the subse-
quences of a run, giving an effective dimensionality of 22
for the estimation of effects. The number of stimulated
regions in a multifocal design determines the length of the
quadratic residue sequence required, thus the rationale
behind using only a nine-region subset of a larger 60-
region dartboard layout was to achieve a relatively short
duration of each single subsequence, allowing balancing
between different conditions.
In Experiment 1, the active state in each of the nine

regions was a 4 3 4 checkerboard of 82% contrast (dark
4 Cd/m2, light 40 Cd/m2) with 8.3 contrast reversals

per second. During the inactive state, the luminance was
unmodulated at 22 Cd/m2. Each of the four experimental
runs (240 time points, 7.4 min) contained five subsequen-
ces (Fig. 1a,d). This resulted altogether in 10 unifocal and
10 multifocal subsequences. Figure 1d summarizes the
design for one run in Experiment 1.
In Experiment 2 we used checkerboard patterns of three

contrasts (5, 40, and 80%). Multifocal and unifocal subse-
quences comparable to Experiment 1 were run at all con-
trasts. This resulted in six types of subsequences, which
were balanced and pseudo-randomized across runs and
subjects. Each of the four experimental runs (288 time
points, 8.7 min) contained six subsequences. This resulted
in four multifocal and four unifocal subsequences at each
contrast.
In Experiment 3, stimuli comprised sinusoidal gratings

at 40% contrast. Stimulus regions were separated by a
small gap, and the edges were smoothed with a Gaussian
kernel. Gratings in different regions were always in phase,
and their contrast reversed at 8.3 reversals per second. We

Figure 1.

(a) Example of the 9-region checkerboard stimulus used in

Experiments 1 and 2. In Experiment 2, contrast of the checker-

board pattern was varied. (b) Sinusoidal stimuli used in Experi-

ment 3. Multifocal conditions clockwise from top-left: collinear

surround with same spatial frequency, orthogonal surround with

same spatial frequency, orthogonal surround with different spa-

tial frequency, collinear surround with different spatial frequency.

Note that both orientations and spatial frequencies were pre-

sented in all regions, and only the relative timing of their presen-

tation varied between the conditions. For illustration purposes,

spatial frequencies used in the figure are lower relative to

the region size than the ones actually used in experiments.

(c) Region numbering for the multifocal stimulus. We compared

the activation elicited by the central region (number 5) in unifo-

cal and multifocal conditions. (d) Design matrix for one run in

Experiment 1. This run consists of three multifocal and two uni-

focal subsequences. Different types of subsequences were coun-

terbalanced across runs.
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used two spatial frequencies (1 and 2 cpd) at vertical and
horizontal orientations, resulting in four different combina-
tions of orientation and spatial frequency. During an active
block (four time points), each of these combinations was
presented for one time point in fixed order, resulting in
four different states. In unifocal subsequences, only the
central region was active. In multifocal subsequences, gra-
tings in the surrounding regions were either collinear
(Coll) or orthogonal (Orth), and had either same (SameSF)
or different (DiffSF) spatial frequency relative to central
region (Fig. 1b). This was achieved by keeping the stimu-
lus sequence in the central region always the same, and
changing the order of the four states in the surrounding
regions. Note that in all conditions, each of the spatial fre-
quency/orientation combinations was presented in every
region, and only the relative order of presentation in cen-
ter and surround was varied. All four experimental runs
(240 time points, 7.4 min) contained five subsequences,
which were balanced and pseudo-randomized across runs
and subjects. This resulted in four unifocal and four of the
each type of multifocal (Coll-SameSF, Ortht-SameSF, Coll-
DiffSF, Orth-DiffSF) subsequences.

MRI Data Acquisition and Analysis

Data were acquired with a 3T MR scanner (Signa
EXCITE1, General Electrics Inc.) and eight-channel re-
ceiver head coil for signal detection. A single shot gradi-
ent-echo echo planar imaging sequence was used for func-
tional data acquisition with parameters TR 1819 ms, TE
30 ms, acquisition matrix 64 3 64, FOV 160 mm 3 160
mm and flip angle 608. Altogether 24 slices with 2.5-mm
thickness were acquired without gap in interleaved order.
Slices were oriented approximately perpendicular to the
parieto-occipital sulcus to cover the parietal and occipital
visual areas. For each run, the first four volumes were dis-
carded to allow the magnetization to reach a stable state.
In Experiments 1 and 3, 4 3 240 and in Experiment 2, 4 3
288 volumes were included in the analysis. At the end of
each experiment T1-weighted anatomical images were
acquired with a spoiled gradient-echo sequence, acquisi-
tion matrix 128 3 128, FOV 230 mm and slice thickness
1.5 mm.
After reconstruction, functional data were analyzed with

the SPM2 toolbox (The Wellcome Department of Imaging
Neuroscience, London, England http://www.fil.ion.ucl.
ac.uk/, see Frackowiak et al. [2003] for extensive review).
The timing was corrected for interleaved slice acquisition,
followed by a standard motion correction. Data was not
smoothed in order to preserve exact spatial information.
The general linear model was fitted to data with one
regressor for each active region, after removing low-fre-
quency drift components. Regressors were constructed by
convolving the stimulus function of active blocks with the
standard SPM2 hemodynamic response function (HRF). A
constant offset regressor was included for each of the four

runs to account for the mean signal level. Autocorrelation
in the noise was taken into account by modeling it as a
first-order autoregressive process, with hyperparameters
estimated by the SPM2 restricted maximum likelihood
(ReML) method, and the model was fitted by calculating
the optimally weighted least squares coefficients for each
regressor.
In Experiment 1, regressors were fitted corresponding to

each of the nine active stimulus regions of the multifocal
stimulus, with one regressor for the unifocal condition
(Fig. 1d). In Experiment 2, nine regressors for the multifo-
cal and one for the unifocal condition were estimated for
each of the three contrasts (5, 40, and 80%), resulting in al-
together 30 regressors. In Experiment 3, nine regressors
were fitted for each of the four multifocal conditions and
one for the unifocal condition, resulting in 37 regressors.
Finally, we reanalyzed Experiment 1 with a parametric
design [Buchel et al., 1998], where the second-order effect
of surround regions coactive with the central region was
fitted by a second degree polynomial in the number of
coactive neighboring regions of either border-sharing or
corner-sharing types. See quantification of responses below
for details of this analysis.
Regions-of-interest (ROI) from the cortex corresponding

to the different stimulus regions were selected for further
analysis based on the t-statistics of each voxel. SPM(t)
maps indicating the significance of activation were calcu-
lated for each stimulus region. Active clusters with the
highest t-value were consistently in V1, which is in line
with earlier data [Vanni et al., 2005]. Clusters were grown
around the voxel with the highest t-value by including
neighboring suprathreshold voxels, and their size was lim-
ited from three (threshold for the number of voxels in a
cluster) to 10 voxels. The cluster for the central region was
chosen from voxels that were significantly active in both
multifocal and unifocal conditions. In Experiment 1, the
location of activation was also analyzed on the cortical sur-
face for four subjects by projecting SPM(t) maps to the
unfolded cortical surface model of occipital lobes (Fig. 2)
using the Brain à la Carte (BALC) toolbox [Warnking
et al., 2002]. Selected ROIs were then checked against the
borders of the visual areas derived from phase-encoded
retinotopic analysis [DeYoe et al., 1996; Sereno et al., 1995;
Warnking et al., 2002], confirming that the chosen clusters
were in V1. The cortical representations for the upper
regions (1, 4, and 7 in Fig. 1c) are very close to the V1/V2
border derived from phase-encoded analysis. This is evi-
dent especially for the Subject 5 in Figure 2, even though
our stimulus does not reach the vertical meridian in the
visual field. This seems to be due to the anisotropy of the
visual field representation, where the horizontal meridian
occupies relatively larger area of cortical surface than the
representation near the vertical, especially upper vertical,
meridian. This might be difficult to quantify from a phase-
encoded analysis, but is readily seen from the 60-region
multifocal data, where the representations for regions cor-
responding our 1, 4, and 7, and the regions next to the ver-
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tical meridian tend to almost overlap in a subset of sub-
jects [see Vanni et al., 2005 for more details].

Quantification of Responses

The SPM software estimates a vector of regression coeffi-
cients, b, of the model for each voxel separately. These b-
estimates are saved as 3D volumes, which correspond to
data volumes, one volume for each regressor in the design.
We quantified the responses as percent signal change in
the BOLD response. The mean signal level across the
whole volume is normalized to 100 during the estimation,
but the mean signal level in any single voxel is likely to
deviate from the global mean. Thus the percent signal
change is given by dividing the parameter value (of effect
of interest) from each voxel by the parameter value of its
constant term, and multiplying by 100. Finally, we aver-
aged these percentages across the voxels that corresponded
to the ROIs defined above. This measure was used in all
three experiments, except the parametric analysis of
Experiment 1, described below in more detail. We also cal-
culated suppression indices for different multifocal condi-
tions in Experiments 2 and 3, defined as 1 2 (RMf/RUf),
where RMf and RUf denote BOLD response in multifocal
and unifocal conditions, respectively. Each index was first
calculated separately for each subject, and then averaged
across all subjects.
As far as the assumptions of linear model hold, ortho-

gonality of the stimulus sequences in the different regions
guarantees that the activation induced by the central stim-
ulus region is fitted by the corresponding regressor. How-
ever, it is possible that there is nonlinear relationship ei-
ther between neural activation and regional cerebral blood
flow (rCBF), between rCBF and BOLD signal, or both [see
Buxton et al., 2004]. In the case of a strong compres-
sive nonlinearity saturating the BOLD signal faster than
the neural activation, our model would underestimate the
amount of neural activity. Thus the spreading activation

from surrounding regions increasing the baseline level of
BOLD activation could lead to flawed conclusions about
the existence of actual suppression. We address this con-
cern explicitly in Experiment 2 by using low contrast stim-
uli, which keep the net hemodynamic activation below the
saturation level.
To characterize the interaction between central and sur-

rounding stimulus regions in more detail, we recast the
analysis in Experiment 1. Only one main-effect regressor
was used for the central region, which accounted for both
unifocal and multifocal conditions. We then separated sur-
rounding regions to two groups, depending on whether
they shared a border or a corner with the central region.
Two parametric regressors, xb for borders xc and for cor-
ners, were constructed, the parameter taking value 0 in the
unifocal condition, and values 1–4 depending on how
many border/corner sharing regions were coactive with
the central region. Both parameter vectors were further
expanded in orthogonalized polynomial basis functions up
to second degree and convolved with the HRF [Buchel
et al., 1998]. Thus, in the final design, the response of the
central region after removing the constant term was mod-
eled as

R ¼ bmain � xþ bborders
linear � x1b þ bborders

quadratic � x2b
þ bcorners

linear � x1c þ bcorners
quadratic � x2c

where R denotes the response, x is regressor for the central
region, xb and xc are the expanded and orthogonalized pa-
rameter vectors (exponent stands for the expansion order)
convolved with the HRF, and b is the estimate of the con-
tribution of corresponding term in final response. Adjust-
ing the b-weights of the linear and quadratic basis func-
tions for border and corner regressors, amounts to fitting a
polynomial of second degree to the parameter values, and
thus allows us to approximate arbitrary nonlinearities
between parameter values and response in the linear
model framework. Thus, we were able to quantify the

Figure 2.

ROIs for subjects 1 and 5 in Experiment

1 assigned to the unfolded surface model

of right occipital lobe. Borders of visual

areas are derived from phase encoded

retinotopic analysis.
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modulation of central region response depending on the
numbers of coactive border and corner regions. Estimated
responses of the central region with different number of
coactive border/corner regions were reconstructed accord-
ing to the estimated b-weights for the main effect, and the
linear and quadratic terms of the parametric expansions.
We again converted these response estimates to the units
of percent signal change by normalizing with the constant
coefficient within each voxel, multiplying by 100 and aver-
aging these percentages over all voxels in a given ROI.
We tested the significance of the linear and quadratic

coefficients for the second order effects from borders/cor-
ners at the cluster level. This was done by constructing a
pooled T-statistic for the cluster according to

T ¼ wTbffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
wTCw � cTðXTWXÞ�1c

q

where b is a vector of coefficients for the tested effect (e.g.
linear interaction from borders) of all voxels in the central
cluster, w is a vector with equal entries summing up to 1,
C is the error covariance matrix between voxels after
model estimation, X is the design matrix, W is the esti-
mated whitening matrix to account for the temporal corre-
lations in the data, and c is a contrast vector having one at
location of effect of interest and zeros elsewhere.
For a given design, SPM automatically estimates the

number of effective degrees of freedom (EDF) after the re-
moval of low frequency components and correction of
temporal non-sphericity. Our pooled estimator is approxi-
mately T-distributed with EDF—one degree of freedom,
and was used to address the significance of interactions
for each subject separately.

RESULTS

In Experiment 1 we compared the BOLD response eli-
cited by the central region of the stimulus alone, with the
response elicited by the same region as a part of multifocal
sequence, to find out if the surrounding regions affect the
central response. Figure 3 shows a direct comparison of
percent signal change in the central region between unifo-
cal and multifocal conditions. In both conditions, BOLD
activation was measured from the ROI corresponding to
the central region of the stimulus. The central response
was clearly reduced in the multifocal, compared to the
unifocal condition (Wilcoxon Signed Rank-test, one-tailed
P 5 0.008), and the effect was consistent over all nine sub-
jects.
We further quantified the influence of the number and

spatial configuration of surrounding regions on the
strength of suppression with the parametric model. Contri-
bution from different parts of surround may add linearly
or nonlinearly, and can be described by using parametric
regressors within the linear model framework. We first
tested the significance of linear and quadratic components

of the expansion of interaction regressors in the central
cluster. For border sharing regions, the linear term was
negative and significant (P < 0.05, Bonferroni corrected for
the multiple comparisons over nine subjects and four con-
ditions) for all nine subjects, which shows that the strength
of suppression increases with the number of coactive bor-
der regions. The quadratic coefficient for borders effect
was significantly positive for four out of nine subjects
(subjects 2, 5, 6, and 8 in Fig. 4). For these subjects the sup-
pression does not increase linearly, but rather saturates
with two coactive border regions. Figure 4 illustrates the
estimated BOLD response in the central cluster as a func-
tion of increasing number of coactive border regions for all
nine subjects. We found that neither the linear, nor the
quadratic coefficient for the effect of corners was signifi-
cant in any subjects. This shows that the interaction is con-
siderably stronger with bordering regions.
In order to relate the hemodynamic signal to the under-

lying neural activity, we first looked at the extent to which
the BOLD activation spreads during the stimulation of a
single visual region. Figure 5 illustrates the magnitude and
spreading of BOLD activation in the central region in uni-
focal and multifocal conditions of Experiment 1. The nor-
malized BOLD-response is shown for the same two sub-
jects as in Figure 2. It is clear that both the magnitude of
the response and the extent of spreading are larger when

Figure 3.

Percent signal change in BOLD response for the central region

(Region 5) of the stimulus measured from V1 in Experiment 1.

Gray bars correspond to the unifocal condition, with only the

central region of the stimulus modulated. White bars corre-

spond to the multifocal condition, with all the nine regions

modulated independently. Data from all nine subjects is shown.

The mean shows the same data pooled across subjects, error

bars correspond to the standard error of the mean (SEM).

Asterisks indicate statistically significant (P < 0.01) differences in

BOLD signal change.
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the central region alone is stimulated. However, the overall
shape appears to be similar, suggesting homogenous sup-
pression of the response in the multifocal condition.
For unifocal condition in Experiment 1, we also calcu-

lated the average spreading of the response to the sur-
rounding regions. We took the ROIs for these nine regions
from the multifocal condition, which thus acted as a prior
functional localizer for measuring the signal change.
Responses in the surrounding ROIs were averaged over
subjects, and were consistently smaller compared to the
ROI for the stimulated central region, but still significantly
present (Wilcoxon Signed Rank-test, one-tailed P < 0.05,
Bonferroni corrected for multiple comparisons) on regions
2, 6, and 8, all sharing a border with the central region
(Fig. 6). Relatively stronger spreading of response to these
regions relative to corners might result from the amount of
shared cortical border, as well as from the shorter mean
distance between the regions in V1. This is in accordance

with the fact that the suppression from the border regions
was significantly stronger compared to the corner regions.
Cortical distances between the center points of stimulated
regions in Figure 6 are estimated according to human
magnification factor with parameter values taken from the
study by Duncan and Boynton [2003]. We did not estimate
the magnification factor for each subject separately, so care
must be taken while interpreting these results quantita-
tively, as there is substantial variability between subjects.
However, as the estimated cortical distance between center
points grows to 9 mm, the spreading of functional signal
is minimal. This is also evident from the surface analysis
of two subjects illustrated in Figure 5, and corresponds
roughly to the long-range horizontal connections on maca-
ques projecting up to 5-mm radius from a neuron in the
center [Angelucci et al., 2002b], and recent fMRI results
measuring the functional spread of electrical microstimula-
tion up to 5.8-mm radius [Tolias et al., 2005].
Experiment 2 tested the contribution of hemodynamic

effects on the suppression. These could be either hemody-
namic stealing by depleting the supply of blood to the cen-
tral region [Harel et al., 2002], or conversely, spreading of
activation (Figs. 6 and 7) from the surround to the central
region could drive the rCBF to close to saturation in the

Figure 5.

Normalized BOLD response to the stimulation of central region

in unifocal and multifocal conditions of Experiment 1. Responses

for subjects 1 and 5 are projected on the unfolded surface

model and smoothed with Gaussian kernel (r 5 1.5 mm). Mag-

nitude and extent of the response is evidently larger in unifocal

condition. We also calculated the number of above-threshold

voxels forming the corresponding cluster in 3D space. For Sub-

ject 1, the cluster consisted of 217 voxels in unifocal condition

and 53 voxels in multifocal condition. For Subject 5 the corre-

sponding numbers were 146 voxels in unifocal, and 14 voxels in

multifocal condition.

Figure 4.

Parametrically estimated responses of the central region from

Experiment 1. BOLD signal change is plotted as a function of

the number of coactive border regions. UF corresponds to the

response in unifocal condition with no surround stimulation, and

the 1, 2, and 3 correspond to the number of coactive border

regions in multifocal condition. Responses are reconstructed

from coefficient estimates of the parametric model (see Quanti-

fication of responses in the Methods section), and averaged over

the voxels in the central region. Dashed lines denote the stand-

ard deviation of estimates within a cluster. Suppression is evident

in all subjects as expected from the significant negative linear

coefficient of border interactions. The positive quadratic coeffi-

cient was significant for subjects 2, 5, 6, and 8, and can be seen

here as the saturation of the suppression strength after two

coactive border regions.
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multifocal condition [Nielsen and Lauritzen, 2001]. Thus,
stimulation of the central region could have had a reduced
impact to the BOLD signal, thus producing apparent sup-
pression (see Methods). Increased baseline rCBF is also
known to reduce stimulus-induced BOLD activation [Stefa-
novic et al., 2006; Vazquez et al., 2006]. We probed the
possible contribution of these nonlinearities by varying the
stimulus contrast. It is well known that both neural
[Albrecht and Hamilton, 1982] and hemodynamic [Good-
year and Menon, 1998; Logothetis et al., 2001] activity
increase monotonically with the stimulus contrast. In
reducing the contrast we assume that the magnitude of
possible hemodynamic stealing is diminished, and the
level of BOLD signal is kept below the saturation regime.
As in Experiment 1, we first measured the spreading of

activation to the surrounding regions during the unifocal
condition at all three stimulus contrasts to confirm that the

spreading of activation was reduced at lower contrasts
(Fig. 7). For ease of visualization, we have averaged the
responses over the regions sharing a border with the cen-
tral one, and regions sharing a corner. The distribution of
responses among the regions was comparable to that of
Experiment 1 (Fig. 6) at all stimulus contrasts. We tested
the difference in the spreading of response at different
stimulus contrasts with the Friedman test, which is a non-
parametric alternative to repeated measures ANOVA.
There was a significant difference (P 5 0.04) in the abso-
lute level response between different stimulus contrasts in
regions sharing a border with the central one, confirming
that the spreading of activation is weaker at lower con-
trasts. Even though we measure the spreading of activa-
tion from central to peripheral regions, we assume here
symmetrical spreading from surround to central regions. If
we take that each bordering cortical region activates the
centre to the same degree as they are activated by the cen-
tral region, the increase in the baseline rCBF at lower con-
trast multifocal conditions should be smaller. Note that we
are measuring here the absolute level of response in sur-
rounding regions instead of fractional response relative to
central response, which is similar at all three contrasts.
That is precisely because we are interested in the level of
baseline activity induced by surrounding stimulation that
might induce the saturation effects in the central region
during the multifocal condition. We cannot totally exclude
the possibility that the detectability of the central region

Figure 6.

Average spreading of activation to eight surrounding regions

while only the central region was stimulated in Experiment 1.

ROIs for surrounding regions are taken from the multifocal con-

dition. Data is pooled across all participants with error bars cor-

responding to SEM. Numbers inside the squares correspond to

regions, and the location in abscissa denotes the estimated corti-

cal distance (mm) between the midpoints of cluster for Region 5

and the corresponding clusters for the surrounding regions, see

text for details. Asterisks indicate statistically significant differen-

ces in BOLD signal change (P < 0.05, Bonferroni corrected for

multiple comparisons). The spreading of activation is strongest

for the regions sharing a border with the central region.

Figure 7.

Spreading of activation to surrounding regions in Experiment 2

during the unifocal condition. ROIs for surrounding regions were

taken from the multifocal condition. Responses in four bordering

and four cornering regions were pooled together for the ease of

comparison. There is a significant difference in spreading (P <
0.05) at different stimulus contrasts to bordering regions. Data

is pooled over all eight subjects, and error bars denote SEM.
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induced BOLD activation would depend solely on the rela-
tive level of baseline activity (i.e., the fractional spreading
of activation at different contrasts), but address this con-
cern further in Experiment 3 by altering the stimulus char-

acteristics known to modulate the strength of the neural
suppression.
Figure 8 shows the percent signal change between multi-

focal and unifocal conditions and the corresponding
suppression indices at three different contrast levels.
Reduction of the BOLD response in the multifocal condi-
tion persists across the contrasts (Wilcoxon Signed Rank-
test, one-tailed P < 0.05 Bonferroni corrected, for all stimu-
lus contrasts), and there is a trend for stronger suppression
at lower contrasts. This would not be expected if the sup-
pression was due to hemodynamic stealing, as there
should be increased demand and thus stronger effect from
stealing in the high contrast condition. A representative
time series from single run of the Experiment 2 is plotted
in Figure 9. This illustrates the fact that the baseline level
of activation is elevated in the multifocal condition due to
the stimulation of the surround, while the modulation
induced by central region stimulation is smaller relative to
the unifocal condition. The elevation of the baseline activa-
tion and the absolute level of the BOLD-signal are clearly
lower at the lower stimulus contrasts, thus excluding the
possibility that the reduction of the central region induced
activation would be due to the saturation of the BOLD-sig-
nal level. Taken together this indicates neural rather than
hemodynamic origin for the suppression.
In Experiment 3 we used sinusoidal gratings instead of

checkerboards to further examine the neural contribution to
the interaction effects. We expect that changing either rela-
tive orientation, spatial frequency or both, between the cen-
tral and surrounding regions would reduce suppressive
effects if they were of neural origin. Figure 10 shows the
BOLD signal change in the unifocal condition, and the four
multifocal conditions with different combinations of rela-
tive orientation and spatial frequencies (Coll-SameSF,

Figure 8.

Comparison of the strengths of suppression at different stimulus

contrasts. Bars on the left indicate percent signal change in

BOLD response for the central region of the stimulus at three

different contrast levels in Experiment 2. Gray bars correspond

to the unifocal, and white bars to the multifocal condition. Bars

on the right are suppression indices for corresponding stimulus

contrasts. Data is pooled over all eight subjects, and error bars

denote SEM. Asterisks indicate statistically significant differences

in BOLD signal change (P < 0.05).

Figure 9.

A representative time series from S5 in one run of Experiment 2. Data has been averaged over

the voxels in the central cluster, and centered after removing the linear drift. One run includes

unifocal (UF) and multifocal (MF) conditions at all three contrast levels (5, 40, and 80%). Arrows

at the bottom denote the onsets of the central stimulus region, after which the region was active

for the subsequent four time points.
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Ortht-SameSF, Coll-DiffSF, Orth-DiffSF). As expected, re-
duction in BOLD response is strongest when both param-
eters are matched between central and surrounding regions.
Changing the relative orientation or spatial frequency of the
surround reduces the suppression, but there is practically
no difference between one and two parameter-change con-
figurations. Thus we tested the mean response for these
conditions against Coll-SameSF, and found it significant
(Wilcoxon Signed Rank-test, one tailed P 5 0.013), again
indicating neural origin of suppression. Note that part of
the suppression remains in all multifocal conditions, sug-
gesting a non-specific component of suppression.

DISCUSSION

The BOLD response to visual stimulus is reduced signifi-
cantly if it is presented as a part of multifocal sequence com-
pared to the condition where it is presented with similar
time course, but without surrounding stimulation. This
indicates nonlinear spatial interactions during mffMRI in
V1. The effect is consistent through varying contrasts, and it

is weaker when the stimulus characteristics of the center
and surround differ in orientation and/or spatial frequency,
indicating neural suppression rather than hemodynamic or-
igin. However, the reduction in response cannot be fully
eliminated with parametric variations of the surround.
Quantification of the suppression indicates that there exists
some individual variation in the linearity of the suppression
mechanism itself (Fig. 4). In addition, we found that local
cortical activation spreads to neighboring cortex, corre-
sponding approximately to the length of long-range hori-
zontal projections in macaque V1 [Angelucci et al., 2002b].

Mechanism of Reduced BOLD Response

In earlier studies, reduction in underlying neural activity
has been considered as a likely reason for negative BOLD
responses [Shmuel et al., 2002, 2006; Smith et al., 2004; Ste-
fanovic et al., 2004], and we believe that the suppression
of neural activity is the most viable explanation of the
present results as well. An alternative explanation for
reduced response in the multifocal condition could be non-
linearities in the cortical vascular response. Stimulation of
surrounding regions might induce hemodynamic stealing
[Harel et al., 2002] reducing the amount of oxygenated
blood available for the cortical region corresponding to the
central part of the stimulus. This could result in reduced
BOLD signal for the central region in the multifocal condi-
tion. Alternatively, surrounding regions in the high-con-
trast multifocal condition might induce considerable base-
line activity, and increase the CBF closer to saturation in
the central cortical region, thus reducing the dynamic
range of possible modulation from stimulation of the cen-
tral region leading to flawed estimates of neural suppres-
sion. This kind of spreading of positive BOLD activity to
nearby regions of cortex is evident in Figures 5 and 6.
However, if the reduction in BOLD response were due to
hemodynamic saturation, we would expect the difference
between multifocal and unifocal conditions to vanish or at
least decrease at low contrasts when neural and hemody-
namic responses to surrounding stimuli are decreased
(Fig. 9). Our results demonstrate that this is not the case,
as the reduction in BOLD response persists also at low
contrast (Figs. 8 and 9). Contrary to this, there is actually a
trend towards stronger reduction of BOLD response at
lower contrasts, indicating the presence of an active sup-
pression mechanism. A Similar trend towards strengthen-
ing of the suppression at lower contrasts is also evident in
psychophysics [Xing and Heeger, 2001, their Fig. 3].
The surround suppression is usually strongest when the

stimulus attributes of the center and surround are matched
[e.g. Cavanaugh et al., 2002b; DeAngelis et al., 1994; Petrov
et al., 2005; Xing and Heeger, 2001]. Thus the reduced sup-
pression with the different relative orientation and spatial
frequency (Fig. 10) indicates neural origin of suppression.
Figure 10 shows that part of the suppression remains at all
multifocal conditions, irrespective of the stimulus characteris-
tics of the center and surround. While this remaining sup-

Figure 10.

Comparison of the strength of suppression with different sur-

round characteristics. Bars on the left indicate percent signal

change in BOLD response for the central region of stimulus in

the unifocal (gray) and the four different multifocal (white) condi-

tions of Experiment 3. Bars on the right are corresponding sup-

pression indices for different multifocal surround configurations

relative to the unifocal condition. Data is pooled over all eight

subjects, and error bars denote SEM. Asterisk indicates statisti-

cally significant difference in BOLD signal change (P < 0.05) when

Coll-SameSF is tested against the mean of other three multifocal

conditions. Suppression is strongest when both orientation and

spatial frequency of center and surround are matched.
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pression could be due to hemodynamic effects, we believe it
emerges from broadly tuned neural interactions. Physiologi-
cally measured suppression can be broadly tuned to spatial
frequency [DeAngelis et al., 1994], and making the surround
orientation orthogonal does not necessarily abolish all of the
suppression in electrophysiological [Cavanaugh et al., 2002b]
or psychophysical [Xing and Heeger, 2001] experiments. Sur-
round suppression from outside the neuron’s classical recep-
tive field has been demonstrated in LGN [Solomon et al.,
2002], and even at the retinal ganglion cells [Solomon et al.,
2006], and the broadly tuned component of suppression
observed in cortical cells might be inherited from these
mechanisms earlier in the visual pathway [but see Angelucci
and Bressloff, 2006]. Alternatively, we can speculate that a
cortical mechanism, different from the orientation-tuned
interaction, could induce the suppression. Further experi-
ments, e.g. comparison of monocular vs. binocular interac-
tions are necessary for separation of the two possibilities.
Neural interpretation is also evident in Zenger-Landolt and
Heeger [2003], who measured surround suppression with si-
nusoidal gratings. They used two 750-ms intervals separated
by 375-ms gap, and the center and surround were either
both presented in the first (simultaneous) or in different
intervals (lagging). Both psychophysical masking and sup-
pression of the central BOLD response were abolished in the
lagging condition. This time-scale would be too fast for
purely hemodynamic effects such as stealing to disappear.
Relating the current results to earlier physiological

[Angelucci et al., 2002b; Cavanaugh et al., 2002a; DeAnge-
lis et al., 1994; Jones et al., 2001; Knierim and van Essen,
1992; Levitt and Lund, 1997; Maffei and Fiorentini, 1976]
and psychophysical [Chubb et al., 1989; Ejima and Takaha-
shi, 1985; Petrov et al., 2005; Xing and Heeger, 2001] litera-
ture on surround suppression, two aspects of our stimuli
are worth noting. First, in the current study we used equal
contrast on the center and surround regions, which is often
the case in the electrophysiological recordings reporting
surround suppression [e.g. Angelucci et al., 2002b; Cava-
naugh et al., 2002a; DeAngelis et al., 1994]. In addition,
several psychophysical studies have used matched center
and surround contrasts [Cannon and Fullenkamp, 1991;
Meese and Hess, 2004; Xing and Heeger, 2001], at the
range of contrasts comparable to our Experiment 2 [Xing
and Heeger, 2001]. Second, in our stimulus, one mini-block
during which the region could be active or inactive, lasted
7.3 s. In physiological experiments the stimulation typi-
cally lasts at least several seconds, during which the firing
rate of neuron is suppressed [e.g. Cavanaugh et al., 2002a;
Shmuel et al., 2006]. In contrast, psychophysical experi-
ments typically use transient stimuli, so we cannot make a
direct comparison between earlier studies and our results
in this respect. However, psychophysical suppression has
been related to the reduced BOLD response in a study
using more rapid stimulation paradigm [Zenger-Landolt
and Heeger, 2003], allowing us to conclude that the pres-
ent results are in line with the earlier electrophysiological
and psychophysical reports on surround suppression.

Precise physiological substrates of surround suppression
are still debated, and might include lateral inhibitory con-
nections within V1 [DeAngelis et al., 1994; Knierim and
van Essen, 1992], or feedback from higher cortical areas
[Angelucci et al., 2002b; Cavanaugh et al., 2002a; Knierim
and van Essen, 1992]. Also the suppressive fields in LGN
could decrease the excitatory input to V1 [Ozeki et al.,
2004; Solomon et al., 2002] and reduce the recurrent excita-
tory activation in cortical networks [Ozeki et al., 2004; Wie-
laard and Sajda, 2005]. With the increasing understanding
of these network mechanisms in future, we will be able to
apply more accurate models and thus better probe the net-
work mechanisms of individual subjects. Similar results
showing surround modulation in V1 BOLD response have
been reported earlier [Harrison et al., 2007; Williams et al.,
2003; Zenger-Landolt and Heeger, 2003], although with
stimuli of larger size. Our work adds a quantitative
method with finer spatial scale, and further evidence in
favor of neural rather than hemodynamic origin of the sur-
round suppression in BOLD response. In contrast, our
results are inconsistent with results of Hansen et al. [2004],
who reported spatial linearity of summation in V1 with a
comparable technique. However their conclusion was
based on comparisons between either whole wedges/rings
or smaller regions (parts of whole wedges/rings) governed
by shifted versions of a binary M-sequence. In their stimu-
lus a single region was never presented alone, but in gen-
eral had four bordering neighbors coactive 50% of the
time. This would be a comparable amount of surround
suppression to having the two bordering neighbors in a
wedge or ring coactive 100% of the time. That study thus
indicates equivalence of these two forms of surround coac-
tivation, but does not provide direct evidence for the spa-
tial additivity of the BOLD response.

Spread of BOLD-Signal Is Determined

by Neural Activity

In retinotopic mapping, it is important to consider the
extent of the cortical point spread of given stimulus, which
depends on the method used to measure the activation.
With optical imaging of intrinsic signals Das and Gilbert
[1995] demonstrated that the diameter of point spread was
on average 3.8 mm for 1 mm 3 1 mm area of spiking cor-
tex in cat, being independent of the cortical location, and
thus receptive field size. This vascular response is likely to
result from increased metabolic demands due to extensive
spreading of subthreshold synaptic activity via horizontal
connections [Das and Gilbert, 1995; Grinvald et al., 1994].
Correspondingly, results from optical imaging with volt-
age sensitive dyes in monkeys show that the region of sub
threshold activation on the cortex is considerably larger
than the region of spiking activity [Grinvald et al., 1994].
Grinvald et al. modeled the spreading of neural activation
with exponentially decaying function and found that the
space constant was up to 3 mm. More recently, the spread-
ing of BOLD activation resulting from directly injected cur-
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rent to monkey V1 was found to be from 2 to 5.8 mm
depending on the current amplitude [Tolias et al., 2005],
and their chronaxie measurements indicated that the excit-
ability of the stimulated elements yielding the BOLD sig-
nal was well matched with the excitability of pyramidal
neurons. Our results are in agreement with these studies,
as seen from Figures 5 and 6. The spreading of activation
to neighboring regions is evident, and diminishes close to
baseline, as the estimated distance between the midpoints
of cortical presentation increases.
Should the spatial summation of BOLD response be lin-

ear, we would expect equal response strength and spread-
ing in the unifocal and multifocal conditions. Yet, as we
demonstrated, adding the surround suppresses the central
response. These results correspond with Grinvald et al.
[1994], who demonstrated symmetry in the spread and
suppression between a centre and a surround. The spread-
ing of their excitatory surround signal to the central region
was evident when only the surround was stimulated, but
the activation measured for center and surround stimulus
together was clearly reduced compared to central stimulus
alone [Grinvald et al., 1994]. This suggests that the spread-
ing is coupled with suppressive neural interactions, which
can be observed only when the central region is stimulated
above some threshold.
Angelucci et al. [2002a] and Schwabe et al. [2006] have

proposed a mechanism in which the suppression is medi-
ated by inhibitory interneurons. The local network receives
thalamic feedforward, lateral and extrastriate feedback
input, and the inhibitory interneurons have high activation
thresholds relative to the local excitatory pyramidal cells.
In their model, the excitatory connections are able to drive
a neuron’s response while the input to inhibitory inter-
neurons is low, but are masked by inhibition when the
strong input drives the inhibitory interneuron over its acti-
vation threshold. In this model the surround suppression
is explained by the overall network activity, including
feedback from extrastriate neurons with large receptive
fields, driving the inhibitory interneurons. This type of
mechanism operating at the population level could explain
our current results of spreading activation (Figs. 5 and 6)
turning into suppression (Figs. 3–5).

BOLD Signal Enables a Unique Viewpoint

on Neural Activation

Functional MRI cannot match the spatial or temporal
resolution of single unit electrophysiology, but might
offer a somewhat unique perspective on the functioning
of neural systems. Responses in single unit recordings are
typically characterized as firing rates, while the BOLD
signal is linked particularly to local field potentials (LFPs)
arising from dendritic input and local processing rather
than spiking output [Lauritzen, 2001; Logothetis et al.,
2001]. However, recently Mukamel et al. [2005] demon-
strated that multi-unit recordings from human auditory
cortex predicted the BOLD response as well as LFPs, and

in particular negative BOLD effects seem to be coupled
with reductions in both LFPs and spiking activity
[Shmuel et al., 2006]. Thus most of the time, the net syn-
aptic activity in a given cortical region is likely to be
proportional to the spiking output, and justifies the
comparison between the present results and earlier elec-
trophysiological studies on surround modulation. Fur-
thermore, the stimulus visibility can be more strongly
correlated with the low frequency LFP components than
with the multiunit spiking activity in early visual cortical
areas [Wilke et al., 2006], suggesting that accurate quanti-
fication of the BOLD response is valuable tool for the
study of early visual processing.

CONCLUSIONS

This study demonstrates nonlinear spatial interactions in
the V1 BOLD signal measured with multifocal fMRI. The
origin of these nonlinearities is most likely neural suppres-
sion rather than hemodynamic stealing or saturation of
CBF. In future studies, these interactions must be consid-
ered and fully characterized, if the method is to be used
for quantifying the response in multiple cortical loci
instead of just mapping the representations. For example,
Thirion et al. [2006] recently used an explicit model of V1
receptive fields to infer the stimulus shape from BOLD ac-
tivity in primary visual cortex. However, their model
assumed linearity, and could greatly benefit from explicitly
accounting for the nonlinearities described in this work.
Moreover, the ubiquity of modulatory surround interac-
tions in the visual system suggests that they have an im-
portant role in cortical information processing [Rao and
Ballard, 1999; Vinje and Gallant, 2002]. By using different
stimulus patterns in central and surrounding regions and
the strength of interaction as a response variable, it might
be possible to characterize the relevant dimensions in the
stimulus space for each functional area in the visual sys-
tem. Furthermore, the parametric modeling used here
opens a variety of possibilities to test the behavior of the
suppression mechanism under different stimulus configu-
rations. This line of thinking will turn the reported nonli-
nearity into a valuable tool instead of a nuisance to be
avoided in mapping experiments.
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