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on neljä keskeistä osa-aluetta: kaikupedaalin vaikutusten tutkiminen ja mallintaminen, harmonisten ja epäharmonisten
soitinäänten analyysi käänteiskampasuotimella, häviösuotimen kehittäminen ja pitkittäismoodien havaitseminen
pianon äänessä. Kaikupedaalin vaikutusta pianon ääneen on tutkittu analysoimalla äänitettyjä yksittäisiä ääniä, ja
tulokset osoittavat, että kaikupedaalia käytettäessä keskialueen äänten vaimenemisajat ovat pidempiä verrattuna
tilanteeseen, jossa kaikupedaalia ei käytetä. Lisäksi pedaalia käytettäessä huojunta ja tilantuntu lisääntyvät.
Kaikupedaalin simuloimista varten on kehitetty algoritmi, ja sekä objektiivisten että subjektiivisten tulosten perusteella
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Lea Söderman and Heidi Koponen for taking care of all practical matters, Mara for

help and guidance in various problems, and Hynde for helping me with computer-

related issues. I have had the best time with my roommates Laura Lehto, Laura

Enflo, and Hannu Pulakka. We have shared friendship in and outside the office. I

would like to thank Jykke, Maikku, Jussi, and Sami for the second-lunch company

and many (quite irrational but fun) discussions we have had. Additionally, Maikku



8

and Jussi deserve an extra thank you for helping me with LaTeX (even though they

were always reading the Internet and not solving the problem!). Jenni and Kaisa

have been the best reinforcement in many lunches and coffee breaks.

Writing this thesis would not have been possible without the financial support-

ies: GETA Graduate School, Academy of Finland (project numbers 104934 and
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1 Introduction

The piano is one of the most popular instruments in Western music. It has a complex

structure, which has evolved from its predecessor, the harpsichord, at the end of the

18th century (Fletcher and Rossing, 1991). Actually, the piano has two forms, the

upright and the grand piano, the first being popular especially among common

households, while the latter mainly in professional use, for example in concert halls.

This work deals mainly with the grand piano, but the methods and results are, in

general, applicable to the upright piano.

During the past decades digital pianos have become popular, since they are usually

affordable, easily movable, and they do not produce structural noise, which is con-

venient especially in apartment houses. Traditional digital pianos use the sampling

technique, which provides excellent sound quality since recorded, real piano tones

are played back from the memory every time the key is pressed down. Another

synthesis approach that can be applied in digital instruments is physically informed

sound synthesis, or physics-based sound synthesis. In this approach, the sound is

computed from scratch with algorithms that are designed based on the physics of

the instrument. This offers great flexibility in sound synthesis, since the parameters

and algorithms can be modified, depending on how the instrument is played. The

algorithms can also offer scalability, which takes the properties of human hearing

into account; a trade-off can be made between computational complexity and sound

quality.

In practice, physics-based sound synthesis covers two main synthesis approaches.

The first one is “true” physical modeling, in which the physical principles of the

instrument are applied very strictly, while the other approach takes advantage of

various signal processing tricks in order to simplify the algorithms and to ease the

computational load. These two techniques are often mixed, however, when designing



20

a physics-based synthesizer. In this thesis, the approach taken is based mainly on

signal processing, while the acoustics of the instrument still give the basis for the

process.

Developing a physics-based piano synthesizer has several important steps. In order

to be able to create an algorithm that follows the sound production mechanism of

an instrument one has to study its acoustics and working principles. Parameters

for the algorithms can be extracted from recorded tones with various signal analysis

tools. In order to design efficient algorithms that model the most essential features

of the sound from the human hearing point of view, listening tests can be conducted

to study how (accurately) humans perceive the piano sound. Synthesis algorithm

design forms, of course, the most important part of the development process.

This thesis presents new results that can be used to develop a physics-based piano

synthesizer. The thesis consists of the introductory part and six articles that have

been published either in international, peer-reviewed journals or scientific confer-

ences. The introductory part starts with an overview of the acoustics of the piano

in Section 2. Special emphasis is put on the sustain pedal, which is the topic of

articles [PI] and [PII]. Next, in Section 3, the signal analysis of musical instrument

tones is dealt with. Especially the separation of the harmonic and broadband com-

ponents is discussed, which is also the topic of articles [PIII] and [PIV]. In addition,

the estimation process of important parameters for the synthesis algorithm design

is presented. Section 4 gives an overview of the physics-based synthesis of the piano

sound with special attention on the loss filter design, which is the subject of article

[PV], and the simulation of the sustain pedal, which is discussed in article [PI]. In

Section 5, the perception of various features of the piano sound, such as the longi-

tudinal components of vibration, the subject of article [PVI], is discussed. Finally,

the main results of the articles [PI]-[PVI] are presented in Section 6 and conclusions

are drawn in Section 7.
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2 Acoustics of the piano

This section gives a brief overview of the acoustics of the piano, a topic that has been

widely researched for several decades. Excellent studies covering the topic include

the book edited by Askenfelt (1990), the article by Suzuki and Nakamura (1990),

and the article series by Conklin (1996a,b,c), which approach the subject especially

from the instrument designer point of view. Traditionally the structure of the piano

has been divided into five functional parts: the keyboard, the action, the strings,

the soundboard, and the frame (Fletcher and Rossing, 1991). In addition to this,

the pedals form yet another important part in the acoustics of the piano.

Figure 2.1 gives a simplified schematic view of the structure of the piano. When a

key is pressed down the action sets the hammer into motion toward the string and

the corresponding damper is lifted. When the hammer hits the string, the kinetic

energy is stored in the normal modes of the string until it is transferred to the

soundboard via the bridge. The speaking length of the string is measured from the

pin block to the bridge, while the final termination of the string is in the hitch pin.

The dampers are controlled by the key and the sustain pedal through the damper

mechanism. The sustain pedal rod nut can be used to adjust the distance between

the dampers and the strings.

2.1 Keyboard and action

The keyboard and pedals form the user interface of the piano. The compass of the

instrument is wide: The keyboard consists of 88 keys, and the fundamental frequency

of the lowest tone is approximately 27.5 Hz, while that of the highest tone is about

4186 Hz. The action is a complicated system, which has gone through several

stages of development during the history of the instrument. The mechanism of the
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Figure 2.1: Simplified schematic view of the grand piano. When the key in pressed
down the hammer starts its journey toward the string. At the same time, the damper
is lifted up to allow the string to vibrate freely. The vibrational energy of the string
is transmitted to the soundboard via the bridge.

action, and especially the nonlinear behavior of the hammer, have been studied both

theoretically and experimentally. Hall (1986) provided a thorough mathematical

theory for the interaction between a very light hard hammer and the string. Later

he expanded this work to a general solution for a point hammer of any mass that hits

a perfectly flexible string (Hall, 1987a) and to the case where the hammer is expected

to be a soft point hammer with infinite mass (Hall, 1987b). This somewhat simplified

theory, mostly because of the assumption of the linear hammer-string system, was

finally studied by Hall and Askenfelt (1988) through measurements of real piano

hammer and strings to test how well the theory and practice are in agreement.

They concluded that the nonlinear hammer compliance should be included in the

theory, which was further developed by Hall (1992).
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Askenfelt and Jansson (1990) studied the timing in grand piano action through

experiments by mapping the motions of different moving parts of the action onto a

timetable. They found, for example, that the timing in the action depends both on

regulation1 and on the dynamic level. In their following work, Askenfelt and Jansson

(1991) studied the motion of the key and the hammer. One of the interesting

questions was the role of “touch”, which traditionally has divided the opinions of

pianists and physicists. The results of the article show, for example, that the hammer

motion differs when the key is pressed in legato or staccato style. Later, Goebl et al.

(2005) also reported that the travel times of the hammer are dependent on the type

of touch.

Askenfelt and Jansson (1993) presented a work dealing with the wave motion of

piano strings and the corresponding spectra in different regions of the piano compass.

The results show, among other things, that the hammer mass and compliance have

an effect on the spectra, while the effect of voicing is smaller, and that the efficiency

of dampers is lower in the low range of the piano compared to the high. The effect

of the hammer position on the string mode excitation was presented by Hall and

Clark (1987). They concluded that when the hammer hits within a few millimeters

of the nodal position of a certain mode, this mode will be weaker or even missing

from the spectrum.

In addition to the theoretical and experimental approach, the action mechanism

can be studied through a model-based analysis procedure. A model-based analysis

of the nonlinear hammer-string interaction was presented by Suzuki (1987) and

Boutillon (1988). Stulov (1995) studied the hysteretic behavior of the hammer felt

through a mathematical model and Hayashi et al. (1999) presented a simple dynamic

mechanical model that was used to analyze the hammer motion before its interaction

with the string.

1
Regulation in the context of the piano means careful adjustment of different parts of the

action in order to achieve smooth and even-tempered sensation throughout the whole keyboard

while playing the instrument.
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2.2 Strings

The properties and organization of strings define many features of the piano sound.

The string register, that is, the complete set of strings, includes nearly 250 strings

that are organized in groups of one to three strings, one string group corresponding

to one key. The lowest tones have only one wound string, while in the middle and

high ranges the string groups have two and three strings, respectively. The highest

strings are solid wire. The strings are stiff, which causes dispersion and makes the

tones inharmonic. Inharmonicity means that the partials2 of the piano tone are not

integral multiples of the fundamental frequency, but are stretched slightly upwards

in frequency. In addition to string stiffness, Ortiz-Berenguer et al. (2006) suggested

that the soundboard impedance also contributes to the inharmonicity.

Several works dealing with the dispersion phenomenon in the piano have been pub-

lished, the oldest probably being the work by Schuck and Young (1943) and Young

(1952). Flecther and his colleagues were the first to derive the formula which defines

the relation between the partial frequencies fk and the inharmonicity coefficient B

(Fletcher et al., 1962):

fk = kf0

√
1 + Bk2, (2.1)

where f0 is the nominal fundamental frequency of an ideal string (and does not exist

in the spectrum), k is the index of the partial, and the B coefficient can be written

as

B =
π

3
Qd

4

64l2T
, (2.2)

2
In this context, the harmonics of the piano tones are called partials, since the overtones are

not in harmonic relation to the fundamental frequency. Harmonics, in contrast, refer to overtones

of such musical instrument tones that do not express inharmonicity.
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with Q being Young’s modulus and d, l, and T the diameter, length, and the tension

of the string, respectively. Inharmonicity needs to be taken into account also in the

tuning process by stretching the frequency ratios of the lowest and highest octaves to

be more than a 2:1 frequency ratio (Martin and Ward, 1961; Fletcher and Rossing,

1991). The effect of inharmonicity on the tuning of the piano has been studied,

for example, by Lattard (1993), who also developed a mathematical simulation of

tuning. Recently, the effect of inharmonicity in piano tuning raised some interest in

the scientific community when Bryner (2009) published a letter that the celebrated

theoretical physicist Richard Feynman wrote to his piano tuner in 1961. In his

letter, Feynman discusses whether it is better to tune the piano by ear or by absolute

frequencies.

Another important feature is the complicated decay process of the piano tone. The

decay times of bass and treble tones vary significantly (Martin, 1947). Moreover,

the partials of a piano tone decay at different rates, depending mainly on how

rapidly the vibrational energy leaks from the string group to the soundboard at

different frequencies (Fletcher et al., 1962). In addition, the tone decay has two

phases, the rapid initial decay and the longer final decay. This comes from the fact

that the predominant direction of vibration changes from perpendicular to parallel

due to the characteristics of the impedance mismatch between the strings and the

soundboard and that the strings within one string group are coupled (Weinreich,

1977). In addition, it has been shown that beating can occur in sounds produced by

single strings because of the anisotropy in the bridge admittance (Capleton, 2003).

Cartling (2005) showed that the piano tone can be affected by weak coexcitation of

adjacent tones through the beat frequency and amplitude modulation.

In addition to the transverse vibration, the strings vibrate also in the longitudinal

direction. Giordano and Korty (1996) suggested that the longitudinal modes are

generated by the stretching of the string during its transverse vibration in a nonlin-

ear fashion. Conklin (1996c) reported that the frequencies of the longitudinal modes



26

in relation to those of the transversal ones affect the quality of piano tones, for ex-

ample, by causing confusion in pitch or undesirable changes in tone color. Nakamura

and Naganuma (1993) found another series of modes in piano sound spectra, which

had a lower inharmonicity compared to the series of transverse modes. This series

of modes was consequently named “phantom partials” by Conklin (1997), who later

explained that the phantom partials are generated due to nonlinear mixing (Conklin,

1999): an “even phantom” occurs at the frequency that equals double the frequency

of a transverse mode, while an “odd phantom” appears at the sum or difference

frequencies of two (usually adjacent) transverse modes. Bank and Sujbert (2003,

2005) were the first to explain the mathematical theory behind the origin of the lon-

gitudinal string vibrations. They also suggested that the longitudinal modes could

be dealt with together, since fundamentally they represent the same phenomenon:

longitudinal modes are the free vibration of the string and the phantom partials

arise from the forced vibration caused by the transversal displacement of the string.

2.3 Soundboard and frame

The frame of a piano is usually made of cast iron, and its task is to keep the in-

strument together and withstand the high tension of the strings but, since it is not

a good radiator, string energy dissipation within should be prevented. The wooden

soundboard, in turn, is the main radiating part of the instrument, and its shape

and properties largely determines the directivity and radiation patterns of the piano

sound. The frequency-dependent impedance of the bridge and the soundboard is

the property that defines how the vibrational energy of the strings is transferred to

the soundboard. The ribs, which are glued to the soundboard at right angles to the

grain of the wood, are used to add stiffness in the cross-grain direction. Usually

the soundboard properties, such as the modal frequencies, are studied experimen-

tally rather than theoretically, since the structure and the shape of the soundboard

are complex. During the past decade, however, efficient computational methods,
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such as finite-element modeling, have provided a tool to analyze the soundboards

numerically. This approach is found in the work of Berthaut et al. (2003).

Probably the first reported soundboard measurements were conducted by Bilhuber

and Johnson (1940). They reported, among other things, that the properties of the

soundboard have an impact on the duration of tones, which is a major factor in the

“liveliness”of the instrument. Suzuki (1986) measured the behavior of a grand piano

with modal analysis and surface-intensity methods and concluded that the radiation

efficiency of the soundboard is very low below 80 Hz, while the sound radiates more

efficiently in the frequency range 100 Hz – 1 kHz and most efficiently above 1.4 kHz.

Giordano (1998a) studied the mechanical impedance of the soundboard of an upright

piano and reported that the ribs contribute to the soundboard stiffness significantly

and that the impedance depends strongly on frequency through the spacing of the

ribs. In a following work, Giordano (1998b) studied the sound generation of a piano

soundboard by measuring the relation of the sound pressure and the soundboard

velocity by applying a force at several locations on the bridge. The results indicate

that the relation is largest around 1 kHz, while it decreases below 100 Hz and

above 5 kHz. Moore and Zietlow (2006) applied the electronic speckle pattern

interferometer to study the deflection shapes of an upright piano soundboard. They

concluded that the mode shapes and resonant frequencies are highly dependent on

the pressure exerted by the strings.

2.4 Pedals

The pedals are probably the least studied topic in the acoustics of the piano. Even

so, from the piano performance point of view, they are one of the most important

parts of the instrument. The pedals provide another way for the pianist to control

the instrument in addition to the keyboard, since the pedals control the dampers.

Especially the sustain pedal (also called the resonance pedal, damper pedal, or
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“forte” pedal), which is the rightmost and without a doubt the most important

pedal, is an essential part of most piano performances. When pressed down, it

causes the dampers to lift off the strings allowing them to vibrate freely.

The organization of other pedals depends on the instrument. In grand pianos the

left pedal is usually the una corda pedal, which slightly shifts the keyboard and the

action rightward so that the hammer hits two of the three strings within the string

group. In upright pianos the una corda pedal is realized by moving the hammers a

bit closer to the strings when the pedal is depressed. Weinreich (1977) showed that

the usage of the una corda pedal reduces the decay rates of piano tones and, thus,

affects the timbre of the tones rather than makes the sound of the instrument more

quiet. The third pedal, if present, is usually the sostenuto pedal, which sustains

only those notes that are played before pressing the pedal down. In some upright

pianos the middle pedal is the practice pedal, which when depressed sets a piece

of felt between the hammers and the strings when the left pedal is used and thus

makes the sound of the instrument more quiet.

While the acoustics of the sustain pedal is less studied, pianists’ ways to use the

sustain pedal has been addressed in the literature, especially in the field of psychol-

ogy (Heinlein, 1929, 1930; Taguti et al., 1993; Repp, 1996, 1997). Indeed, this is an

interesting topic, since the usage of the sustain pedal in piano playing requires tem-

poral coordination of hands and feet, and it is considered a complex, perceptually

and often subconsciously guided motor behavior.

A few studies dealing with the acoustical effects of the sustain pedal exist, though.

Brauss (2006) showed through recordings that different pedal motions result in dif-

ferent sound decay patterns. He reported, for example, that the sustain pedal in-

creases beating and that the decay time of the tone is increased when the sustain

pedal is used compared to the case where the tone is played without the sustain

pedal. These phenomena are due to the fact that the energy of the vibrating string
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group corresponding to the struck key excites modes from other freely-vibrating

strings. The analysis is, however, performed only for one tone, which implies that

the results cannot necessarily be generalized to apply for all tones. Schutz et al.

(2008) analyzed the effect of the sustain pedal in order to use this information in

a detection system. In particular, they were interested in the increase of partial

decay times and the level of the noise floor, which appears when the sustain pedal

is used, as detection features. Article [PI] presents the main effects of the sustain

pedal on the piano tone through signal analysis performed on several piano tones. In

addition, the physical explanations behind the effects are discussed in more detail.

Sustain pedaling is rarely a simple on-off-process. Different pedal applications in-

clude the accentuation pedal, which means fast pedaling together with key stroke

followed by either fast or slow release of the pedal, pulsation pedal in which the pedal

position follows wave-like patterns, and the vibrato pedal with fast pedal oscillation.

These and other pedaling techniques are described in more detail by Brauss (2006),

Banowetz (1985), and Parncutt and Troup (2002). The partial sustain pedal, which

is addressed in [PII], is an often used pedaling technique in which the pedal is not

pressed down completely but left somewhere between the two extremes. Brauss

(2006) studied the effect of the pedal depression depth on the decay times of the

tones and found that the range in which the pedal depression depth has an effect

on the tone is relatively small, only about 30% – 50% of the total range, 0% be-

ing the no-depression condition and 100% being the full-depression condition. This

suggests that the mapping from the pedal movement to the damper movement is

nonlinear. From the synthesizer design view-point the interesting part is the inter-

action between the dampers and the strings. When the dampers touch the strings

only partially, the amplitude of the string vibration is limited and the string register

is not totally free to vibrate. In this case, the decay pattern of the tone can be

divided into three distinct intervals: the initial free vibration, the damper-string

interaction, and the final free vibration. With low tones, the nonlinear amplitude

limitation affects the string motion and may excite missing partials. Theses effects
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of the partial sustain pedal are reported and discussed in more detail in article [PII].
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3 Analysis of musical instrument tones

This section describes the process of analyzing musical instrument sounds using dig-

ital signal processing algorithms. Special emphasis is placed on stringed instrument

sounds, especially the piano. In general, signal analysis is a wide topic that covers

many applications in audio. In this thesis, the concept signal analysis refers to the

process where the goal is to estimate parameters, such as the fundamental frequency

f0, the dispersion coefficient B, and the partial decay times T60 (the time that it

takes for a partial to decay 60 dB), which can be used in synthesis algorithm and

filter design processes. In addition to parameters, other kind of information, such

as the partial beating characteristics, soundboard frequency-response properties, or

contents of the spectrum in different playing situations may be of interest.

3.1 Estimation of the fundamental frequency and the inhar-

monicity coefficient

Usually the first step in process of analyzing musical instrument sounds is the estima-

tion of the fundamental frequency3. Traditionally, autocorrelation-based methods

have been used widely, especially in speech processing (Rabiner, 1977). This method

performs well for static harmonic musical instrument tones, but fast changes and a

very large frequency range can cause problems in the estimation. de Cheveigné and

Kawahara (2002) presented an autocorrelation-based technique, the YIN method,

which includes several modifications and improvements of the traditional autocor-

relation method.

3
The fundamental frequency refers to a physical, measured quantity. It is often called mis-

leadingly the pitch, which refers to a subjective attribute, the perceived fundamental frequency.

Especially in the case of the piano, this mixing in terminology is somewhat risky, since the in-

harmonicity affects also the perceived pitch even if the fundamental frequency is kept constant

(Järveläinen et al., 2000, 2002; Anderson and Strong, 2005).
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In the case of the piano, however, the estimation of the fundamental frequency is

more complicated due to the dispersion phenomenon. The partial frequencies de-

pend on the inharmonicity coefficient B according to Eq. (2.1). Since there are

two unknown parameters in Eq. (2.1), these parameters are often estimated jointly.

Galembo and Askenfelt (1999) presented an estimation method based on the inhar-

monic comb filter. The idea is to construct the filter by defining a set of nonequidis-

tant filter bands in the frequency domain and to compute and sum up the energy

of the spectrum of a piano tone in each band. Starting with rough initial f0 and

B parameter values, the comb filter output is computed and the parameters are re-

fined iteratively in a few iteration steps. The parameter values that give the largest

output are chosen to be the estimates.

Another estimation method, developed by Askenfelt and Galembo (2000), is based

on the computation of the cepstrum and the harmonic product spectrum, which are

common algorithms for estimating the fundamental frequency. Basically, the idea

is to present the signal in a different domain and to graphically visualize the degree

of inharmonicity. In addition, formulas for computing the B coefficient are given

based on the characteristic parameters of the cepstrum and the harmonic product

spectrum. The estimation algorithms presented by Galembo and Askenfelt (1999)

and Askenfelt and Galembo (2000) are capable of producing accurate estimates, but

the drawback is the computational complexity of the algorithms.

Rauhala et al. (2007b) proposed a method called the partial frequency deviation

method in which the difference of the expected spectral components compared to

the amplitude peaks in the spectrum is minimized. The initial guess for the B and

f0 values are refined based on the deviation trend. The process evolves iteratively

until the stop conditions are satisfied. In comparison to the inharmonic comb filter

method, the partial frequency deviation method proved to give better results at a

smaller computational cost.
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3.2 Separation of tonal and broadband components

A basic operation in the analysis of musical instrument tones is the division of

the signal into tonal and broadband components. The tonal component includes

the fundamental frequency and partial components and the broadband component

(sometimes called the noise component, the stochastic component, or the residual

component) is the remaining part of sound. For piano tones, this kind of decom-

position is useful, for example, when the estimation of the partial decay times, the

beating patterns, or the properties of the soundboard with various signal analysis

methods are of interest.

One the most powerful tools in musical analysis is the sinusoidal modeling technique

(McAulay and Quatieri, 1986; Serra, 1989; Serra and Smith, 1990), which can be

used also for separation of single partials. The analysis starts with the computation

of the windowed short-time Fourier transform (STFT). Then, frequency, amplitude,

and phase trajectories are formed based on the STFT computation by connecting

the data points in adjacent analysis frames. As a result, the partials and, thus, the

tone without the noise component can be reconstructed based on the trajectories.

Sinusoidal modeling is especially useful in the analysis of very complex, time-varying

signals. On the other hand, implementing the algorithm requires many choices in

parameters, such as the length and type of the window used in the STFT computa-

tion, which may affect, for example, spectral or temporal smearing in the synthesis

stage. Ono et al. (2008) have recently presented a method for real-time separation

of harmonic and percussive components from popular music songs. The idea is to

utilize the fact that these two kinds of components have different structures in the

spectrogram, since harmonic components are essentially horizontal, while percussive

components are broadband and thus vertical. The advantage of the method is that

it requires no a priori knowledge of the signal. The technique is useful for example

in the preprocessing stage of various music information retrieval related task, and it

would be interesting to test how this technique performs with single musical instru-
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ment tones when the target is to extract parameters for synthesis. Alternatively,

the harmonic content of musical signals can be analyzed with wavelets (Guillemain

and Kronland-Martinet, 1996; Evangelista, 1993; Wang and Tan, 2008), frequency-

zooming ARMA modeling (Karjalainen et al., 2002; Esquef et al., 2003), or other

high-resolution tracking methods (David et al., 2006; Badeau et al., 2006, 2008).

For the analysis of isolated harmonic musical instrument tones, however, these kind

of generic algorithms may be overly thorough and heavy to implement.

Keane (2007) suggested a method for separating the piano tones into tonal and

broadband components by removing the partial peaks from the spectrum. Basically,

the idea is to first compute the spectrum of the tone and create an approximate

stochastic component spectrum that is used to replace the partial peaks in the

original spectrum. This is done by combining the two points around each peak using

linear interpolation. Finally, the tonal component can be separated from the piano

tone by subtracting the broadband component from the original tone. Although

this method proved to give good results, the author points out that it is applicable

only for tones in the middle range of the piano. A similar approach was taken by

Lee et al. (2007) in the excitation extraction for sound synthesis of the guitar. The

authors obtained the residual component of a recorded guitar tone by removing the

spectral peaks and reconstructing the missing gaps using statistical interpolation.

The tonal and broadband components can be separated also by using digital filters.

The advantage of such filter-based methods is often their simplicity, especially if the

filter can be designed in closed-form with a small number of parameters. Välimäki

et al. (2004a) used this approach in order to decompose harmonic musical instrument

tones into tonal and broadband components. Their idea is to replace the delay line

in an inverse comb filter (ICF) with a large allpass filter in order to accurately

implement the fractional delay, which is generally needed in order to match the

notch locations to corresponding partial locations in the tone. The allpass filter

is either the Thiran filter (Thiran, 1971) or the truncated Thiran filter (Välimäki,
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2000). Single harmonics can be separated by cascading a resonator with the ICF.

The pole of the resonator is used to cancel one of the zeros of the ICF in order

to retain the desired partial when the signal is processed. Article [PIII] augments

this idea of decomposing the tonal and broadband components of harmonic tones

using an ICF with a fractional delay filter. Various fractional delay filter design

methods are tested with the ICF, and especially the harmonic extraction procedure

is improved so that the pole radius and frequency of the resonator can be set more

accurately compared to the previous work (Välimäki et al., 2004a). Article [PIV]

extends this idea further to the analysis of inharmonic piano tones by replacing the

fractional delay filter with a filter that has a frequency-dependent phase delay.

3.3 Decay time analysis

After separating the tonal and broadband components from isolated musical instru-

ment tones, the next step is usually to analyze the temporal evolution of the partial

components. For the work done in this thesis, the most important parameters are

the T60 times for each partial. The estimated decay times can be converted to target

loss filter gain values. The loss filter design process is discussed in Sec. 4.3.

Various methods for estimating the partial decay times have been presented. Laroche

and Meillier (1994) suggested a method in which a 3D power spectrum of the signal

is first obtained by accumulating the power spectra that are computed at different

time instants. Finally the damping factors, which can be converted to decay times,

are estimated from the slope of the 3D power spectrum after detecting the trajec-

tories of sinusoidal components and their frequencies using peak picking. The idea

of this method is based on the articles of Schroeder (1965) and Jot (1992). The

work of Schroeder (1965) deals with estimating the reverberation in concert halls

by smoothing the decay curves using a backward integration method. Later, Jot

(1992) generalized this work to a time-frequency representation. This approach was
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also taken by Välimäki and Tolonen (1998): Once the smoothed amplitude enve-

lope curves are obtained, the decay times can be computed based on the slope of the

straight line that can be fitted to amplitude envelope of each partial on a logarithmic

dB scale.

Välimäki et al. (1996) suggested that the damping factors can be measured from

musical instrument tones by first computing the STFT of the signal and then track-

ing the amplitude and frequency of each partial. The partial locations are found by

searching first the local minima around the assumed maximum. The largest ampli-

tude value between the minima is expected to be the partial peak. The trajectories

of partial amplitude and frequency pairs form the envelope curve to which a straight

line can be fitted. This analysis approach is also taken in the work of Erkut et al.

(2000).

In this thesis and especially in articles [PI] and [PII], the decay times are measured

from the amplitude envelopes after extracting partials with the method described

in articles [PIII] and [PIV]. A straight line is fitted to the amplitude envelopes in a

logarithmic dB scale in a least-squares sense. The T60 time for each partial can be

then computed from the slope of the fitted line.
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4 Physically informed synthesis of the piano sound

The idea behind physical modeling of musical instruments is to build a set of com-

putational rules that imitate the sound production mechanism of the instrument to

produce authentic sound. In the case of the piano, this approach is challenging, since

the piano is a very complex instrument. It has nearly 250 strings whose length and

diameter, and thus acoustical properties, vary significantly throughout the compass

of the instrument. The materials, size, and shape of the instrument, as well as the

condition of the action affect the sound significantly. Usually the synthesis models

are somehow simplified, for example in order to reduce the computational load. It

is also common to facilitate the modeling process by using the physical properties of

the instrument just as the basis of the synthesis process and improve computational

efficiency with signal processing tricks. This approach is usually called physically

informed or physics-based sound synthesis.

The first commercial, truly modeled pianos have come to the market only recently,

although the idea of physics-based sound synthesis is much older. The first commer-

cial physics-based piano synthesizer software, Pianoteq, was announced by Modartt

(2006). Recently, Roland brought their V-Piano to the market, which is the first

hardware digital piano without any samples (Roland, 2008). For the moment it

seems that physics-based modeling has come to stay in the world of piano synthe-

sizers.

4.1 Overview of physics-based synthesis methods

The physics-based discrete-time synthesis methods can be divided into six classes:

finite-difference models, digital waveguides (DWG), mass-spring networks, modal

decomposition methods, wave-digital filters, and source-filter models (Välimäki et al.,
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2006). In the finite-difference modeling approach, partial differential equations are

solved numerically by replacing the differentials with finite-difference approxima-

tions in order to discretize the time and position of a single point of a waveform

(Hiller and Ruiz, 1971a,b). The theory of finite-difference models and their applica-

tions to sound synthesis are presented in the book by Bilbao (2009). This method has

been used also in piano synthesis, for example by Chaigne and Askenfelt (1994a,b)

and Giordano and Jiang (2004).

In physics-based piano synthesis, however, the most popular synthesis approach is

DWG modeling (Smith, 1983; Jaffe and Smith, 1983; Smith, 1992). The first DWG

piano model was presented by Garnett (1987). Other DWG piano models have been

presented, for example, by Smith and Van Duyne (1995a,b), Van Duyne and Smith

(1995), Borin et al. (1997), Aramaki et al. (2001), Bensa et al. (2002, 2003b), Bensa

(2003), Bank (2000a, 2006), Bank et al. (2003), Rauhala (2007a), and Rauhala et al.

(2008). The model presented by Borin et al. (1997) was remarkable, since it was

completely physical and it was playable in real time with decent polyphony. Since

DWG is the modeling approach chosen in this thesis, a more detailed overview of

the technique is given in Sec. 4.2.

The mass-spring network approach aims at building up vibrating structures with

masses, springs, and damping systems. The elements are finally discretized using

finite differences. This method was first presented by Cadoz et al. (1983).

The idea of modal decomposition methods (or modal synthesis) is to simulate the

modes of vibration with resonant filters (Adrien, 1991). Recently, Bank et al. (2010)

proposed a real-time piano synthesizer based on the modal synthesis technique.

Trautmann and Rabenstein have presented the functional transformation method

(Trautmann and Rabenstein, 1999; Rabenstein and Trautmann, 2003) in which the

impulse response of a vibrating system is computed using the Laplace and the Sturm-

Liouville tranforms. The resulting set of sinusoids are then modeled with resonators.
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Wave-digital filters were originally developed for digitizing lumped analog electrical

circuits (Fettweis, 1986). They can be applied also in the acoustical domain for

synthesis purposes, like in the case of the wave-digital piano hammer model (Van

Duyne and Smith, 1994; Pedersini et al., 1999; Bensa et al., 2003a). Source-filter

models consist of a wide class of different techniques, a common feature being that all

of them have an excitation and a subsystem that somehow processes the excitation

(Roads, 1995). For example, some DWG models can be interpreted as source-filter

systems.

4.2 Digital waveguide modeling

The origins of the DWG modeling are in the synthesis algorithm presented by

Karplus and Strong (1983). This simple method was developed further toward

more realistic sound synthesis of musical instruments by Smith (1983) and Jaffe

and Smith (1983). The idea behind the DWG technique is to model the discretized

version of the traveling-wave solution of the wave equation, which can be written as

a superposition of two waves,

y(x, t) = f
+(ct− x) + f

−(ct + x), (4.1)

where f
+ and f

− are the two waves traveling to the right and to the left, respectively,

c is the sound velocity, t is time, x is the location on the string, and y is the

displacement of the string.

After discretization, the system can be modeled with two delay lines of length L/2.

In the case of an ideal string the terminations are rigid, corresponding to multipli-

cation with the reflection coefficient −1. In practice, however, simulation of losses

of a real string needs to be included by distributing loss blocks equally along the
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Figure 4.1: Block diagram of the DGW string model.

string. Since the system is linear and time invariant (LTI), the delay lines can be

combined and the loss elements can be lumped to a single point. The total length

of the delay line L is defined as follows:

L =
fs

f0
, (4.2)

where fs is the sampling frequency and f0 is the desired nominal fundamental fre-

quency. In addition, the terminations of the original string structure with two delay

lines can be placed one after the other because of the LTI property. This results

in the two reflecting coefficients canceling each other out. In the case of the piano,

dispersion blocks can be treated in the same way as the losses. A more thorough

description of DWG modeling is presented by Smith (1992, 2010) and Karjalainen

et al. (1998).

In practice, the losses and dispersion are modeled with digital filters. In addition, a

tuning filter is usually needed to accurately ajust the desired fundamental frequency.

Since the delay line length must be an integer and it may happen that the result of

Eq. (4.2) is not an integer, the fractional part of the division needs to be modeled

separately. Usually this done with a low-order fractional-delay filter (Jaffe and

Smith, 1983; Laakso et al., 1996). Figure 4.1 illustrates the DWG string model.

The dispersion filter is usually an allpass filter whose goal is to simulate the frequency-



41

dependent propagation velocity of the wave in a stiff piano string with a proper

phase delay. Several design approaches have been proposed. Paladin and Roc-

chesso (1992) presented a real-time implementation for modeling dispersive strings

and air columns. The dispersion effect is realized with an allpass structure that is

designed based on the group delay specification. Van Duyne and Smith (1994) sim-

ulated the dispersion phenomenon with cascaded equal first-order allpass sections

and Rocchesso and Scalcon (1996) presented a filter which is designed based on

the least-squares equation error criteria (Lang and Laakso, 1994). With this design

method, the authors were able to match the phase response for the first several tens

of partials. Other dispersion-filter design techniques based on optimization algo-

rithms have been presented by Bensa et al. (2003b, 2005). Rauhala and Välimäki

(2006a,c) presented a dispersion-filter design technique based on the Thiran allpass

filter design (Thiran, 1971), which provides closed-form formulas for the filter coef-

ficients. Abel and Smith (2006) presented a method in which the target group delay

is divided into bands covering the area of 2π which are modeled with complex first-

order allpass sections. Recently, Abel et al. (2010) proposed a closed-form design

for this design method. In [PIV], a very high-order FIR dispersion filter is presented

for offline analysis of piano tones.

Other important parts of a DWG piano synthesizer include the modeling of exci-

tation, beating and two-stage decay, longitudinal modes, the soundboard, and the

sustain pedal. A schematic structure of a DWG piano model including these fea-

tures is presented in Fig. 4.2. This model follows the DWG piano model presented

in Rauhala et al. (2008), and it includes the string model, the soundboard and

the sustain pedal blocks, which are usually implemented as serial blocks, and the

parallel and additional serial blocks which can consist of the simulation blocks for

the beating and two-stage decay, and/or the blocks for modeling the longitudinal

string vibrations, depending on the synthesis approach. The blocks can be LTI,

time-varying, or nonlinear, and these properties should be taken into account when

designing the other parts of the synthesizer.
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Figure 4.2: Possible (simplified) block diagram of the DGW piano model. Parallel
and serial blocks can include modeling of the longitudinal modes and/or the beating
effect.

Excitation modeling for DWG synthesis of the piano has been considered somewhat

problematic because of the nonlinear behavior of the hammer. Usually, the hammer

is considered as a mass that is connected to a nonlinear spring. This system can

be described with a differential equation. One option for simulating the hammer is

to discretize the differential equation of the mass (Chaigne and Askenfelt, 1994a).

Borin and De Poli (1996) suggested that the solutions for the hammer equation can

be computed in advance and stored in a lookup table in order to avoid stability

problems. Van Duyne et al. (1994) presented a wave digital hammer, which is based

on the traveling-wave decomposition of the mass-spring system. Smith and Van

Duyne (1995a) proposed that the effect of the hammer can be linearized with a

lowpass filter whose input is an impulse and output simulates the hammer-string

force pulse. This idea was further developed by Van Duyne and Smith (1995). Bank

(2000b) introduced a hammer model that operates at twice the sampling rate of the

string model. This way stability, which is often problem in the hammer models,

can be ensured. Bensa et al. (2004) suggested a hybrid model for hammer-string

interaction, in which the excitation is generated with a subtractive signal model.

Rauhala and Välimäki (2006b) presented a model in which the excitation signal is

generated using additive synthesis and an equalizing filter that is controlled by the

hammer velocity.
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Models for beating and two-stage decay can be implemented with two waveguide

models simulating the horizontal and vertical polarizations that are connected to

each other through two coupling filters, as suggested by Daudet et al. (1999). This

work was later expanded to the case of two strings by Aramaki et al. (2001). The au-

thors developed a mathematical theory which is finally realized with digital coupling

filters having parameters that can be determined from the analysis of real sounds.

Bank et al. (2000) proposed that beating and two-stage decay characteristics can be

modeled with time-invariant resonators that are run parallel to the string model. In

order to save computational costs, Bank (2001) suggested that the resonators oper-

ate at a lower sampling frequency. Karjalainen et al. (2000) proposed that beating

can be added to electric guitar tones by first extracting the desired partial and

then modulating it with a low-frequency oscillator. A similar approach was used by

Rauhala et al. (2007a) for modeling the beating in a DWG piano synthesizer. Later,

Rauhala (2007b) suggested that beating and two-stage decay can be simulated in

selected partials with equalizers that are connected in series with the string model

by modulating the peak gains of equalizers.

Synthesizing of longitudinal vibrations in piano strings is a relatively new topic.

Bank and Sujbert (2003) suggested that the longitudinal modes and phantom par-

tials can be modeled with two additional string models with proper parameters in

the DWG synthesis scheme. Bensa and Daudet (2004) proposed that the phantom

partials can be modeled by multiplying the original signal with a filtered version of

itself. Mixing the two signals produces additional components that correspond to

the phantom partials. The advantage of this method is that it is applicable with

any physics-based sound synthesis approach. Bank and Sujbert (2005) presented two

ways of simulating the longitudinal vibrations. In the first method, the transversal

string vibrations are computed with a finite-difference string model that gives the

inputs for a set of resonators that simulate the longitudinal vibrations. The second

method models both the transverse and the longitudinal vibrations with a set of

second-order resonators, thus providing a computationally more efficient approach
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compared to the finite-difference scheme.

The effect of the soundboard can be implemented with a filter with a high number of

resonances. One possible solution for the design is to model the measured impulse

response with an FIR filter. With this method, it is easy to obtain good sound

quality, but this comes at the expense of very high-order filters, which are not

applicable in the DWG context (Bank, 2006). Borin et al. (1997) suggested that the

soundboard can be modeled with a feedback delay network (Jot and Chaigne, 1991;

Rocchesso and Smith, 1997). This kind of reverberation-based way of modeling is

computationally efficient, but the parameter design for the algorithm is not always

a simple task, and it may happen that the resonance density is not high enough.

Commuted waveguide synthesis (Smith, 1993; Karjalainen et al., 1993) is an advan-

tageous method that can be applied in the context of DWG modeling, especially

in modeling the body of the instrument, or, in the case of the piano, the sound-

board (Smith and Van Duyne, 1995a). The idea is to commute the effect of the

instrument body in the excitation signal to avoid the heavy computational load of

the soundboard filter. This can be done because of the LTI properties of the effect

of the soundboard, provided that all the other parts of the model are LTI as well.

Another approach is multirate modeling (Bank, 2000a; Bank et al., 2002), in which

the soundboard filter is divided into two frequency bands, where the lower band

operates at a reduced sampling rate. This way it is possible to retain the beneficial

features of the FIR soundboard filters, while the computational load is acceptable.

4.3 Modeling of losses

The loss filter in a DWG piano model is usually a low-order FIR or IIR filter.

The target gain for the loss filter is obtained from the partial decay times that are

estimated from recorded tones, as discussed in Sec. 3.3. The filter gain value gk at
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the frequency corresponding to the partial k can be written as a closed-form formula

(Bank, 2000a; Bank and Välimäki, 2003):

gk = e
−1

f0τk , (4.3)

where f0 is the fundamental frequency and τk is the decay time constant of the

partial k. Eq. (4.3) assumes that the loss filter is applied once per fundamental

period. The decay time constant is the time it takes for the signal to decay by

1/e, where e is the base of the natural logarithm. The decay time constant can be

computed from the corresponding T60,k value as (Välimäki, 1995):

τk =
T60,k

ln(1000)
. (4.4)

In practice, fitting a frequency response to the target data is not a trivial task mainly

for two reasons. First, a small error in amplitude fitting results in a large error in the

perceptually more important T60 domain, since the relation between gk and T60,k is

nonlinear. Second, the important data is concentrated approximately in the lowest

10% of the audio range, especially in the case of the lowest piano tones. Large

deviations in accuracy can also lead to stability problems if the target gain value is

very close to 1, since the loss filter is placed in the feedback loop of the string model.

In addition, the decay times of even adjacent partials vary significantly making the

modeling task even harder. This problem can be facilitated, however, with data

smoothing (Bank and Välimäki, 2003; Rauhala et al., 2005). Even if the small

details in data are lost with smoothing, the overall trend of the target decay times

is preserved. Moreover, it has been shown that the human ear is quite insensitive

to small changes in overall decay characteristics (Järveläinen and Tolonen, 2001).

In general, loss filters with linear phase are preferred, since they do not affect the

delay the signal is facing in the DWG. This is not a very strict requirement, however,

because when the deviation is small it has only a minor effect on the partial locations.



46

Standard low-order filters, such as a second-order FIR filter designed with the least-

squares error criterion (Borin et al., 1997) or a one-pole IIR filter (Välimäki et al.,

1996), have been proposed, but these filters are only capable of matching the overall

decay characteristics excluding the details. Bank (2000a) proposed that the decay

rate estimates can be approximated with an even-order polynomial after which the

polynomial parameters can be converted to one-pole loop filter coefficients. This

method was extended to higher-order filters by Erkut (2001a). Erkut (2001b) pro-

posed a technique that is based on polynomial regression to fit decay time data. The

idea is to obtain the optimum polynomial order that minimizes the mean-square er-

ror. The target response for the floss filter is finally obtained from the truncated

polynomial.

Bank and Välimäki (2003) presented a weighting function that emphasizes on large

decay times and can be used with standard filter design techniques. The method

follows the idea that partials that have a long decay time are perceptually more

important than those with short decay times. Välimäki et al. (2004b) presented

a loss filter design method for harpsichord synthesis that is capable of accurately

matching one partial decay time with the overall trend. This design method was

later extended by Rauhala et al. (2005) so as to match several partial decay times.

Recently, van Walstijn (2010) proposed a physically parametric FIR loss filter design

technique in which the filter coefficients are derived from the underlying partial

differential equation instead of experimental data.

Article [PV] develops a multi-stage loss filter capable of accurately matching a de-

sired number, say, 50, of partial decay times. The key idea is to design the filter

with a reduced sampling rate in order to be able to concentrate on the important

frequency range. The filter is finally upsampled for implementation. In addition to

highly accurate design, it is possible to model only the overall trend of the decay

behavior with a low order filter.
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4.4 Modeling the sustain pedal

The key aspect in simulating the sustain pedal is the coupling between the strings

in the string register. Garnett (1987) suggested that the effect of the sustain pedal

can be taken into account by connecting several strings to the same lumped ter-

minating impedance. This way it is possible to pass vibrational energy from the

sounding string to the other strings. In his work, Garnett used six waveguides as

a terminating impedance. Avanzini et al. (2001) and Bank et al. (2003) suggested

that the terminating impedance can be modeled as a feedback delay network (Jot

and Chaigne, 1991; Rocchesso and Smith, 1997), which can be seen as a filter with

a high number of peaks in its frequency response. Van Duyne and Smith (1995)

suggested that the effect of the sustain pedal can be commuted at the point of exci-

tation. In practice, the impulse response of the soundboard and the freely vibrating

string register is used as an excitation signal for the synthesis model. The solution is

simple and efficiently simulates the effect of the soundboard and the sustain pedal,

but it does not give any possibility to control, for example, the pedal depth unless

the impulse response is measured and stored for several pedaling conditions. Even

then, only a static response is obtained and varying the pedaling condition in real

time, which is often the case in piano performances, is impossible.

De Poli et al. (1998) simulated the freely-vibrating string register with 18 fixed-

length and 10 variable-length string models. The 18 fixed-length strings correspond

to the 18 lowest tones of the piano, while the 10 variable-length strings can be

used in several ways. Their lengths can be set, for example, to correspond to the

next 10 piano tones subsequent to the 18 lowest tones. The outputs of the two

sets of strings are first lowpass filtered and then summed up. The depth of the

sustain pedal can be controlled with a specific parameter that multiplies the output

sound. The sustain pedal algorithm presented in article [PI] extends the idea of

the method presented by De Poli et al. (1998). In the algorithm of [PI], which

consists of 12 string models, two filters are included in each strings model in order
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to obtain more realistic behavior of the string register. The first filter is responsible

for spreading the harmonic components randomly in the spectrum, whereas the

second filter implements frequency-dependent decay.

Zambon et al. (2008) presented a sustain pedal algorithm, which is based on a set

of resonators that can be considered to simulate string models. This approach has

several advantages over previously presented algorithms. The effect of the sustain

pedal can be split as a function of the keyboard in order to control the spread

of energy through the piano compass in a more realistic way. In practice, this is

realized by several pedal models that are applied in different key regions. Moreover,

parameters for the sustain pedal algorithm can be derived directly from recorded

tones. One the other hand, the algorithm is computationally more complex than

the one presented in [PI]. It would be interesting to compare the sound quality of

these two sustain pedal algorithms in a formal listening test.
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5 Perception of the piano sound

Relatively few studies discuss the perception of musical instrument tones in the con-

text of physics-based sound synthesis. Despite the fact that the human hearing sys-

tem is relatively well known and studies concerning the perception of pure tones and

noise from various view-points as well as directional hearing have been published,

this information is hard to apply to the perception of relatively complex musical

tones. Especially for the signal-based approach, information on how accurately hu-

mans perceive different features may be of key importance, since the computational

power can be addressed to the synthesis of the most important features. In fact, a

more relevant question would be what do we not hear, since modeling these features

can be excluded and the synthesis algorithm can be simplified.

Traditionally, the most important perceptual attributes are the pitch, loudness, and

timbre. In the case of the piano, the pitch sensation is mainly built up by the

fundamental frequency and the degree of inharmonicity. The timbre, in turn, is a

much more complex attribute which is affected by several perceptual dimensions,

such as the attack transient, spectral content, temporal evolution of amplitudes,

and modulation. From the synthesis view-point, interesting questions would be, for

instance, how accurately the inharmonicity, longitudinal modes, decay times, or the

beating characteristics should be modeled. Moreover, each of these tasks can be

approached from several perspectives. In the case of the inharmonicity, for exam-

ple, valid framings of the question are in which frequency region the inharmonicity

is important, how accurately the partial locations should match the theoretical fre-

quencies, and how many partials should be matched accurately without an audible

difference compared to the reference tone.

Although studies discussing perception of the piano sound are few, studies of per-

ception of other stringed instrument tones, such as the guitar, have been published,
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for example, by Järveläinen (2003). It is probable that these results are applicable

also to the piano sound, at least to some extent. In general, it is hard to say how

much perceptually important features mask each other in different instruments.

The most intensively studied perceptual feature of the piano tone is probably the

inharmonicity. Moore et al. (1985) studied the detection thresholds for one mistuned

partial in otherwise harmonic complex tones and reported that the inharmonicity is

detected in different ways for high and low partials. In the case of low harmonics, the

mistuned partial stands out from the tone, while for the high partials the mistuning

is perceived as roughness or beating. Moreover, the perception decreases when the

mistuned partial number and the fundamental frequency of the tone increased.

Rocchesso and Scalcon (1999) studied the bandwidth of perceived inharmonicity

in piano tones with the aim to achieve a certain frequency threshold above which

it is not necessary to model the inharmonicity. They reported that the effect of

inharmonicity is more prominent in the lower half of the keyboard. Additionally,

the bandwidth of perceived inharmonicity increases with the fundamental frequency,

although more partials need to be matched properly for low tones due to the low

fundamental frequency. Järveläinen et al. (2001) reported audibility thresholds for

inharmonicity for five fundamental frequencies. In this study, the timbral changes

were of interest. They found that inharmonicity is more easily detected at low

fundamental frequencies compared to high. In addition, they pointed out that for

long tones with low fundamental frequency the inharmonicity perception threshold

is lower compared to short tones of the same fundamental frequency.

Since the inharmonicity effect elevates the partials in frequency, it may happen

that the perceived pitch is also changed. This was studied by Järveläinen et al.

(2000, 2002) for five fundamental frequencies ranging from A1 to A7. The authors

presented a lower limit for the inharmonicity coefficient below which no significant

pitch change was observed. In addition, they suggested that the pitch is often
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judged based on some of the partials from the six lowest while the changes in timbre

are often detected from the higher partials. Anderson and Strong (2005) presented

the results of an experiment where the subjects were asked to match the pitch of

synthetic inharmonic tones to those of harmonic tones. The nine test tones covered

the three first octaves of the piano keyboard. The results suggest that the perceived

fundamental frequency is higher compared to the actual fundamental frequency in

the case of the lowest piano tones, while the fundamental frequency of the higher

tones is perceived more accurately. This is in line with the practice that the lowest

tones in an acoustic piano are tuned a bit lower than the theoretical values in order

to retain the sensation of a correctly tuned scale.

Galembo et al. (2001) reported that the relative starting phases of the partials of

bass tones with piano-like inharmonicity affect the perceived pitch and timbre. For

harmonic tones, changing the initial phase conditions affect the pitch and timbre

remarkably, while in the case of the inharmonic tones the phases of the partials are

finally randomized due to the inharmonicity regardless of the initial phase conditions.

Another interesting question is how the tone decay process is perceived. This has

gained much less attention in the literature, however. Järveläinen and Tolonen

(2001) studied the perceptual tolerances for two decay parameters in context of loop

filter design for DWG synthesis of plucked string instruments. The first parameter

is the overall decay parameter, which controls the general level of the loop filter

gain (changes in the parameter value contribute the same absolute gain increase

or decrease to all frequencies), and the other parameter is the frequency-dependent

decay, which controls the tilt of the loop filter magnitude response. For the overall

decay, the lower threshold was 75% and the upper threshold 140% of the reference

time constant value, suggesting that variations within this range are not perceived.

For the frequency-dependent decay parameter, the reported lower and upper thresh-

olds were 83% and 116% of the reference value, respectively. The results indicate

that quite large deviations in decay parameters can be accepted without significant
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audible effects.

The situation is somewhat different and often more complex with the piano tones,

since the decay times of even adjacent partials vary significantly, and a loop filter

with a lowpass character is often considered to result in too simple a decay. On

the other hand, based on the work by Järveläinen and Tolonen (2001), it can be

reasoned that a strictly accurate design is hardly required thus allowing the use of

low-order filters in the DWG modeling approach.

Järveläinen and Karjalainen (2002) have studied the perception of beating and two-

stage decay in dual-polarization string models. The test tones were synthetic tones

in which the horizontal and vertical polarizations were implemented by mixing the

outputs of two basic string models delay lines that were slightly mistuned. The

results of the listening test showed that beating is noticed if the level of the verti-

cal component is 7 – 18 dB lower than that of the horizontal component. For the

two-stage decay, differences between 30% and 90% in the time constants of the two

polarizations are acceptable, depending on the level differences of the two polariza-

tions. Based on the results the authors pointed out that the sensitivity of the human

hearing system to dual-polarization effects is relatively weak. This suggests that the

human hearing system in relatively insensitive also to beating and two-stage decay

in piano tones.

Yet another interesting research topic is the audibility of longitudinal components

of vibration. While the physical origins of the longitudinal components are known

(Bank and Sujbert, 2005), little is known about their perceptual relevance. It has

been suggested that the longitudinal components are best audible in low fortissimo

tones (Conklin, 1990) and that they add warmth to the sound (Bensa and Daudet,

2004). In [PVI] perception thresholds for longitudinal components in fortissimo piano

tones is presented. The results suggest that the effect of the longitudinal components

is perceived even in treble range, but the effect is subtle above the tone A3.
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6 Main results of the thesis

6.1 Publication PI: Analysis and modeling of piano sustain-pedal

effects

Article [PI] presents new information about the effect of the sustain pedal on the

piano sound. Piano tones with and without the sustain pedal engaged were recorded

in a recording studio and the tones were analyzed with signal-processing tools. The

instrument that was recorded was a Yamaha concert grand piano, which was played

with a pile of coins glued together in order to use exactly the same force when

pressing the keys, as illustrated in Fig. 6.1.

The signal analysis consisted of the analysis of harmonic content and the analysis

of the string register response. The yield of the analysis of extracted harmonics

was the following observations: the decay times of tones increased in the middle

range of the piano when the sustain pedal is used, while in the bass and treble range

this phenomenon was not found; the initial amplitudes of the tones were the same

regardless of whether the sustain pedal was used or not; and beating increased.

These results are in line with observations presented previously (Brauss, 2006).

Figure 6.2 shows the logarithm of the envelopes of the partials of the piano tone

C3 (f0 = 131.2 Hz and B = 0.00011) (a) without and (b) with the sustain pedal

engaged.

The beating and decay-time increase occur mainly because the coupling of the strings

through the bridge allows energy transfer to those strings that are attached to the

same bridge. The undamped string register is excited, in addition to the energy

transfer from the string that has been excited by pressing the key, also by the me-

chanical impact of the hammer. This effect was observed to be prominent especially
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Figure 6.1: Pile of coins used to press down the keys in order to keep the dynamics
as constant as possible during the recording session.
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Figure 6.2: Envelopes of the first eight partials of the tone C3 (a) without and (b)
with the sustain pedal engaged.

in the beginning of the tone. Later, similar results were presented also by Schutz

et al. (2008). Figure 6.3 illustrates the string register responses obtained by remov-

ing the partials from the tones played (a) without and (b) with the sustain pedal

engaged.

The basis of the algorithm design for the simulation of the sustain pedal effect is a
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Figure 6.3: Time-frequency plot of the residual signal of the tone D5 (a) without
and (b) with the sustain pedal engaged. The dashed line in (a) and (b) shows the
residual signal magnitude 5 seconds after the excitation when the sustain pedal is
engaged. (After Lehtonen et al. (2007))

reverberation algorithm with 12 string models corresponding to the 12 lowest tones

of the piano. The idea behind the design is that the fundamental frequencies and the

overtones of the string models together model the modes of the whole string register.

The string models consist of delay lines, dispersion filters, and lowpass filters. The

purpose of the dispersion filters in this context is not to model the inharmonicity

accurately, but rather to spread the modes of the reverberation algorithm randomly

in the sympathetic spectrum. The basis for the dispersion-filter design follows the

work of Rauhala and Välimäki (2006a,c). The lowpass filter is used to model the

frequency-dependent losses in the strings. For this, a first-order IIR filter is used

(Välimäki et al., 1996). In addition to the string block, the algorithm consists of a

tone corrector and a mixing coefficient. The tone corrector is basically a bandpass

filter, the purpose of which is to target the energy of the simulated string register to

the right frequency band. The mixing coefficient is used to control the proportion of

the effect of the string register in the output sound, and it varies depending on the

tone that is processed by the algorithm. Low tones have a larger mixing coefficient

than the high tones.
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Finally, the sound quality of the proposed algorithm was compared to an earlier

sustain pedal algorithm presented by De Poli et al. (1998) through a listening test.

The results showed that the algorithm presented in article [PI] was able to produce

a more realistic sustain pedal effect compared to the reference algorithm. Exam-

ple tones are available online at http://www.acoustics.hut.fi/publications/

papers/jasa-piano-pedal/.

6.2 Publication PII: Analysis of the part-pedaling effect in the

piano

Article [PII] supplements the results of article [PI] by presenting the effects of the

part-pedaling through signal analysis that has been carried out on piano tones that

were played with different amounts of sustain pedal. In addition to near-field record-

ings, the damper acceleration signal was recorded in order to obtain temporal in-

formation on the hammer-string interaction under different playing conditions. In

the recording session, the depth of the sustain pedal, i.e. the distance between the

dampers and the strings, was controlled by turning the sustain pedal rod nut (see

Fig. 2.1) in steps of 60 degrees, which was verified to correspond to 0.08± 0.01 mm

change in damper height. Figure 6.4 illustrates the turning process.

Two types of recordings were carried out. In the first phase, all strings but those

corresponding to the selected notes were damped in order to minimize the effect

of the string register in the analysis of the temporal evolution of the partials. The

distance between the damper and the strings was first adjusted by turning the

sustain pedal rod nut and after this the key was pressed down. The keys were

played in the traditional way, unlike in the previous work in which a pile of coins was

used. The results of signal analysis show that when part-pedaling is used the piano

tone decay can be divided into three distinct intervals: the initial free vibration,
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Figure 6.4: Prof. Askenfelt turning the sustain pedal rod nut that controls the
distance between the strings and the dampers.

the damper-string interaction, and the final free vibration. During the final free

vibration, the decay times of tones increase as a function of the sustain pedal depth.

When the depth of the sustain pedal reaches its maximum the three-stage decay is

no longer found, which is in line with the results presented in [PI].

In the second recording phase, the damper adjustment was returned to normal,

i.e. turning the sustain pedal rod nut affected all the dampers in the same way. The

signal analysis revealed that in the case of low tones nonlinear amplitude limitation

caused by the interaction of the damper and the string affects the tone by exciting

missing modes when energy is transferred from one mode to another. This kind of

nonlinear effect can occur in vibrating strings due to various reasons, for example,

through tension modulation (Legge and Fletcher, 1984) or the slapped bass effect,

where the fret or the fingerboard limits the amplitude of the string vibration (Rank

and Kubin, 1997). However, the excitation of missing modes was not observed

in mid-range and high-range tones. The timbre of all tones is changed, since the
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damper-string interaction has an effect on the temporal evolution of partials and

their relation. Sound examples are available online at http://www.acoustics.

hut.fi/publications/papers/jasael-part-pedaling/.

6.3 Publication PIII: Canceling and selecting partials from mu-

sical tones using fractional-delay filters

Article [PIII] deals with the analysis of harmonic musical instrument tones. An

efficient filter-based analysis method for separating the harmonics from the residual

signal, selecting single harmonics, and the separation of odd and even harmonics is

presented. The article extends the work by Välimäki et al. (2004a, 2007). The filter

is an inverse comb filter (ICF) in which the delay line is replaced with an allpass

filter to produce a fractional delay that is needed to accurately match the notches

of the ICF to the partial frequencies of the tone. The transfer function of an ICF

can be written as

H(z) =
1

2
[1−Hfd(z)], (6.1)

where Hfd(z) is the transfer function of the fractional delay filter. Four different

fractional delay filter design methods were tested with the ICF structure: the stan-

dard Lagrange filter (Laakso et al., 1996), the truncated Lagrange filter (Välimäki

and Haghparast, 2007), the standard Thiran filter (Thiran, 1971), and the truncated

Thiran filter (Välimäki, 2000). All the filter coefficients can be designed in closed

form, based on the desired fractional part of the delay, which is determined by the

fundamental frequency and the sampling frequency (see Eq. 4.2). The truncated

Thiran filter and the truncated Lagrange filter were found to give the best accuracy

in the analysis of both synthetic test and real musical instrument tones.
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Figure 6.5: Canceling harmonics from a double bass tone A
#
1 with the ICF. The

allpass filter is the truncated Thiran filter of order 80 and prototype order 720. The
solid and dashed lines represent the magnitudes of the tone spectrum and the ICF
frequency responses, respectively.

Figure 6.5 shows the magnitude responses of a bowed double bass tone A
#
1 , f0 =

58.27 Hz (solid line) and an ICF filter (dashed line) which is used to cancel the

harmonics from the tone. The allpass filter is a truncated Thiran filter of order 80

and prototype order 720. The desired attenuation at the bottom of the notches is

120 dB. As can be seen, the notches of the filter accurately match the harmonic

locations. The result of the filtering operation is shown in Fig. 6.6.

Single harmonics can be separated with a harmonic extraction filter (HEF), which

consists of an ICF and a second-order resonator. The pole of the resonator cancels

one of the zeros of the ICF and, thus, one harmonic is preserved while the others are

filtered out. Furthermore, even and odd harmonics can be separated by setting the
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Figure 6.6: Spectrum of the residual of the double bass tone A
#
1 .

delay of the ICF to be half of the original desired delay. This way the notches appear

at the multiples of the second harmonic and the odd harmonics are preserved. The

even harmonics can be obtained by subtracting the odd harmonics from the original

tone.

The analysis process using the ICF is simple and no further synthesis stage is re-

quired like in many other analysis methods. In addition, comparison against sinu-

soidal modeling and to other filter design methods (the windowed-sinc interpolation

and the truncated Lagrange interpolation) shows that the ICF with a truncated

Thiran filter performs best.
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6.4 Publication PIV: Analysis of piano tones using an inharmonic

inverse comb filter

In this article, the idea in article [PIII] is extended to the analysis of inharmonic

piano tones. The fractional delay filter is replaced with a filter that has a frequency-

dependent phase delay in order to set the notches of the inharmonic inverse comb

filter (IICF) to match the partial locations of a piano tone. Two filters, a new FIR

and a reference IIR filter were considered and their performance was compared.

The FIR filter was designed with frequency sampling (Parks and Burrus, 1987).

The phase response of the FIR filter is defined based on the fact that the phase is

a multiple of 2π radians at partial locations and the magnitude response imitates

a lowpass filter with a passband ranging from 0 Hz to 20 kHz. Once the frequency

response is defined, the inverse discrete Fourier transform is applied in order to

obtain the impulse response and thus the FIR filter coefficients. The length of the

impulse response can be truncated with a rectangular window.

The IIR filter design method was suggested by Abel and Smith (2006). The method

divides the desired phase delay characteristics into 2π-wide segments and assigns a

pole-zero pair to each section, which yields to complex allpass sections that can be

combined into biquads with real coefficients. After designing the dispersion filters

they can be inserted to the ICF structure.

Single partials can be extracted by cascading a resonator with the ICF, as was done

in article [PIII]. This is illustrated in Fig. 6.7, where the tone A2, f0 = 110.0 Hz,

is analyzed with the inharmonic HEF structure with an FIR filter of length 1500.

The desired attenuation at the bottom of the notches is 120 dB. The solid and

dashed lines represent the spectrum of the tone and the frequency response of the

filter, respectively. Figure 6.7 shows how the notches of the HEF match the partial

locations, except for partial no. 10, which is preserved, as seen in Fig. 6.8.
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Figure 6.7: Illustration of the extraction of 10th partial from the piano tone A2

with the HEF structure. The solid and dashed lines represent the magnitudes of the
tone spectrum and the frequency response of the filter, respectively.

In comparison, the FIR filter was found to perform better, since it provided a better

attenuation at partial frequencies when all partials were canceled to obtain the resid-

ual signal. This was also found when single partials were extracted from synthetic

tones.

6.5 Publication PV: Sparse multi-stage loss filter design for waveg-

uide piano synthesis

Article [PV] presents a multi-stage ripple-filter design technique which consists of

three subfilters that are designed in subbands with a reduced sampling rate and

finally up-sampled for implementation. The basis for the filter design is in frequency

sampling (Parks and Burrus, 1987) and the IFIR technique (Neuvo et al., 1984).
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Figure 6.8: Spectrum of the extracted partial no. 10 of the piano tone A2.

The advantage is that it is possible to concentrate on the important frequency

range, which, in the case of the lowest piano tones, is only about 10% of the audio

range. Moreover, it is possible to accurately match many, say 50, partials. The

three subfilters are the equalizer, the anti-imaging filter, and the multi-ripple filter.

The equalizer is a first-order FIR filter and it sets the general trend of the piano

tone decay. It is designed by matching two data points, such as the fundamental

frequency f0 and the Nyquist frequency. The anti-imaging filter is also a first-order

FIR filter, and it defines the decay trend of the piano tone below 5 kHz. It is

designed in the same way as the equalizer, but on a reduced frequency band.

The multi-ripple filter is designed by first reducing the frequency range with crit-

ical down-sampling and then forming the target magnitude response based on the

measured T60 times, as defined by Eq. 4.3. The target impulse response is com-

puted with the inverse discrete Fourier transform and is truncated by choosing the
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N largest values and setting the other values to zero. When N is chosen to equal

the number of partials that are to be matched, it is possible to model the target

frequency response accurately. When the multi-ripple filter is up-sampled, the anti-

imaging filter is used to suppress the image frequency responses that result from

the upsampling operation. For lower-order filters, the fit can be improved with the

weighting function proposed by Bank and Välimäki (2003).

Figure 6.9 illustrates how each of the subfilters contributes to the matching of decay

times of the 50 lowest-order partials of the tone B1 (f0 = 30.87 Hz). The measured

data is depicted with diamonds in each subfigure; in (a), (c), and (e) as filter gain

values and in (b), (d), and (f) as decay times. From subfigures (a), (c), and (e) it

can be noticed that the important frequency range is a small fraction of the whole

audio range when the sampling frequency of 44.1 kHz is used. The dash, dash-

dotted, and the solid line represent the frequency responses of the equalizer of order

1, anti-imaging filter of order 1, and the multi-ripple filter that has a sparse structure

with 50 non-zero coefficients, respectively. Subfigures (b), (d), and (f) show how the

combination of the corresponding filters on the left fit the target data in the T60

domain. Figure 6.9 (f) shows that the combination of the three filters is capable

of accurately matching the partial decay times. At higher frequencies the filter’s

response decays gently with frequency.

The advantage of the design technique is that it allows a tradeoff between the filter

order and the number of partial decay times that are matched to the target response.

In comparison with previous loss filters, the proposed multi-stage filter was found

to perform better with the same or lower computational load.
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Figure 6.9: Illustration of the three stages of the loss-filter design process. The
target data is shown as diamonds in every subfigure; in (a), (c), and (e) as loop
gain values and in (b), (d), and (f) as T60 times. The dashed, dash-dotted, and the
solid lines in (a), (c), and (e) represent the frequency responses of the equalizer,
anti-imaging filter, and the multi-ripple filter, respectively. The solid line in (b),
(d), and (f) show the combination of the corresponding frequency responses on the
left in the T60 domain.

6.6 Publication PVI: Perception of longitudinal components in

piano string vibrations

Publication [PVI] presents the threshold of audibility for the longitudinal compo-

nents (longitudinal modes and the phantom partials) in piano tones through an

ABX listening test. Recorded fortissimo tones from two grand pianos and one up-

right piano were resynthesized with and without longitudinal components in order
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to accurately control the spectral content of the test tones. In the ABX test (Clark,

1982), X is the unknown reference tone and A and B are the tones without and with

the longitudinal components, respectively. The subjects’ task is to judge whether

the reference tone X is the same tone as A or B. Figure 6.10 presents the user

interface of the test program, which was coded with Matlab.

Eight subjects took part in the test, which was divided into two parts. In the first

part, the first six tone pairs from a Steinway grand piano were presented to the

subjects 16 times each in random order, and then six tones pairs from a Yamaha

upright piano followed in the same manner. In the second part, six tone pairs from a

Yamaha grand piano were judged and, additionally, subjects took a preference test

in which they were asked whether they think the difference between the tones with

and without the longitudinal components is substantial enough to be modeled in a

piano synthesizer. This was a “yes” or “no” type of question without the possibility

to answer “I don’t know”.

The results show that the longitudinal components are audible up to note C5, but

based on the listeners’ opinions it is important to model the longitudinal components

up to note A3 only. In the audibility test, it was concluded that the subject is able to

hear the difference if 75% of the trials (12 out of 16 repetitions) are judged correctly.

Interestingly, more than half of the listeners could discriminate the difference for the

tone C5, which is in contrast to the general belief that the longitudinal components

would be audible only in the bass range. In the preference test, the difference was

considered to be significant and worth modeling in a piano synthesizer if more than

25% of the listeners thought so.
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Figure 6.10: User interface of the ABX listening test.
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7 Conclusion and future directions

This thesis discusses different steps in the development of a physics-based piano

synthesizer. Topics include research on acoustics, analysis, perception, and algo-

rithm design. The sustain pedal effect has been studied through signal analysis of

recorded piano tones played with the full and partial sustain pedal. The analysis

results show that when the sustain pedal is engaged, the beating increases, the two-

stage decay characteristics of the piano tone are distorted, and the freely-vibrating

string register adds reverberation to the sound. Moreover, when the partial sustain

pedal is used, the nonlinear amplitude limitation can excite the missing modes of

the lowest piano tones. A reverberation algorithm for simulating the main features

of the full sustain pedal effect has been developed.

The analysis of harmonic and inharmonic musical instrument tones by means of an

ICF is discussed. The partials can be efficiently cancelled or selected by replacing

the delay line of the ICF with a suitable fractional delay filter. Different fractional

delay filters have been tested for harmonic and inharmonic tones.

A sparse multi-stage loss filter for modeling the complicated decay of the piano

tones is presented. This filter consists of three subfilters that are designed with

different sampling rates in order to concentrate on the most important frequency

regions. Finally, the filter is up-sampled for implementation. With this filter design,

it is possible to accurately match several partial decay times. Alternatively, the

computational load can be eased by modeling only the overall decay characteristics.

The perception of longitudinal vibrations is studied through a formal listening test.

The goal was to find a threshold of audibility for fortissimo piano tones. The results

suggest that the longitudinal vibrations are audible up to note C5, but, based on

the listeners’ opinion, it is necessary to model the longitudinal vibrations up to note
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A3 only in a piano synthesizer.

At the present moment it seems that physics-based sound synthesis will most likely

form the trend in the development of future digital pianos. In addition to the efficient

synthesis algorithm design, two main research areas need to be taken into account.

The first is perceptual studies. It is clear that humans do not hear every single detail

that is visible in the results of signal analysis of piano tones, which means that it is

not reasonable to model every feature of the sound. This topic is challenging, though,

because of the complexity of both the instrument and our hearing system. On the

other hand, the results of listening tests would possibly reveal such information that

is of crucial importance in the design of efficient algorithms.

The second important issue is collaboration with musicians and piano technicians.

We engineers tend to stick to the analysis of clean, single tones instead of exploring

the wider field of piano performances. After all, we hope that the piano synthesizers

are played by professionals, whose wishes and high standards we should be able to

satisfy. The analysis of single tones is justified, of course, since it is obvious that

the underlying acoustical properties are best revealed from simple cases, but dis-

cussion with professional pianists opens new vistas, in particular for the properties

that the synthesizer should be capable of reproducing. Examples of such properties

are the variety of pedaling techniques. It is not yet clear what happens between

the dampers and the strings in the different ways of pedaling, but as becomes ev-

ident from the literature targeted for professional pianists and students of piano

playing (Banowetz, 1985; Parncutt and Troup, 2002; Brauss, 2006), these different

techniques are common practice in almost every piano performance.

Despite of the diligent work that has been done in the field of piano acoustics and

synthesis, the instrument still seems to preserve some of its secrets. However, this

is part of the beauty of the piano: it has always something to offer to those who are

enthusiastic and open-minded.



70

References

J. S. Abel and J. O. Smith. Robust design of very high-order allpass dispersion filters.

In Proc. Int. Conf. on Digital Audio Effects (DAFx-06), pages 13–18, Montreal,

Quebec, Canada, Sept. 18-20 2006. http://www.dafx.ca/proceedings/papers/

p_013.pdf.
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H. Järveläinen, T. Verma, and V. Välimäki. The effect of inharmonicity on pitch in

string instrument sounds. In Proc. Int. Computer Music Conf., pages 237–240,

2000.
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M. Karjalainen, V. Välimäki, and T. Tolonen. Plucked-string models: From the

Karplus-Strong algorithm to digital waveguides and beyond. Comput. Music J.,

22(3):17–32, 1998.

M. Karjalainen, H. Penttinen, and V. Välimäki. Acoustic sound from the electric
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