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#### Abstract

Today's world produces and stores huge amounts of data, which calls for methods that can tackle both growing sizes and growing dimensionalities of data sets. Dimension reduction aims at answering the challenges posed by the latter. Many dimension reduction methods consist of a metric transformation part followed by optimization of a cost function. Several classes of cost functions have been developed and studied, while metrics have received less attention. We promote the view that metrics should be lifted to a more independent role in dimension reduction research. The subject of this work is the interaction of metrics with dimension reduction. The work is built on a series of studies on current topics in dimension reduction and neural network research. Neural networks are used both as a tool and as a target for dimension reduction. When the results of modeling or clustering are represented as a metric, they can be studied using dimension reduction, or they can be used to introduce new properties into a dimension reduction method. We give two examples of such use: visualizing results of hierarchical clustering, and creating supervised variants of existing dimension reduction methods by using a metric that is built on the feature space of a neural network. Combining clustering with dimension reduction results in a novel way for creating space-efficient visualizations, that tell both about hierarchical structure and about distances of clusters. We study feature spaces used in a recently developed neural network architecture called extreme learning machine. We give a novel interpretation for such neural networks, and recognize the need to parameterize extreme learning machines with the variance of network weights. This has practical implications for use of extreme learning machines, since the current practice emphasizes the role of hidden units and ignores the variance. A current trend in the research of deep neural networks is to use cost functions from dimension reduction methods to train the network for supervised dimension reduction. We show that equally good results can be obtained by training a bottlenecked neural network for classification or regression, which is faster than using a dimension reduction cost. We demonstrate that, contrary to the current belief, using sparse distance matrices for creating fast dimension reduction methods is feasible, if a proper balance between shortdistance and long-distance entries in the sparse matrix is maintained. This observation opens up a promising research direction, with possibility to use modern dimension reduction methods on much larger data sets than which are manageable today.
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Tiivistelmä
Nykypäivänä tuotetaan ja tallennetaan valtavia määriä tietoa, joten menetelmien pitäisi selviytyä sekä kasvavasta datamäärästä että datan kasvavasta ulotteisuudesta. Ulotteisuudenpienennysmenetelmät pyrkivät vastaamaan jälkimmäiseen haasteeseen. Monet ulotteisuudenpienennysmenetelmät koostuvat metrisestä muunnoksesta, jota seuraa kustannusfunktion optimointi. Useita erityyppisiä kustannusfunktioita on kehitetty ja tutkittu, mutta metriikat ovat jääneet vähemmälle huomiolle. Tämän työn näkökulma ulotteisuudenpienennykseen on nostaa metriikat itsenäisempään rooliin. Työn aihe on metriikan ja ulotteisuudenpienennyksen vuorovaikutus. Työ rakentuu joukosta ulotteisuudenpienennyksen ja neuroverkkotutkimuksen ajankohtaisiin kysymyksiin liittyviä tutkielmia. Neuroverkkoja käytetään sekä ulotteisuudenpienennyksen työvälineenä että tutkimuskohteena.
Esittämällä mallinnuksen tai klusteroinnin tulokset metriikan muodossa voidaan niitä tutkia ulotteisuudenpienennysmenetelmillä, tai käyttää niitä tuomaan uusia ominaisuuksia ulotteisuudenpienennykseen. Kaksi esimerkkiä ovat hierarkkisen klusteroinnin tulosten visualisointi, ja ohjattujen ulotteisuudenpienennysmenetelmien luominen neuroverkkomallin piirreavaruuteen pohjautuvan metriikan avulla. Klusteroinnin ja ulotteisuudenpienennyksen yhdistäminen tuottaa uuden tavan luoda tilatehokkaita visualisointeja, joissa yhdistetään hierarkkinen rakenne tietoon klustereiden etäisyyksistä.
Työssä tutkitaan äskettäin kehitetyn extreme learning machine -nimisen neuroverkkomenetelmän piirreavaruutta. Tällaiselle neuroverkolle esitetään uusi tulkinta, ja todetaan tarve parametrisoida menetelmä painojen varianssia käyttäen. Tällä on käytännön merkitystä extreme learning machine -menetelmän käyttöön, sillä nykykäytäntö korostaa piiloyksikkömäärän tärkeyttä ja jättää painojen varianssin huomiotta.
Eräs syvien neuroverkkojen tutkimuksen nykytrendi on käyttää ohjattujen ulotteisuudenpienennysmenetelmien kustannusfunktioita neuroverkon opetukseen. Tässä työssä näytetään, että yhtä hyviin tuloksiin voidaan päästä yksinkertaisesti opettamalla pullonkaulakerroksella varustettu neuroverkko toteuttamaan luokittelu tai regressio. Tämä on nopeampaa kuin ulotteisuudenpienennyskustannuksen käyttö.
Työssä osoitetaan, että toisin kuin nykyään ajatellaan, nopeiden ulotteisuudenpienennysmenetelmien luominen harvaa etäisyysmatriisia käyttäen on toimiva ajatus, mikäli matriisissa säilyy sopiva tasapaino lyhyiden ja pitkien etäisyyksien välillä. Tämä havainto avaa lupaavan suunnan jatkotutkimukselle, ja saattaa mahdollistaa nykyaikaisten ulotteisuudenpienennysmenetelmien käytön nykyistä paljon suuremmilla datoilla.
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## 1. Introduction

This work is a monograph built on a series of studies on current topics in dimension reduction and neural network research. What unifies these two subjects is the importance of a metric transformation as a building block. Dimension reduction attempts to transform points of a high-dimensional space into a low-dimensional space, obeying constraints specified by a cost function. Hidden layers of a neural network implement successive transformations that turn data into features. Usually features are found so that they minimize a certain cost. In this work neural networks are used both as a tool and a target for dimension reduction.
Dimension reduction is a topical research subject. Today's world produces and stores huge amounts of data, which calls for methods that can tackle both growing sizes and growing dimensionalities of data sets. Dimension reduction tries to answer the challenges posed by the latter.
Term "dimension reduction" collects under its umbrella several methods with partly overlapping, partly differing uses. Some methods are good for data preprocessing, turning a high-dimensional data into lowerdimensional form for algorithms to use. Others concentrate on recognizing shapes of data clouds, effectively learning data-internal coordinates, and such coordinates can then be used in further processing. Yet others aim to pack data so that the results can be used for predictions like full data, but take less space and are faster to handle. Finally, some methods are developed with visualization in mind, and also results from other methods are often applied in visualizations. The emphasis of this work is on two-dimensional visualizations.
A problem we see in current dimension reduction research is that too often methods are presented as monolithic, even though many consist of a fairly independent metric transformation part followed by optimization of a cost function. This leads to an unmanageable number of seemingly new methods, many of which could be better categorized as combinations of a basic cost function and a new metric, or vice versa. Modularity of presentation would facilitate both development and analysis of dimension reduction methods.
There are several successful cost functions for dimension reduction, based on different ideas of what should be preserved in the low-dimensional representation of data. The role of metrics, on the contrary, has received less attention. We promote the view that metrics should be lifted to a more independent role in dimension reduction research. Shifting the focus on metrics and the interaction of the metric and the cost function opens up several routes for methodological development. It is not necessary to pack all functionality of a dimension reduction method into one cost function. By optimizing the metric separately (e.g. to facilitate clas-
sification) new properties can be easily introduced into existing methods. Dimension reduction can be applied to higher-level entities than raw data by describing such entities (e.g. a clustering result) in the form of a metric. Connections to feature extraction become more clear - a cost function of a dimension reduction method can e.g. guide the feature learning in a neural network, instead of just finding low-dimensional points. And, speeding up dimension reduction can be done by using a sparse metric, instead of using complicated heuristics for choosing points or distances in the optimization algorithm.
This work contributes to surveying the territory between metrics and cost functions. We study the interaction of metrics and dimension reduction from two directions. Two chapters make the dimension reduction method the object of study, and modify a metric to affect behavior of dimension reduction: Chapter 3 uses a metric to convey modeling results into a dimension reduction method, and Chapter 6 develops a dimension reduction method based on a sparse metric. Two chapters take the opposite view, and use dimension reduction to create or understand a metric: in Chapter 4, the feature space of a neural network model is studied, using tools of dimension reduction and analysis of similarity matrices, and Chapter 5 concentrates on guiding feature learning of a neural network by different cost functions.

### 1.1 Outline of the work

The background in Chapter 2 is a review of common concepts and methods of dimension reduction.
Chapter 3 extends and refines work from [135], [132], and in a small part, [136]. The key idea of this chapter is to use a metric as a bridge between a model and a dimension reduction method. Two realizations of this idea a studied. First, we visualize results of hierarchical clustering using dimension reduction. Second, we implement supervised variants of existing unsupervised dimension reduction methods by using a metric based on feature space of a supervised neural network model, and present a comparison to a related method.
In Chapter 4 we study extreme learning machines (ELM), a recently developed neural network architecture based on random projections. Main contributions of this chapter are a novel interpretation of ELM, which points out its resemblance to kernel classifiers, and recognition of importance of weight variance as a parameter in ELM training. We also discuss some claims made about ELM, which we feel may have been too strongly presented in earlier work. Most of the study has been published in $[134]^{1}$, visualizations of feature spaces being new. Only the author's material from the jointly written [134] was chosen in this work.
In Chapter 5 we study bottleneck classifiers, which complement the current research on deep networks for dimension reduction. We show that supervised bottleneck classifiers are a competitive alternative to currently used deep networks for supervised dimension reduction. Evaluation of the cost function of a bottleneck classifier scales linearly in the number of data points, while state-of-the-art methods use cost functions that scale quadratically or worse. Although classification and regression are related tasks from a neural network point of view, super-

[^0]vised dimension reduction is clearly divided into classification-oriented and regression-oriented research branches. We therefore experiment separately with bottlenecked regression networks, and show that they perform as well as the state-of-the art methods used in dimension reduction for regression. We are not aware of earlier use of neural networks in the field of dimension reduction for regression. Bottleneck classifiers have been studied in $[130]^{2}$, and part of experiments on bottleneck regression networks are from [131] ${ }^{2}$.

Chapter 6 presents work on sparse dimension reduction, published in [133]. We demonstrate that, contrary to the current belief, using sparse distance matrices for creating fast dimension reduction methods is a promising idea. We learn that a proper balance between short-distance and long-distance entries in the sparse matrix is needed for good results. The chapter opens a promising direction for further research, and we also discuss some lines for further development.

[^1]
## 2. Background

In this section, we first introduce some background concepts, and describe commonly used dimension reduction methods.
The number of papers published about dimension reduction currently seems to grow exponentially (Fig. 2.1), and it would be impossible to attempt a full account here. We briefly recount some methods that illustrate common principles in how dimension reduction (DR) methods work. Many of the methods presented here have introduced novel ideas to the field, and thereby serve as basic methods which have later been extended or modified. Further reviews on dimension reduction include [24, 54, 23, 208, 109, 183].

### 2.1 Basic concepts

### 2.1.1 Dimension reduction in machine learning

Some of most basic problems of machine learning are classification, clustering, density estimation and dimension reduction. Using such a division satisfies humans' need to create clear-cut taxonomies, and is also motivated by the often widely differing algorithms for solving the basic problems. Solutions to all these problems, however, build on the thought that a data point has a different or stronger relationship to a nearbylocated point than to a point further away. It is therefore not surprising that sometimes the different problems can be solved by similar methods, and sometimes the borderlines between the problems are not clear-cut.
Many, if not most, modern dimension reduction methods use some kind of density estimate. It is seldom explicitly called a density estimate, but forming graphs with links to nearest neighbors or placing kernels on the data points has the effect of deciding which areas are local, and how strongly local information should be emphasized. This is not very different from using Parzen windows or k-nearest neighbor density estimates [45]. The density estimate interpretation has been exploited in [139], where a DR method of quadratic complexity is turned into a linearly scaling method by replacing a non-parametric Parzen estimate by a Gaussian mixture model.

Dimension reduction is also connected with clustering. Some methods can be interpreted as clustering methods as well as DR methods [95, 43]. Both DR and clustering can be based on similar density estimates and graph-based representations built thereon [8, 194]. Dimension reduction of clustered data has been specifically considered [153, 159], and clustering has been used as a preprocessing step in order to obtain labels for


Figure 2.1. 50 years of dimension reduction in Google Scholar. The number of search hits for "dimension reduction" has increased exponentially from 1960s to today, with 6660 hits for 2009 (search results of June 16, 2010). The growth is not explained just by better availability of newer publications, as attested by two searches with more general search terms.
supervised DR [144]. Dimension reduction methods can also be combined with a clustering-based metric to visualize clustering results [132].
Classification, as well as clustering, can often be improved by choosing or learning a metric on data as a preprocessing step [179, 62, 210, 202, 196]. Supervised metrics provided by such methods can be used with dimension reduction algorithms, or they can directly provide a reduced representation, if the output dimensionality of the method can be controlled. In a classification problem, the metric should improve accuracy; in a dimension reduction problem, the metric should lower dimension while worsening accuracy as little as possible. Although the goals differ, technically, the same cost functions and the same algorithms can often be used in metric learning for both tasks.
Performing dimension reduction and learning a data-based metric are thus closely related tasks. In some cases the same DR problem can be formulated either as first learning a metric and then using e.g. its highest principal components as a reduced representation, or as directly learning a reduced-rank metric. Therefore, the two terms are sometimes interchanged. As a metric is often specified as a (positive semidefinite) matrix, also term kernel learning is sometimes used for the metric learning task.

### 2.1.2 Intrinsic dimensionality

The number of attributes is usually different from dimensionality. In problems with less data points than dimensions, the number of data points dictates the maximum dimensionality of the subspace that the data vectors can span. Sometimes data can contain directions that are mostly noise, or it can have attributes that are mostly irrelevant for the task in hand and can be left out by variable selection. And, even more importantly, data may contain dependencies which effectively lower its dimensionality. The smaller dimensionality caused by dependencies is referred to as the intrinsic dimensionality of data, or the number of degrees of freedom that is sufficient for describing the data.
Determining the intrinsic dimensionality is important when the goal is to describe data concisely but without losing information. In the visualization applications the presentations are forced to 2 D or 3 D , with the price of greater information loss. In such context the intrinsic dimensionality is often ignored. In this work we mainly concentrate on dimension
reduction as a visualization tool, aiming at 2 D results. As the output dimensionality is fixed, we do not explicitly try to estimate the intrinsic dimensionalities.

### 2.1.3 Curse of dimensionality

Algorithms designed with intuitions based on two- or three-dimensional spaces may face unexpected problems when dealing with high-dimensional data [109, 90, 1]. The phenomenon maybe most relevant for dimension reduction is the concentration of distances. When number of dimension components grows, contribution of any one axis becomes more and more meaningless. It becomes difficult to tell two points apart unless they differ in most dimensions. Most points are roughly equally far from each other, and the distribution of pairwise distances becomes peaked.
An important practical consequence of this is that the concept of nearest neighbor is weakened [15, 77]. When the difference in distances to the nearest and the furthest neighbors becomes less than the measurement noise, algorithms relying on neighborhoods break down. This and other peculiarities of high-dimensional spaces are referred to as the curse of dimensionality.
DiMenSionAlity effects can severely affect distance-based algorithms, and become noticeable already in $5-10$ dimensions [109, 55], which is much less than the number of attributes in many modern data sets. That such algorithms can be used at all depends on the basic assumption that the intrinsic dimensionality of the data is fairly low [112].
Nonlinear dimensionality reduction, sometimes thought as a remedy for the curse of dimensionality, implicitly relies on the assumption of a low intrinsic dimensionality. Most DR methods use nearest neighbors or comparisons of pairwise distances, and are thus equally sensitive to the curse of dimensionality as other machine learning methods.

### 2.1.4 Unfolding manifolds

Some data clouds are curved in shape, and better described with Riemannian than Euclidean coordinates. Data is thought to be a sample from a manifold, which is embedded in a higher-dimensional space. Manifold generalizes the linear subspace by introducing curvilinear coordinates. In small enough scale, manifolds are approximately linear, in same fashion as the surface of the earth appears flat in local view.
The aim of manifold methods is to uncover the intrinsic coordinate system of the manifold from which the data is sampled. Dimension reduction is done using these coordinates instead of the Euclidean coordinates of the embedding space. The manifold coordinates can be approximated by studying the data in a local scale, and then combining local, linear views into a global nonlinear shape. Local views are obtained by restricting the analysis to the nearest neighbors of a data point. There are several ways to work with local neighborhoods. Some of them will be introduced below.

Sometimes term "manifold learning" is used synonymously with nonlinear dimension reduction [109] to emphasize the fact that the methods assume existence of a low-dimensional structure and try to find it, instead of transforming truly high-dimensional data into a low-dimensional form. We continue to speak about nonlinear dimension reduction, being aware of that the main uses of the methods may lie elsewhere than in fighting the curse of dimensionality.
Approximating the manifold coordinates is deservedly one of basic ap-
proaches to non-linear dimension reduction, but should not be seen as a panacea. Complicated manifolds are present in toy problems like the famous Swiss Roll, and systematically collected data (like the Yale and Head Pose data sets we will use later, see Appendix A) can exhibit very clear manifold structure. Data sets collected under more varying conditions are seldom cooperative enough to resemble uniform, dense samples from a manifold. Clustered and non-uniformly sampled data are obvious challenges for methods, that basically assume a single manifold shape well represented by the data cloud. Many manifold methods are reviewed in [183], and are not found to do better than global methods in real problems.
Manifolds are not the only way to look at the structure of data. Alternatives include clustering the data (e.g. self-organizing maps [95] and generative topographic mapping [17]), or emphasizing its natural density structure (e.g. stochastic neighbor embedding [78]). Some methods are able to unfold manifolds, even if they do not explicitly form manifold coordinates (e.g. curvilinear components analysis, [76]). The focus of DR development is still on methods that rely on neighborhoods, but neighborhoods can be exploited without bringing in strong manifold assumptions.

### 2.1.5 Similarity representation of data

The location of a data point in space can be given by listing its coordinates, one per dimension. This is the representation used in vectorial data. An alternative representation, similarity data, gets rid of the notion of coordinates, and only lists pairwise comparisons between the points. These can be measurements of either similarity or dissimilarity of points.
Similarity representation can handle more diverse data types than vectorial data, e.g. graphs [96], since developing a similarity measure may be easier than converting a complex data object into a vector. For data sets with a small number of very high-dimensional points, like gene data sets with a few thousand persons but hundreds of thousands of measurements, similarity matrices take less space than the data itself, and thus be faster to handle. These properties of similarities have been exploited e.g. in visualizing text documents [35] and gene data [88] .

Pairwise similarity or dissimilarity is the form of data used by most dimension reduction methods. Also some classification and clustering algorithms can be implemented directly on similarities [29, 138]. Some algorithms originally designed for vector data have been directly applied using a list of pairwise similarities as a feature vector [138].

General similarity A general similarity can be specified by a pairwise matrix, with no restrictions on matrix elements (except perhaps the requirement that a point should be maximally similar to itself). Even symmetry is not a necessary requirement: if the similarity describes e.g. closeness of persons, as reported by themselves, two persons may obviously have different views on their relationship.

Similarity and dissimilarity matrices can be converted into each other, although no single "correct" transformation exists. A common transformation, used e.g. in mdscale function of Matlab, which can be used if similarities are first normalized into [0,1]-range is

$$
\begin{equation*}
d_{i j}=\sqrt{1-s_{i j}} . \tag{2.1}
\end{equation*}
$$

Generally there is no one-to-one correspondence between a similarity matrix and points of a metric space, as a general similarity might specify constraints which do not necessarily yield a meaningful topology [87]. General similarity matrices are encountered in applications where data is originally collected as pairwise comparisons. Such similarities can be embedded in Euclidean spaces only approximately. Slight deviations from metricity are not a problem in DR , since dimension reduction by its nature looks for compromises. Even if the original(dis)similarities stem from a metric high-dimensional space, even the best possible representation in a low-dimensional space cannot usually satisfy all constraints based on high-dimensional point locations.

Positive semidefinite similarity In dimension reduction context one often deals with a restricted class of similarity matrices, the positive semidefinite (PSD) ones. PSD matrices arise when vectorial data is converted into similarity data, or when a metric is learned and constrained to be PSD.
A positive semidefinite matrix $\mathbf{A}$ is a similarity matrix, which fulfills the condition $\mathbf{v}^{T} \mathbf{A v} \geq 0$ for all non-zero (real) vectors $\mathbf{v}$. A PSD matrix is symmetric and has positive, real eigenvalues. Matrices of this family correspond to covariance matrices in some, possibly high-dimensional Euclidean space. Corresponding vectorial representation can be recovered by eigendecomposition.
As covariance $s_{i j}=\mathbf{x}_{i}^{T} \mathbf{x}_{j}$ and Euclidean distance $d_{i j}$ are connected through

$$
\begin{equation*}
d_{i j}^{2}=\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)^{T}\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)=\mathbf{x}_{i}^{T} \mathbf{x}_{i}+\mathbf{x}_{i}^{T} \mathbf{x}_{j}+\mathbf{x}_{j}^{T} \mathbf{x}_{i}+\mathbf{x}_{j}^{T} \mathbf{x}_{j} \tag{2.2}
\end{equation*}
$$

PSD matrices are naturally converted into squared distance matrices using

$$
\begin{equation*}
d_{i j}^{2}=s_{i i}+s_{j j}-2 s_{i j} . \tag{2.3}
\end{equation*}
$$

The resulting dissimilarity matrix fulfills requirements for a distance: positiveness, a zero distance only to the point itself, symmetry, and triangle inequality.

PSD matrices and their distance counterparts correspond to local or non-linear metrics: topology of the space can vary from region to region. Therefore, by having only the pairwise training point distances available, distances between test points can be only approximately determined. Determining an unknown distance between two points would require computing a path integral between the points.

Mahalanobis distance Mahalanobis distances [116] are a more restricted class of distances than those obtained from general PSD matrices. Mahalanobis distances correspond to linear transformations of data, since the squared Mahalanobis distance, with $A=W^{T} W$,

$$
\begin{equation*}
d_{i j}^{2}=\left(x_{i}-x_{j}\right)^{T} A\left(x_{i}-x_{j}\right) \tag{2.4}
\end{equation*}
$$

can be represented as

$$
\begin{align*}
d_{i j}^{2} & =\left(x_{i}-x_{j}\right)^{T} W^{T} W\left(x_{i}-x_{j}\right) \\
& =\left(W x_{i}-W x_{j}\right)^{T}\left(W x_{i}-W x_{j}\right) \tag{2.5}
\end{align*}
$$

Euclidean distance is a special case where the linear mapping is an identity matrix. A diagonal matrix specifies an adaptive Euclidean distance [166], where only scaling of the axes is possible. A general Mahalanobis distance has all properties that can be specified by a linear
mapping: axes of the data space can be rotated, scaled and used as linear combinations.

### 2.1.6 Neighborhoods

There are basically two ways for defining a neighborhood for a point. First, we can fix the number of neighboring points $k$ we want to have in the neighborhood. This creates neighborhoods of differing spatial sizes, depending on local data density. Usually we want the neighbor relation to be symmetric. This can be arranged either by making points neighbors only if they both agree on this (in which case some points will have fewer neighbors than the intended $k$ ), or creating a connection if any point lists the other as a neighbor (number of neighbors grows for some points). The edges between neighbors can be weighted or unweighted. Weights are needed e.g. for computing geodesic distances. A problem of $k$-parameterization is the computational expense of finding the nearest neighbors.
Another way is to fix a spatial radius $\epsilon$, and connect a point to all neighbors at a closer distance. In $\epsilon$-neighborhoods points can have different numbers of neighbors. A neighbor relationship defined this way is symmetric. As all neighbors are about equally far away, edge weights do not bring much additional information [194], and are usually discarded.

Outliers become easily disconnected in $\epsilon$-neighborhoods. The $\epsilon$-neighborhood may also be a bad choice if the data has multiple natural scales. A value of $\epsilon$ that gives good results in a dense area may not represent sparser areas well, whereas using $k$ nearest neighbors adapts to local conditions better. Data dimensionality, which affects the meaningfulness of neighborhoods anyway, must be taken into account especially when choosing $\epsilon$, since the higher the dimension the less neighbors there will be inside a given radius.

Neighbor relationships can be hard or soft. In a hard neighborhood, two points either are neighbors or they are not. In a soft neighborhood, all points are neighbors, but the strength of the relationship varies, usually depending on the spatial distance via a kernel, most often a Gaussian. The kernel emphasizes closest neighbors by assigning them larger weights.

Defining hard neighborhoods is straightforward, whether using $k$ or $\epsilon$. Soft neighborhoods are more often parameterized by $\epsilon$, which now becomes a kernel width parameter. Adaptive kernel widths, similar in effect to $k$-neighborhoods, can be created with soft $k$-parameterization. For example, the distance to the $k$ th neighbor $x_{i}^{(k)}$ is used in [215] to determine local scale $\sigma_{i}^{2}=\left\|x_{i}-x_{i}^{(k)}\right\|^{2}$, which is then used to weight connections as $w_{i j}=\exp \left(-\frac{\left\|x_{i}-x_{j}\right\|^{2}}{\sigma_{i} \sigma_{j}}\right)$. SNE and t-SNE (Sec. 2.4.3) determine kernel width so that the entropy of a Gaussian kernel is $\log k$. This amounts to using $k$ as a kind of effective number of neighbors.

Neighbor relations are usually presented as a matrix, that has a nonzero entry for each existing connection between neighbors. The matrix can be equivalently interpreted as a graph, with (possibly weighted) edges between neighbors.

### 2.1.7 Embedding quality

There is no general agreement about what, if any, is a good representation of high-dimensional data with fewer dimensions. Different methods em-
ploy different cost functions, making a choice on what is worth preserving in the low-dimensional embedding. Since each method optimizes its own cost function, fair comparisons between methods are hard to make based on such cost functions. Therefore, several external quality criteria have been developed.

Development of the quality criteria has followed the development of DR methods. The early DR methods, like multidimensional scaling (Sec. 2.4.3), aimed at global preservation of distances, and also the quality of results was measured by global criteria. In 1990s, when the topology-preserving self-organizing maps [95] were at the peak of their popularity, the quality criteria concentrated on quantifying topology preservation. The current trend is to emphasize local neighborhoods, in DR methods as well as in quality criteria.

Global criteria Shepard diagrams [164] are a basic tool for assessing distance preservation. They are simple plots where pairwise distances realized in the embedding space are plotted as a function of the original pairwise dissimilarities. This is basically correlation of distances, and does not tell the whole truth about the embedding. An example from [19] is a mapping of an A-B-C triangle with edge lengths $2,3,4$ to a straight A-B-C line with AB-distance 1, BC-distance 2 and AC-distance 3. Distance correlation is one, indicating a perfect mapping, yet we have completely lost the information about the points forming a triangle and not originally lying on a line. Several correlation-based quality measures have been suggested [68, 16, 19, 167].

Preserving topology Criteria for measuring topology preservation are more complex than the global criteria. Topographic product [7] is adapted from nonlinear dynamics. It measures preservation of neighbor orderings at different scales and combines the results into one formula. As scale terms are computed for all scales (numbers of neighbors) and all points, evaluating the criterion is computationally demanding. Topographic function [191] is computed using Voronoi regions of points to define neighborhoods, and is therefore best suited to clustering-based methods like SOM. Topographic function vanishes if topology is completely preserved, and positive and negative values measure the direction and severity of the mismatch between the embedding dimensionality and the intrinsic dimensionality.

Local criteria Rank-based criteria do not pay attention to pairwise distances, but only check whether sets of nearest neighbors are realized as they should in the embedding space. Different criteria can be classified in terms of their handling of hard and mild extrusions and intrusions [110]. In a hard $k$-extrusion, a point is missing from the $k$-neighborhood where it should be, and in a hard $k$-intrusion, it appears in a wrong $k$-neighborhood. Mild extrusions and intrusions occur when the point is included in the correct $k$-neighborhood, but its rank among the neighbors is wrong.

Local continuity metacriterion [28] combines mild intrusions and extrusions into one criterion. More common approach is to use two separate criteria. Trustworthiness and continuity (introduced in more detail below)
measure number and severity of hard intrusions and hard extrusions, respectively. Mean relative rank errors [109] behave similarly but include also mild intrusion and extrusions. [110] proposes two criteria, one for measuring intrusiveness or extrusiveness of the method, and another for assessing overall quality.
Many pairwise criteria are closely related to precision and recall [110]. Precision measures the proportion of correct answers among all answers to a query, and recall tells, which proportion of the possible correct answers was found. In DR embeddings, a correct answer could be a point which is placed in a correct $k$-neighborhood. Unlike the DR quality criteria, precision and recall do not consider the severity of rank mistakes.
Having two separate criteria makes it possible to describe the characteristics of different methods, which often implicitly emphasize avoidance of either extrusions or intrusions. They also open a way for creating controlled compromizes between the two properties. In spite of their symmetrical definition, the members of a criteria pair are not necessarily equally important. In [110] it is found that extrusive methods, i.e. those which may cause discontinuities by allowing more extrusions than intrusions, usually unfold manifolds better than intrusive methods. In [91] it is argued that trustworthiness, i.e. minimizing intrusions, is more important for data exploration than continuity.

Trustworthiness and continuity Trustworthiness and continuity [184, 91] are a popular pair of criteria for assessing neighborhood preservation. Newer work by the same authors [188], uses mean smoothed precision and recall instead, but we present the older and more heuristical trustworthiness and continuity here, since they were used in the studies on which this work is built.
Trustworthiness and continuity study numbers of correct and incorrect points in a neighborhood of a given size, taking into account how far from the neighborhood (in rank distance) a wrong point came from, or how far it should have been placed.
When studying trustworthiness at $\mathbf{x}_{i}$, other points are ordered by the distance from $\mathbf{x}_{i}$. Point ranks according to data space distance are denoted $r\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)$, and $\hat{r}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)$ according to distances in the low-dimensional space.
Let set $U_{k}\left(\mathbf{x}_{i}\right)$ contain all points that are in the embedded neighborhood but should not be, and set $V_{k}\left(\mathbf{x}_{i}\right)$ the points that should be in an embedded neighborhood but are not. Then, for a $k$-neighborhood, trustworthiness and continuity, respectively, are defined as

$$
\begin{equation*}
T_{k}=1-A_{k} \sum_{i=1}^{N} \sum_{\mathbf{x}_{j} \in U_{k}\left(\mathbf{x}_{i}\right)}\left[r\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)-k\right] \tag{2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{k}=1-A_{k} \sum_{i=1}^{N} \sum_{\mathbf{x}_{j} \in V_{k}\left(\mathbf{x}_{i}\right)}\left[\hat{r}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)-k\right] . \tag{2.7}
\end{equation*}
$$

The normalizing factor $A_{k}=\frac{2}{G_{k}}$, where

$$
\begin{gather*}
G_{k}=N k(2 N-3 k-1), k<N / 2,  \tag{2.8}\\
G_{k}=N(N-k)(N-k-1), k \geq N / 2, \tag{2.9}
\end{gather*}
$$

Table 2.1. A taxonomy of some dimension reduction methods.

| (dis) similarit, | cost function |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | kernel eigendec. | Laplacian eigendec. | nonlinear dissimilarity | nonlinear similarity |
| Euclidean distance | classical <br> MDS <br> [174, 175], <br> PCA |  | MDS [98], <br> Sammon <br> [152], <br> MDS-tradeoff <br> [129], CCA <br> [40, 76], <br> CCA-tradeoff <br> [185, 186] |  |
| kernel- <br> weighted <br> neighbor- <br> hoods | KPCA [158] | LE [8],  <br> linear LE <br> [75]  |  | SNE [78], t-SNE [182], SNEtradeoff [187, 188] |
| paths <br> through <br> the data | Isomap <br> [170] | $\begin{aligned} & \hline \text { diffusion } \\ & \text { map } \quad[32, \\ & 101,126] \end{aligned}$ | CDA [107] |  |
| neighborhood $+ \text { cost }$ | $\begin{aligned} & \hline \text { MVU } \\ & \text { [203, 201], } \\ & \text { MVE [162] } \end{aligned}$ | LLE [148], <br> linear LLE <br> [74], <br> HLLE [44] |  |  |

facilitates interpretation of the criteria by ensuring that the values are in the $[0,1]$ range. Value one of trustworthiness and continuity is for perfectly successful mappings, and a perfectly random mapping gives values around 0.5.

### 2.2 A taxonomy of dimension reduction methods

Strikingly many DR methods are built from a part which applies a metric transformation or learns a data-based metric, and from a part which minimizes a cost function in the transformed space. Although not all methods neatly fall to this mould, division into a metric part and a cost function part serves as a useful framework for presenting the multitude of methods. This kind of division also brings forth the potential for new combinations, e.g. by using a non-linear cost function with a metric that is usually associated with an eigenfunction cost. Also [109] suggests a taxonomy that that separates metric and optimization, although they classify methods by the optimization algorithm, not by the cost function. Table 2.1 gives a taxonomy of some DR methods arranged in the metric-cost framework.

### 2.3 Metrics

### 2.3.1 Euclidean distance and its transformations

An often used dissimilarity is the Euclidean distance. In some DR methods it is used as such, but it is more common to form a matrix of Euclidean distances and transform it, e.g. with a suitable kernel function, to obtain new (dis)similarities. Often the role of the transformation is to emphasize local structure.
Gaussian or other kernels with a spherical or elliptical neighborhood are commonly used. Such kernels have a clear notion of locality, an area around a data point which is emphasized more than distant areas. The role of locality in kernels like tanh-kernel (Sec. 4.1.2) or polynomial is not as obvious as that in a Gaussian, and they are not much used in DR.
A kernel specifically designed for DR is proposed in [111]. The similarity of two points is based on the probability of observing a larger distance than the truly observed one, according to a multidimensional normal distribution and a threshold parameter (which controls the size of local neighborhood). With appropriate choices of the threshold and the dimensionality of the normal distribution this kernel can account for the norm concentration phenomenon [111].

## Neighborhood probabilities

The probability $p_{i j}$ of points $\mathbf{x}_{i}$ and $\mathbf{x}_{j}$ being neighbors can be computed by placing kernels at the points and normalizing. The kernel emphasizes local structure of data, and width parameter $\sigma_{i}$ determines what is considered local.
Probabilities can be defined both in the high-dimensional space, computed from the raw data, or in the low-dimensional embedding space, in which case the point locations are optimized to satisfy a cost based on the neighborhood probabilities. By far the most common kernel is Gaussian, which gives neighborhood probabilities [78, 182] as

$$
\begin{equation*}
p_{j \mid i}=\frac{\exp \left(-\left\|\mathbf{x}_{i}-\mathbf{x}_{j}\right\|^{2} / 2 \sigma_{i}^{2}\right)}{\sum_{h \neq i} \exp \left(-\left\|\mathbf{x}_{i}-\mathbf{x}_{h}\right\|^{2} / 2 \sigma_{i}^{2}\right)} \tag{2.10}
\end{equation*}
$$

If varying kernel widths are used, resulting probabilities are not symmetrical, and can be symmetrized by

$$
\begin{equation*}
p_{i j}=\frac{p_{j \mid i}+p_{i \mid j}}{2} . \tag{2.11}
\end{equation*}
$$

A modification with sometimes substantially improved performance is to use Student t-distributions [180], with neighborhood probabilities

$$
\begin{equation*}
q_{i j}=\frac{\left(1+\left\|\mathbf{z}_{i}-\mathbf{z}_{j}\right\|^{2} / \alpha\right)^{-\frac{\alpha+1}{2}}}{\sum_{h \neq l}\left(1+\left\|\mathbf{z}_{h}-\mathbf{z}_{l}\right\|^{2} / \alpha\right)^{-\frac{\alpha+1}{2}}}, \tag{2.12}
\end{equation*}
$$

where $\alpha$ is a degrees-of-freedom parameter. The heavy tails of the t -distribution allow the points to move slightly farther from each other in the embedding than in the data space. This is necessary, because in the highdimensional space, the distances concentrate, so that a point has many approximately equidistant neighbors. Realizing theăequidistance using a lower number of coordinates would force large numbers of points into same area, a phenomenon named crowding problem in [182].

## Graph Laplacians

Many methods use neighborhood-based similarities to define weights of a graph, and use them to build so called graph Laplacian [31]. The Laplacian is a special matrix, that has theoretical connections to Laplacian operators defined on manifolds [9,31]. There are several versions of the graph Laplacian [194], but the form usually used in dimension reduction is the unnormalized form, $L=D-W$. It is computed from edge weights $W$ and a diagonal matrix $D$ with entries $d_{i i}=\sum_{j} w_{j i}$. Defined this way, the matrix is real, symmetric and diagonally dominant, and thus guaranteed to be positive-semidefinite.

### 2.3.2 Paths through the data cloud

## Geodesic distance

As opposed to the Euclidean straight-line distance, the geodesic distance follows the shape of a manifold. Approximate geodesic distances are obtained by finding shortest paths through the neighborhood graph. Dijkstra's [42] and Floyd's [53] algorithms compute shortest paths, Dijkstra's from one point to all points and Floyd's between all point pairs. Shortest-path approximations to geodesics may suffer from distortions due to holes, caused by non-uniform or sparse sampling, and from shortcuts, if the data has noise [183]. The graph should also be connected for geodesic distances to work well.

## Diffusion distance

An approach less sensitive to noise is to regard the graph Laplacian as a Markov chain, and perform a random walk on it. The distance between two nodes is influenced by lengths of all paths between the nodes. Some paths might be due to noise, but they are averaged out by the hopefully more numerous paths that follow the manifold. One random-walk based distance which has been used in dimension reduction is diffusion distance [101, 126]. The transition matrix for the random walk is formed from a normalized graph Laplacian, and the distance can be computed from the eigenvectors and eigenvalues of this matrix.

### 2.3.3 Optimization using neighborhoods

Locally Linear Embedding (LLE) [148] works on the assumption that if a point can be reconstructed as a linear combination of its $k$ neighbors in the data space, the same weights and same neighbors can reconstruct it in the embedding space. This is true if each local neighborhood is embedded using a linear mapping. The similarity matrix, which is naturally sparse, is found by optimizing the weights to minimize the reconstruction error.

Maximum Variance Unfolding (MVU) [203, 201] and Minimum Volume Embedding (MVE) [162] use nearest neighbor relationships to determine optimal similarities from data. A similarity matrix is learned so that some global property of the low-dimensional representation is optimized, while constraints are used to exactly preserve distances to the nearest neighbors. The global property varies depending on the method. MVU, as the name says, maximizes the variance of the results, which has the effect of unfolding curved manifolds. MVE tries to find representations so that the highest eigenvalues of the kernel matrix contain most of the energy, minimizing information loss in the final projection step of the method.

### 2.4 Cost functions

After the data has been represented in a suitable metric, a transformation to a low dimensionality is sought. The transformation is specified by a cost function. A simple alternative employed in many methods is the mean square error. Its minimization corresponds to eigendecomposition, either of a kernel matrix or of graph Laplacian. There are also methods that specify a nonlinear transformation.

### 2.4.1 Eigendecomposition of kernels

One simple way to obtain embedding coordinates after the similarity matrix is formed is to use eigendecomposition. Projections to the highest eigenvectors (those related to the largest eigenvalues) give the embedding locations for the data points.
If the kernel matrix is the covariance matrix of the raw data points, eigendecomposition performs principal component analysis (PCA). PCA finds a linear transformation of the data such that the directions of maximum variation become the new coordinate axes, in decreasing order of importance. Using other kernels than covariance corresponds to doing PCA in the metric presented by the similarity matrix. This method is known as kernel PCA (KPCA) [158]. In this sense all eigendecomposition methods can be considered variants of kernel PCA.
A separately developed method, that later was shown to be equivalent to PCA, is classical multidimensional scaling (MDS) [174, 175]. (The qualifier "classical" tells the method apart from the family of newer MDS methods which map data nonlinearly). It was formulated as a solution to the problem of finding absolute distances (a scale, hence the name) between points given a set of pairwise comparisons or relative distances. The same problem in a different formulation is to find locations for points in space given their pairwise dissimilarities. If the dissimilarity matrix represents Euclidean distances, the points can be exactly recovered by eigendecomposition [213]. Thus, classical MDS performs PCA, but formulated in terms of outer product of data points instead of the PCA inner product formulation [69].
A number of methods, originally not formulated using kernels, can be recast into the kernel framework [14]. These methods include LLE, Laplacian eigenmaps (see Sec. 2.4.2), MDS and Isomap.
Several other methods combine learning a method-specific similarity with finding the embedding by eigendecomposition. Classical MDS with geodesic distances, known as Isomap, is presented in [170]. MVU and related methods [203, 201, 162] decompose kernel matrices that have been optimized to maximize variance of the embedding or a related cost function. MVU is a popular method and has inspired several variants. In [195], requirement of exact neighbor distance preservation is relaxed, which reduces sensitivity to noise. [63] applies the MVU idea to data that is given as pairwise similar/dissimilar/unknown relationship constraints.

### 2.4.2 Eigendecomposition of graph Laplacians

Considerably larger number of methods obtain their embeddings from graph Laplacians. A graph Laplacian is a positive semidefinite matrix, such as kernel matrices are. However, it does not represent similarity, but is rather a special kind of dissimilarity matrix. Its PSD property is due to its construction, which makes the matrix diagonally dominant.

The non-diagonal entries contain negative edge weights, and therefore a smaller non-diagonal entry indicates larger similarity. This explains why decomposing Laplacians differs from the kernel eigendecomposition methods in that not highest but lowest eigenvectors (those related to the smallest eigenvalues) are used. The lowest vector is a constant, related to eigenvalue zero, and is excluded.
Embeddings using graph Laplacians were brought to awareness of the machine learning community by Belkin and Niyogi's work of Laplacian Eigenmaps (LE) [8], which not only introduced graph Laplacians as an effective and versatile tool for dimension reduction, but also led into reinterpretation of LLE as Laplacian-based [73, 11]. Graph Laplacians have earlier been used for spectral clustering, and their role in forming 2D representations for graphs has long been known as part of graph theory [65]. They have been applied in computational chemistry for drawing molecule structures [143].

Examples of other Laplacian-based methods include LLE [148], Hessian LLE (which replaces Laplacian with Hessian operator) [44], Neighborhood Preserving Embedding [74] (a linear approximation of LLE), Locality Preserving Projections [75] (a linear version of Laplacian Eigenmaps), and Diffusion Maps [32, 101, 126] (which are based on random walks but can be computed using Laplacians). Embeddings produced by LE or LLE can be further refined by a linear mapping to better preserve angles between data vectors [161].

### 2.4.3 Cost functions specifying a nonlinear transformation

## MDS and variants

Term multidimensional scaling (MDS) refers to a whole group of methods, all of which try to find point locations so that Euclidean distances between the low-dimensional points match the given dissimilarities as accurately as possible. Their development was started from classical MDS, that is equivalent to PCA.
Later versions of MDS [164, 98] relax the classical MDS requirement that dissimilarities in the data should equal distances in the embedding. Instead, the dissimilarities can be transformed first. Transformations are specified by the cost function.
MDS is used in psychometry for handling results of pairwise comparisons, and more generally as a dimension reduction method. In psychometry, the goal is often to check if the pairwise observations can be explained by an assumption of a psychological space [19]. If an embedding using a certain distance measure matches the observed dissimilarities, the psychological space is deemed to obey that distance.
Many MDS cost functions, so called stress functions, are derivations of the mean square error used in classical MDS. General form for MDS stress functions [19], from which different costs can be formed by a suitable choice of $f(\cdot)$ and $w_{i j}$, is

$$
\begin{equation*}
s(\mathbf{z})=\sum_{i<j} w_{i j}\left[f\left(\delta_{i j}^{2}\right)-f\left(d_{i j}^{2}(\mathbf{z})\right)\right]^{2} . \tag{2.13}
\end{equation*}
$$

Some well-known cost functions are Stress $\left(f(\mathbf{z})=\sqrt{\mathbf{z}}, w_{i j}=1\right)$, Squared $\operatorname{stress}\left(f(\mathbf{z})=\mathbf{z}, w_{i j}=1\right)$, and Sammon mapping $\left(f(\mathbf{z})=\sqrt{\mathbf{z}}, w_{i j}=\delta_{i j}\right)$. Sammon mapping [152] does not explicitly specify any local environment, but emphasizes short distances more than basic MDS does, and is in this sense a precursor for modern local dimension reduction methods.

## CCA and variants

Instead of using data-space neighborhoods for defining distances, neighbor information can be introduced at the level of cost function. This allows defining neighborhoods in the embedding space, as is done in Curvilinear Components Analysis (CCA) [39, 40, 76]. The basic CCA and its derivatives use Euclidean distances. Also geodesic distances have been tried [107], under the name Curvilinear Distance Analysis (CDA).
Defining neighborhoods in the embedding space gives CCA its ability to unfold manifolds. Requiring accurate distance preservation inside an embedding-space neighborhood ensures that all points that are placed near each other, are truly data-space neighbors. But, nothing prevents data-space neighbors from spreading into different neighborhoods in the embedding space. The points that in the data space were brought near each other by manifold folding are allowed to move to different areas in the low-dimensional space, and thus the manifold can unfold.
For small distances $\left(\mathrm{d}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right) \leq \mathrm{d}\left(\mathbf{z}_{i}, \mathbf{z}_{j}\right)\right)$ CCA minimizes a cost implementing unfolding,

$$
\begin{equation*}
E_{u}=\left(\mathrm{d}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)-\mathrm{d}\left(\mathbf{z}_{i}, \mathbf{z}_{j}\right)\right)^{2} \cdot \mathrm{~F}\left(\mathrm{~d}\left(\mathbf{z}_{i}, \mathbf{z}_{j}\right), \sigma\right), \tag{2.14}
\end{equation*}
$$

and for large distances, it uses a cost that implements projection to the unfolded manifold,

$$
\begin{equation*}
E_{p}=\left(\mathrm{d}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)^{2}-\mathrm{d}\left(\mathbf{z}_{i}, \mathbf{z}_{j}\right)^{2}\right)^{2} \cdot \mathrm{~F}\left(\mathrm{~d}\left(\mathbf{z}_{i}, \mathbf{z}_{j}\right), \sigma\right) . \tag{2.15}
\end{equation*}
$$

$\sigma$ is neighborhood radius; only points closer than that are considered, which is ensured by step function $F(\cdot)$. The optimization proceeds from global towards local scale by gradually decreasing $\sigma$.
Although the CCA cost is formulated using distances, it can be cast in a form that uses similarities instead, and related to similarity-based methods [111]. Representation using similarities highlights importance of the local neighborhood $F(\cdot)$, and explains why the seemingly distancebased CCA can behave more like locality-emphasizing methods than like MDS.
First versions of CCA used a neural network for vector quantization and building a description of data topology. This speeds up training, since only the code vectors of the quantization need to be mapped. Inspired by this idea, some other combinations of quantization and projection methods have been tried (competitive learning with a neighborhood preserving iterative algorithm [108, 106], neural gas with CCA and CDA [49, 48] ). CCA itself can be, and has been, implemented without the quantization step.

## SNE and variants

Stochastic neighbor embedding (SNE) [78] and related methods use cost functions that try to preserve the probability of two points being neighbors. The low-dimensional embedding is found by minimizing KullbackLeibler divergence

$$
\begin{equation*}
C=\mathrm{KL}(P \| Q)=\sum_{i \neq j} p_{i j} \log \frac{p_{i j}}{q_{i j}} \tag{2.16}
\end{equation*}
$$

between high-dimensional neighborhood probabilities $p_{i j}$ and low-dimensional probabilities $q_{i j}$, computed as in Eq. (2.10) and Eq. (2.12), respectively.
SNE computes the probabilities using Gaussians in both the high-dimensional and the low-dimensional space. A relatively new variant which
has rapidly become popular is t-SNE, or SNE using Student t-distributions [182], which uses Gaussians in the high-dimensional space but t distributions for the embedding points. Originally t-SNE was meant especially for 2D and 3D visualizations, but it was later slightly modified to better adapt to different dimensionalities [180]. SNE and especially tSNE have inspired a number of variants or related works [111, 25, 188], and SNE-like cost functions have been used in conjunction with other methods [181, 22].
Both SNE cost and its derivatives use squared Euclidean distances, but they can easily be adapted to use other distance metrics. In Chapter 3 we will use model-based similarities with t-SNE.

### 2.4.4 Trading off local quality for global quality

A number of approaches strive for a tradeoff between trustworthiness and continuity, or global and local quality.
Local and global constraints mean different things in the data space and the embedding space. Keeping points of a data-space neighborhood together in the embedding space requires notion of locality in the data space. Making sure that two data-space neighborhoods are not accidentally mapped on top of each other requires access to distant data-space points, and is thus a more global problem. In the embedding space, however, the latter problem is local: any two points in a local embeddingspace neighborhood should originate from the same area in the data space. Such thinking has allowed development of methods with controlled tradeoff between local and global quality (Sec. 2.4.4).
Tradeoff methods have been built on MDS, CCA and SNE cost functions [129, 186, 188]. None of the cost functions optimizes trustworthiness or continuity explicitely, although SNE cost has a close connection to these criteria. Instead, the tradeoff is built between errors in the data space neighborhoods versus those in the embedding space neighborhoods. MDS-tradeoff uses either the data space or the embedding space distances as normalizing factors in the cost function. CCA-tradeoff explicitely formulates the neighborhoods in either space, and SNE-tradeoff uses either the data space or the embedding space probabilities as the distribution to be approximated by the KL-divergence.
How this relates to trustworthiness and continuity criteria can be understood by looking at the scales at which the two criteria operate. Continuity is predominantly a local property: to achieve high continuity, it is enough to obey local constraints, dictated by (dis)similarities to near neighbors (in the data space). This is why the continuity term looks at a data space neighborhood, and tries to minimize errors in it.
The continuity term is not affected by large scale mistakes. Two distant neighborhoods can be mapped on top of each other, as long as both are internally correct. To prevent such overlaps, global scale constraints are needed. Such constraints can be formulated as favoring mappings, where large data space dissimilarities become large embedding space distances. Alternatively, the constraints can punish mappings that turn large dissimilarities into small distances. This latter formulation gives the trustworthiness term in a tradeoff cost: a local neighborhood in the embedding space may only have points from a local data space neighborhood, that is, no distant data-space points are allowed.

## MDS-tradeoff

Quality of MDS visualizations for dimension reduction has been analyzed in [129]. The cost function of Sammon mapping is seen as tearing error, minimization of which gives a continuous result. This is achieved by normalizing the square error by the original dissimilarities, which emphasizes small distances. On the other side, small flattening error (or high trustworthiness) can be achieved by emphasizing large distances, or normalizing by the output distances. From these, a cost function with a tunable tradeoff parameter $\lambda$

$$
\begin{equation*}
E=\frac{1}{N(N-1)} \sum_{i}^{N} \sum_{j=1, j \neq i}^{N}\left(\lambda \frac{\left(D_{i j}-\delta_{i j}\right)^{2}}{D_{i j}}+(1-\lambda) \frac{\left(D_{i j}-\delta_{i j}\right)^{2}}{\delta_{i j}}\right) \tag{2.17}
\end{equation*}
$$

provides a controlled tradeoff between the two errors.

## CCA-tradeoff (Local MDS)

CCA tends to produce embeddings with high trustworthiness. The relationship of continuity and trustworthiness can be controlled by linearly combining a cost based on the embedding-space neighborhood with a cost that uses data-space neighbors. This is done in Local MDS [185, 186], with cost function

$$
\begin{equation*}
E=\frac{1}{2} \sum_{i \neq j}\left(\mathrm{~d}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)-\mathrm{d}\left(\mathbf{z}_{i}, \mathbf{z}_{j}\right)\right)^{2} \times\left[(1-\lambda) \mathrm{F}\left(\mathrm{~d}\left(\mathbf{z}_{i}, \mathbf{z}_{j}\right), \sigma_{i}\right)+\lambda \mathrm{F}\left(\mathrm{~d}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right), \sigma_{i}\right)\right] . \tag{2.18}
\end{equation*}
$$

When $\lambda=0$, the method works like the unfolding-half of CCA, and with $\lambda=1$, the cost is MDS stress function, but only evaluated for the nearest neighbors.

## SNE-tradeoff (Neighbor Retrieval Visualizer)

The SNE cost is studied in [187] from information retrieval perspective. If the neighborhood would be a step function, minimizing KL divergence from the data space neighborhoods to the embedding space neighborhoods would maximize average recall of neighborhood relationships. The SNE cost that uses Gaussian neighborhoods can be interpreted as a soft version of recall, as it takes into account not only the number of errors but also their size. Since continuity and recall are very similar, this observation explains why SNE tends to produce embeddings with high continuity.
A controlled tradeoff between continuity and trustworthiness is built in a method called Neighbor Retrieval Visualizer [187, 188] by introducing another cost term, that minimizes KL-divergence to the opposite direction, from the embedding space to the data space. This is a soft version of maximizing precision, a criterion related to trustworthiness. The total cost is

$$
\begin{equation*}
E=\lambda \sum_{j \neq i} p_{i j} \log \frac{p_{i j}}{q_{i j}}+(1-\lambda) \sum_{j \neq i} q_{i j} \log \frac{q_{i j}}{p_{i j}}, \tag{2.19}
\end{equation*}
$$

with $p_{i j}$ and $q_{i j}$ defined as in Eq. (2.10) and Eq. (2.12). This becomes SNE cost if $\lambda=1$, and with $\lambda$ set to zero tries to avoid showing wrong points together in the embedding space.

### 2.4.5 Alternative approaches

Aligned mixtures of local views
There is a large family of methods that are based on the idea of a mixture model [20, 169, 149, 217, 38, 189]. Several linear models (PCA, factor
analysis, tangent space, or other, depending on the method) are specified, each placed in a different location. The locations may be data point locations, or cluster centers, if the data has been quantized first. Low-dimensional coordinates for data are found by weighting coordinates, given by the local models, by the responsibilities of the respective models. Parameters of the local models and the global responsibilities are optimized together so that different local views are smoothly aligned.

## Probabilistic methods

The focus of this section was on methods whose goal is formulated as a cost function, and all studies presented later in this work relate to costfunction based DR. There is also a growing group of DR methods, that are based on probabilistic latent variable models. A small number of latent variables, corresponding to the low-dimensional coordinates, is thought to generate the data via a model. The model can be linear, like in the probabilistic interpretation of PCA [173], or non-linear, like in the Gaussian process latent variable model (GPLVM) [103].
An appealing property of probabilistic models is that they provide a principled means for choosing model parameters. On the other hand, they introduce the extra problem of having only a mapping from the latent space to the data space available. Some external mechanism, like back-constraints for GPLVM [104], is needed to ensure that also the mappings from the data space to the latent space behave as desired. Further, inference in a probabilistic model is often computationally more demanding than optimization needed in non-probabilistic methods.

### 2.5 Supervised dimension reduction

### 2.5.1 Dimension reduction for classification

In the following, generic data points are indexed with $h, i, j$ and $l$. Coordinates of point $i$ in the data space are denoted as $\mathbf{x}_{i}$, and those in the low-dimensional space as $\mathbf{z}_{i} . N$ is the number of data points. Formulas below are from the cited references, but with unified notation.

## Maximizing classification accuracy

Classification accuracy is maximized in supervised dimension reduction both directly and indirectly. An indirect approach is taken by linear discriminant analysis [52], which sees each class as a cluster, and tries to keep classes well separated by using a criterion similar to those found in clustering [207]. More direct approaches build their cost functions on classification performance: Neighborhood components analysis [66] maximizes the accuracy of leave-one-out classification, and large margin KNNclassification is used in [202]. The latter two approaches have been used as cost functions for deep neural networks, and will serve as comparison methods for the supervised bottleneck classifiers in Sec. 5.3.

Linear discriminant analysis Linear discriminant analysis (LDA) [52], also known as Fisher's linear discriminant after its inventor, optimizes linear separability of classes in the low-dimensional space by maximizing between-class scatter $B$. At the same time, it tries to keep within-class scatter $W$ at a certain level.This is achieved by building the cost function
to use relationship of within- and between-class variances and finding a linear transformation $T$ to maximize $\operatorname{Tr}\left[\left(T^{T} W T\right)^{-1} T^{T} B T\right] . T$ can be solved from a generalized eigenvalue problem. A different cost function realizing the idea of minimal within-class and maximal between-class scatter is used in [166].
If classes obey the assumption of Gaussianity, LDA works well. There are obviously many situations where Gaussianity does not hold, and variants of LDA have been developed with this in mind. For example, local LDA [168] computes LDA for each pair of points, allowing large errors for distant points. This allows a multimodal class to split into several clusters, although inside each cluster the LDA criterion keeps the points together. Also a kernelized version of LDA exists [6].

Neighborhood components analysis Neighborhood Components Analysis (NCA) [66] learns a discriminative Mahalanobis metric by maximizing accuracy of nearest neighbor classification. The cost function measures the expected number of correctly classified points, using soft neighbor assignments.
NCA tries to set neighborhood probabilities

$$
\begin{equation*}
q_{i j}=\frac{\exp \left(-\left\|\mathbf{z}_{i}-\mathbf{z}_{j}\right\|^{2}\right)}{\sum_{i \neq h} \exp \left(-\left\|\mathbf{z}_{i}-\mathbf{z}_{h}\right\|^{2}\right)}, \quad q_{i i}=0 \tag{2.20}
\end{equation*}
$$

in the low-dimensional space so that the number of correctly classified points

$$
\begin{equation*}
n_{\mathrm{ok}}=\sum_{i=1}^{N} \sum_{j: c^{i}=c^{j}} q_{i j} \tag{2.21}
\end{equation*}
$$

(where $c^{i}$ denotes the class of point $i$ ) is maximized. Classification accuracy is based on nearest neighbor classification. If a point is placed close to same-class points, probabilities of same-class points being neighbors go up. Equation (2.21) captures this idea by class-wise summing of neighborhood probabilities. Computational complexity is $O\left(N^{2}\right)$.
The original NCA seeks a linear transform, i.e. it finds $\mathbf{A}$ in $\mathbf{z}=\mathbf{A x}$ to optimize Eq. (2.21). Its neural net implementation [151] looks for a more general mapping $\mathbf{z}=f(\mathbf{x} ; w)$, optimizing network weights $w$.
Another method essentially equivalent to (linear) NCA is informative discriminant analysis [140, 139]. It can be seen as a generalization of LDA, and can also be interpreted as performing PCA in Fisher metric based on a discriminative model [140] (see Sec. 3.1.3).
Another cost function closely resembling NCA is suggested in [209]. Instead of global neighborhood probabilities, the cost uses neighborhoods defined in terms of a local metric. This setting creates a "chicken-and-egg dilemma" not met with global metrics: locality must be defined in order to minimize the cost and thus find the metric, but to define what is local, the metric must be known. In [209], this problem is solved by probabilistic formulation and an algorithm resembling expectation maximization.

Large Margin KNN Classification A cost function for having a large KNNclassification margin (LMNN) in the low-dimensional representation is presented in [202], and applied as deep network cost function in [123]. Like NCA, the original LMNN looks for a linear mapping, and the neural
network implements a nonlinear version. Minimizing the LMNN cost

$$
\begin{equation*}
\sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{l=1}^{N} \eta_{i l} \gamma_{i j} \cdot \max \left(0,1+\left\|\mathbf{z}_{i}-\mathbf{z}_{l}\right\|^{2}-\left\|\mathbf{z}_{i}-\mathbf{z}_{j}\right\|^{2}\right) \tag{2.22}
\end{equation*}
$$

requires that the distance from point $i$ to an other-class point $j$ must be greater than the largest distance to $k$ nearest same-class points (indexed with $j$ ), with margin of one.

Comparisons to $k$ same-class neighbors and all other-class neighbors would make the computational complexity $O\left(k N^{2}\right)$. Therefore, only $m$ other-class neighbors from each class are used, lowering the complexity to $O((C-1) k m N)$ (with $C$ classes). Points to be used as neighbors are indicated by binary variables $\eta_{i l}$ and $\gamma_{i j} . \quad \eta_{i l}$ equals one if point $l$ is a chosen same-class neighbor for point $i$, and $\gamma_{i j}$ encodes relationships to the other-class points in the same way. As other-class neighbors from all classes are needed, LMNN cost is sensitive to the number of classes.

## Matching class-conditional distributions

In Parametric Embedding [62], a good supervised metric is assumed to be such which collapses all points in a class into one point. This ideal situation is presented by neighborhood probabilities ( 1 for same-class points, 0 for other-class points). In the low-dimensional space, the neighborhood probabilities are defined as in Eq. (2.10), but the locations of points are restricted to be $\mathbf{z}=\mathbf{A x}$. $\mathbf{A}$ is found by minimizing Kullback-Leibler divergence between the ideal distribution and the neighborhood probabilities. This method has been interpreted as a supervised version of SNE.
A resembling idea for binary classification is presented in [196], where two Gaussian distributions are compared with KL-divergence. The goal, keeping all points of one class together, is encoded as so called ideal kernel $K_{\text {ideal }}=Y^{T} Y$ ( $Y$ is a matrix of binary classifications), that becomes the covariance of one of the Gaussians. Covariance of the other Gaussian is formed from the input points and the distance metric to be learned, $K=X^{T} A X$. Then $A$ is found so that the KL-divergence between the two Gaussians, with covariances $K$ and $K_{\text {ideal }}$, is minimized.
The match of distributions, measured by KL divergence, is also used in [85]. Conditional distribution $p\left(c_{k} \mid x_{n}\right)$ in the data space is matched against a mixture of (unit variance) Gaussians, one for each class, in the embedding space. This tends to place points of same class close together, but also places two classes close to each other if they share many points. Also this method can be considered a supervised generalization of SNE; it reduces to SNE in the special case where each object forms its own class.

## Other approaches

Supervision can be implemented as a cost function, which combines costs for preserving the structure of the input data properly, and for preserving the structure related to class predictions. A tuning parameter controls the respective importance of the two terms. Some supervised variants of autoencoders (Sec. 5.1.1) use this strategy. It has also been used to supervise GPLVM [178], using LDA cost as a prior term.

Sometimes supervision is introduced by ignoring the roles of inputs and targets, and simply using all variables as inputs. This approach is adopted in class-augmented PCA [137], and supervised probabilistic PCA [214] behaves equivalently [216], although the model has separate input and target variables.

Although this approach does allow information from the target vari-
ables to be included, ignoring the special role of the targets may lead into problems. The goal of supervised dimension reduction is to find low-dimensional representations that have a meaningful relationship with the target variables. If the nature of this relationship is not considered at all in the method, consistently getting good results would be surprising. Also, this approach suffers heavily from increasing input dimensionality. One target variable among three inputs may make a difference, but one among a thousand hardly will.

Class memberships can be emphasized by modifying the pairwise distance matrix, as do [60] and [193]. Both work by first computing a pairwise distance matrix in unsupervised fashion, and then applying a nonlinear transform to it. This transformation reduces distances for sameclass points and increases those between classes. The transforms used are ad-hoc, but the general idea of using a metric which takes class memberships into account is not that different from many other better-motivated methods.

### 2.5.2 Dimension reduction for regression

Dimension reduction of regression (DRR) deals with a specific subproblem of supervised dimension reduction: to find low-dimensional representations such that a regression target can be reliably predicted based on the low-dimensional representation only.
Many DRR methods have their roots in multivariate statistics and have developed as a separate branch of research, distinct from the classificationoriented supervised dimension reduction methods, which are more familiar in the machine learning community. Ideas from unsupervised dimension reduction are sometimes applied in DRR problems, but the opposite is seldom true.
One central concept for DRR is that of sufficient subspace. Given such a subspace, predictions about the target variable can be made as accurately as using the whole space. Because of this, DRR is sometimes called sufficient dimension reduction (not to be confused with work of same name [64], but about a related topic of doing DR on co-occurrence data).
We will not attempt to cover the whole field of DRR, but introduce those methods which will be used in Chapter 5. The following descriptions are brief, and mostly follow the flow of implementation rather than that of theoretical derivations. See respective references for more thorough treatment.

Notation We refer to the high-dimensional input variable as x , to the regression target as $\mathbf{y}$, and to the $d$-dimensional representation sought by the DRR methods as z. Spaces where these vectors live are called x -space, y -space and z -space, respectively. Subscripts of boldfaced variables denote numbered data points ( $\mathrm{x}_{i}$ ), and when necessary, individual elements of vectors are shown as subscripted non-boldfaced letters $\left(x_{i}\right)$. If not mentioned otherwise, $d=2 . \operatorname{Tr}[\cdot]$ is the matrix trace operator. Gaussian kernels are abbreviated as

$$
\begin{equation*}
\operatorname{Gauss}\left(\mathbf{a}_{i}, \mathbf{a}_{j} ; \sigma\right)=\exp \left(-\frac{\left\|\mathbf{a}_{i}-\mathbf{a}_{j}\right\|^{2}}{\sigma^{2}}\right) \tag{2.23}
\end{equation*}
$$

$(A)_{i j}$ is the element from row $i$, column $j$ in matrix $A$.

## Kernel dimension reduction

Kernel dimension reduction (KDR) [58] uses a cost function, which goes to zero if x and y are conditionally independent, given the low-dimensional variable $\mathbf{z}$. This means that $\mathbf{z}$ has captured all information in x , and can thus be used instead of $x$ for predicting the values of $y$.
The KDR cost function

$$
\begin{equation*}
\operatorname{Tr}\left[\mathbf{G}_{\mathbf{y}}\left(\mathbf{G}_{\mathbf{x}}^{\mathbf{B}}+N \epsilon_{N} \mathbf{I}_{\mathbf{N}}\right)^{-1}\right] \tag{2.24}
\end{equation*}
$$

uses two Gram matrices, $\mathbf{G}_{\mathrm{x}}^{\mathrm{B}}$ and $\mathbf{G}_{\mathbf{y}}$, both built using Gaussian kernels. One is computed in y-space

$$
\begin{equation*}
\left(\mathbf{G}_{\mathbf{y}}\right)_{i j}=\operatorname{Gauss}\left(\mathbf{y}_{i}, \mathbf{y}_{j} ; \sigma_{y}\right), \tag{2.25}
\end{equation*}
$$

and does not change during the optimization. The other Gram matrix

$$
\begin{equation*}
\left(\mathbf{G}_{\mathbf{x}}^{\mathbf{B}}\right)_{i j}=\operatorname{Gauss}\left(\mathbf{B}^{T} \mathbf{x}_{i}, \mathbf{B}^{T} \mathbf{x}_{j} ; \sigma_{x}\right), \tag{2.26}
\end{equation*}
$$

is likewise built with a Gaussian kernel but with the input points projected to the dimension reduction subspace using B. Both matrices are centered by multiplying by the centering matrix $\mathbf{H}=\mathbf{I}_{\mathbf{N}}-\frac{1}{N} \mathbf{1 1}{ }^{T}$ (where $\mathbf{1}$ is a vector of ones) from both sides. Mapping B is found so that Eq. (2.24) is minimized. Minimization of $\mathbf{B}$ is carried out ensuring that $\mathbf{B}$ is orthogonal. We use simulated annealing for optimization. After finding B, the low-dimensional points are computed from

$$
\begin{equation*}
\mathbf{z}_{i}=\mathbf{B}^{T} \mathbf{x}_{i} \tag{2.27}
\end{equation*}
$$

In addition to $G_{x}^{B}$ and $G_{\mathbf{y}}, K D R$ cost function depends on a regularization parameter $\epsilon_{N}$, and two deviation parameters, $\sigma_{x}$ and $\sigma_{y}$. Since $\epsilon_{N}$ and the deviations have similar effect, $\epsilon_{N}$ can be fixed (we use $\epsilon_{N}=0.1$ ) and only the deviations chosen [58].

## Manifold kernel dimension reduction

Manifold KDR (mKDR) [127] is an extension of KDR to situations where the input data lies on a nonlinear manifold. Manifold KDR opens the manifold structure by Laplacian eigenmaps (LE) [8] as a preprocessing step. When LE is used as a dimension reduction method, only a few lowest eigenvectors are used. Such preliminary dimension reduction can be done also when LE is used in mKDR .
After finding the LE features of data, mKDR minimizes the KDR cost function Eq. (2.24) in this feature space. Now the KDR cost is formulated including the LE eigenvectors $\mathbf{U}$,

$$
\begin{equation*}
\operatorname{Tr}\left[\mathbf{G}_{\mathbf{y}}\left(\mathbf{U}^{T} \boldsymbol{\Omega} \mathbf{U}+N \epsilon_{N} \mathbf{I}_{\mathbf{N}}\right)^{-1}\right] \tag{2.28}
\end{equation*}
$$

with $\Omega$ the target of optimization. $\Omega$ is restricted to be positive semidefinite.

Parameters needed for mKDR are neighborhood size $c$ for LE, and $\epsilon_{N}$, which is used to regularize the KDR x-space kernel. Finding $\Omega$ which minimizes Eq. (2.28) is done by the projective gradient method [127]. It consists of successive steps of gradient descent and projection of $\Omega$ to the cone of positive semidefinite matrices (which amounts to removal of eigenvectors that correspond to negative eigenvalues).

## Sliced inverse regression

Use of inverse regression to find subspaces is based on the assumption that the mean $E(\mathbf{x} \mid \mathbf{y})$ lies at the same subspace as $E(\mathbf{y} \mid \mathbf{x})$. The former is easier to estimate, since $y$ is usually much lower-dimensional than $\mathbf{x}$. Sliced inverse regression (SIR) [113] estimates $E(\mathbf{x} \mid \mathbf{y})$ by dividing the range of $\mathbf{y}$ into slices, and computing mean $\mathbf{m}_{i}$ for each slice. Covariance

$$
\begin{equation*}
\mathbf{V}=\sum_{i}^{S} \frac{p_{i}}{N} \mathbf{m}_{i} \mathbf{m}_{i}^{T} \tag{2.29}
\end{equation*}
$$

is built by weighting each slice by the proportion of samples falling into that slice. Directions of maximum variance, given by the $d$ highest eigenvectors $\mathbf{u}_{k}$ of $\mathbf{V}$, are used as the dimension reduction subspace.
As a preprocessing step, the data is whitened by multiplying with a whitening matrix $M$ (inverse of square root of data covariance), and the original scale is returned by using

$$
\begin{equation*}
\beta_{k}=\mathbf{u}_{k}^{T} \mathbf{M} \tag{2.30}
\end{equation*}
$$

as the low-dimensional points.
In [113] it is recommended to divide the range of $y$ into slices so that all slices have approximately equal number of samples, and we use this strategy in our implementation. For two-dimensional targets, we divide the ranges for each target into slices separately. This results in some slices having fewer points than the others, especially near the ends of the target ranges.

## Covariance operator inverse regression

Covariance operator inverse regression (COIR) [93, 94] is based on eigendecomposition of inverse regression covariance matrix. Although based on the idea of inverse regression like SIR, COIR does not need slicing, since it uses covariance operators for both the data and the targets. This makes it better suited for use with multivariate responses. COIR also avoids the strong assumptions of SIR about the distribution of $x$. Main benefit of COIR over KDR is that it has an analytical solution.

COIR estimates the inverse regression covariance matrix using two Gram matrices, $\mathbf{K}_{\mathbf{x}}$ and $\mathbf{K}_{\mathbf{y}}$. They are formed by computing similarities from a training point $i$ to all other training points $j$ using Gaussian kernels, separately in $x$-space and $y$-space,

$$
\begin{align*}
\left(\mathbf{K}_{\mathbf{x}}\right)_{i j} & =\operatorname{Gauss}\left(\mathbf{x}_{i}, \mathbf{x}_{j} ; \sigma_{x}\right)  \tag{2.31}\\
\left(\mathbf{K}_{\mathbf{y}}\right)_{i j} & =\operatorname{Gauss}\left(\mathbf{y}_{i}, \mathbf{y}_{j} ; \sigma_{y}\right) \tag{2.32}
\end{align*}
$$

These matrices can be thought as covariances ${ }^{1}$ of feature matrices $\boldsymbol{\Phi}_{\mathbf{x}}$ and $\Phi_{y}$,

$$
\begin{equation*}
\mathbf{K}_{\mathbf{x}}=\mathbf{\Phi}_{\mathbf{x}}^{T} \boldsymbol{\Phi}_{\mathbf{x}}, \quad \mathbf{K}_{\mathbf{y}}=\mathbf{\Phi}_{\mathbf{y}}^{T} \boldsymbol{\Phi}_{\mathbf{y}} \tag{2.33}
\end{equation*}
$$

$K_{x}$ and $K_{\mathbf{y}}$ are used for estimating inverse regression covariance, whose $d$ highest eigenvectors $\beta$ are found from the generalized eigenvalue problem

$$
\begin{equation*}
\frac{1}{N} \mathbf{K}_{\mathbf{y}}\left(\mathbf{K}_{\mathbf{y}}+N \epsilon_{N} \mathbf{I}_{\mathbf{N}}\right)^{-1} \mathbf{K}_{\mathbf{x}} \beta=\lambda \mathbf{K}_{\mathbf{x}} \beta \tag{2.34}
\end{equation*}
$$

[^2]From $\beta$ and features $\boldsymbol{\Phi}_{\mathbf{x}}$ we find the basis vectors $\mathbf{b}$ of the dimension reduction subspace, and the projections $\mathbf{c}$ of the training points to them

$$
\begin{equation*}
\mathbf{b}=\boldsymbol{\Phi}_{\mathbf{x}} \beta, \quad \mathbf{c}=\boldsymbol{\Phi}_{\mathbf{x}} \mathbf{b} \tag{2.35}
\end{equation*}
$$

Coordinates for the test points are obtained by projecting the feature space representation $\boldsymbol{\Phi}_{\mathrm{x}}^{*}$ of the test points to the basis vectors $\mathbf{b}$

$$
\begin{equation*}
\mathbf{c}^{*}=\boldsymbol{\Phi}_{\mathrm{x}}^{*} \mathbf{b} \tag{2.36}
\end{equation*}
$$

## 3. Metrics bridging models and dimension reduction

Since many DR methods are built by combining a suitable metric and a cost functions, their behavior is easily changed by changing the metric. In this chapter, we use different metrics to encode results of machine learning models ("a model" is understood in a wide sense to include also clustering methods). Combinations of a model and a DR method can be seen from two perspectives, depending whether the model or the DR result is seen as important. On the one hand, we can visualize modeling results (e.g. a clustering) or internal presentations of a model (e.g. feature space vectors) using DR. On the other hand, we can use a model as a preprocessing step to highlight those properties of data that we are most interested in when reducing the dimensionality.

In Sec. 3.2 we use a DR visualization as a tool for studying the results of hierarchical clustering. DR representations of hierarchical structures are space-efficient, and allow both showing the nestedness of structures and giving information about distances between the clusters. Such use of DR draws new attention to the distance-based $D R$ methods, which advent of neighborhood-based methods has made unpopular.
In Sec. 3.3 we concentrate on the other viewpoint, by using a model to introduce supervision into unsupervised DR methods. In the literature the idea has already been explored for both generative and discriminative models (see 3.1.3). The appeal of this approach lies in easiness of implementation and in versatility of modeling tools as compared to existing supervised DR methods. We study this idea specifically in context of multilayer perceptron models. Internal representation such models is easily accessible through network weights, and this makes it possible to do DR in the feature space of the model. The more general approach, to which we compare our results, is based on changes in model predictions, and is computationally heavy. Our experiments show than in the case of neural network models the simple idea of using feature space metric can give equally good results.
This chapter presents updated versions of earlier work in [132, 135].

### 3.1 Metrics that describe results of modeling

### 3.1.1 Hierarchical clustering and cophenetic distance

Hierarchical clustering (HC) creates a hierarchical description, that can be cut at different levels to obtain partitionings with different granularities. A hierarchy describing the structure of data can be built in top-down or bottom-up fashion. The latter, agglomerative hierarchical clustering,
is more commonly used, and that is the form we describe here. To start with, each data point is placed in its own cluster. At each step, pairwise distances between all clusters are calculated, and the two clusters with the minimum distance are merged into one cluster. This process is continued until only one cluster remains. Results of the merging process are presented in the form of a binary tree, which can be cut to clusters based on criteria for the mutual distance or the number of clusters.
The gist of the HC algorithm is to define a way of measuring the distance between two clusters. This determines what kind of clusters will be formed. There are various methods, referred to as linkage methods, for determining the inter-cluster distance. Some common ones are single linkage (shortest pairwise distance), complete linkage (longest pairwise distance), average linkage (average distance) and Ward's method. Ward's linkage [197] minimizes the cost of each new grouping, measured by error sum of squares.
The hierarchical description of data which is given by HC can be used to define a metric, called cophenetic distance [72]. The metric represents the cluster structure in a form of pairwise distances of training points. During the merging process, the linkage method is used to measure the distance between any two clusters. When clusters $A$ and $B$, whose distance is $\delta$, are merged into one cluster, the cophenetic distances between all $a \in A$ and all $b \in B$ are set to $\delta$. When HC results are represented by drawing dendrograms, the height of the link where the two points are first joined shows their cophenetic distance. As the cophenetic distance is only defined between two training data points, it cannot be used with methods that need to compute distances to other points (e.g. to codebook vectors in self-organizing maps).

### 3.1.2 Feature space of a one-layer feedforward network

A multilayer perceptron network (MLP) with one layer can be interpreted as a simple feature extractor. The hidden layer learns features relevant for the prediction task, and the output layer performs linear classification or regression in the feature space provided by the hidden layer. Since the features are learned for a supervised task, they contain information relevant for model predictions. Euclidean distances between such feature vectors provide a simple supervised metric.
The hidden layer consists of $H$ tanh-units. The output of the $h$ th hidden unit is given by

$$
\begin{equation*}
\operatorname{hid}_{\mathrm{h}}(\mathbf{x})=\tanh \left(b_{h}+\sum_{i=1}^{D} w_{i h} x_{i}\right) \tag{3.1}
\end{equation*}
$$

(notation: $D$-dimensional input vector x with elements $x_{i}$, weights $w_{i h}$ from input $x_{i}$ to hidden unit $h$, and biases $b_{h}$ for hidden units).
A binary classifier has one logistic output that gives the probability of class 1. A multiclass classifier has one linear output unit per class, and their results are turned into class probabilities using softmax. Networks performing regression have one or many linear output units. Output of a binary classifier is

$$
\begin{equation*}
p(c=1 \mid \mathbf{x})=\log \operatorname{sig}(L(\mathbf{x}))=\operatorname{logsig}\left(b^{\prime}+\sum_{h=1}^{H} w_{h}^{\prime} \operatorname{hid}_{\mathrm{h}}(\mathbf{x})\right) \tag{3.2}
\end{equation*}
$$

(notation: weights $w_{h}^{\prime}$ from hidden unit $h$ to output, and output bias $b^{\prime} ; L$


Figure 3.1. A one-hidden-layer MLP. The hidden layer extracts features, so that its outcomes can be interpreted as a feature space vector.
is used as an abbreviation for the output of the linear part of the output layer).

The feature vector for data point x is a vector of the outcomes from the hidden units (illustrated in Fig. 3.1)

$$
\begin{equation*}
f(\mathbf{x})=\left[\operatorname{hid}_{1}(\mathbf{x}), \ldots, \operatorname{hid}_{\mathrm{H}}(\mathbf{x})\right] . \tag{3.3}
\end{equation*}
$$

### 3.1.3 Discriminative Fisher metric

Fisher kernel and its derivatives are based on fitting a model to data, and describing the data in terms of change rates of model parameters. Metrics based on parameter changes were first built for generative models, and later generalized for the discriminative setting. For an MLP model, a discriminative Fisher metric contains much of the same information as a metric based on the feature space, but it also takes into account how the features are weighted in predictions.

## Fisher information in generative models

A kernel for improving classification can be obtained by working in the gradient space of a generative model [86]. So called natural gradient describes changes, as function of model parameter $\theta$, along a manifold where each point represents one possible model. Natural gradient $\phi=I^{-1} U$ can be computed from Fisher score $U=\nabla_{\theta} \log P(X \mid \theta)$, that describes the contribution of $\theta$-model in generating the sample $X$, and from Fisher information matrix $I=E\left[U U^{T}\right]$. This leads to definition of Fisher kernel $K=\phi^{T} I \phi=U^{T} I^{-1} U$ as a similarity measure between the data points. For small distances, (Euclidean) distances in the natural gradient space can be approximated by Kullback-Leibler divergences between the models.
Fisher kernel is a maximum a posteriori approximation to a more general Bayesian approach called mutual information kernel [160]. Mutual information measures how much information two data points share through so called mediator distribution, that determines how strongly prior and posterior distributions should be weighted when forming the kernel. This corresponds to presenting data points by their likelihoods under all possible models, which are then integrated out to give total similarities between points.
Fisher information is used in [100] to define a kernel for model parameters. When a posterior for parameters has been found, the parameters can be integrated out to yield a kernel for data. The approach is general but difficult to compute.
A related approach, based on generative models but not using Fisher information, is to derive a metric from posterior probabilities of a mixture model. One such metric is presented in [172]. It is a weighted sum of several components, each of them a Mahalanobis metric, which are described
by covariances of the corresponding Gaussians. The metric is local and therefore requires path integrals if, a distance between faraway points is needed. A related metric [146] measures the changes in generating densities, and captures the structure of the data with approximate of geodesic distances.

## Fisher information in discriminative models

The idea of the Fisher kernel can be generalized to discriminative models, and different versions have been suggested. We will apply the metric by [142], so called learning metric (LM), in experiments in Sec. 3.3.
The observation that the Fisher kernel can be interpreted as a feature extractor leads into definition of a more general kernel in [177]. A kernel that minimizes linear classification error in Fisher kernel feature space is sought. As the approach is based on log-odds of classes, it only works for binary classification.
The idea of [142] is to define an analogue of the Fisher metric for an auxiliary variable $c$. Change $d \mathbf{x}$ of variable $\mathbf{x}$ is considered the more meaningful the more it changes the auxiliary variable. The auxiliary variable can be the class probability in binary classification or a regression target, so the approach is more general than that of [177]. Changes in $c$ are measured by Kullback-Leibler divergence. For small $d \mathbf{x}$, KL divergence is symmetric and can be used as a local metric. Thus, squared distances are computed as

$$
\begin{equation*}
d^{2}(\mathbf{x}, \mathbf{x}+d \mathbf{x}) \equiv D_{K L}(p(c \mid \mathbf{x}), p(c \mid \mathbf{x}+d \mathbf{x}))=d \mathbf{x}^{T} \mathbf{J}(\mathbf{x}) d \mathbf{x}, \tag{3.4}
\end{equation*}
$$

where $\mathbf{J}(\mathbf{x})$ is Fisher information for a generic model $p(c \mid \mathbf{x})$ (the model can have parameters $\theta$ and should more accurately read $p(c \mid \mathbf{x}, \theta)$; we omit $\theta$ for brevity)

$$
\begin{equation*}
\mathbf{J}(\mathbf{x})=\mathrm{E}_{p(c \mid \mathbf{x})}\left[\left(\nabla_{\mathbf{x}} \log p(c \mid \mathbf{x})\right)\left(\nabla_{\mathbf{x}} \log p(c \mid \mathbf{x})\right)^{T}\right] . \tag{3.5}
\end{equation*}
$$

### 3.2 Visualizing hierarchical clustering

This section shows an example of using cophenetic distances in Sammon mapping visualizations, and discusses the combination as a visualization tool. The USPS example was first used in a work that studied assessing reliability of DR visualizations of hierarchical structures [132].

### 3.2.1 Cophenetic Sammon mapping and clusters in USPS data

We use cophenetic distances provided by the HC hierarchy tree as dissimilarities in Sammon mapping. Cophenetic distances have earlier been used for cluster-emphasizing MDS visualization [3]. We also tried cophenetic distance matrix with t-SNE (not shown), but that combination tended to create so strongly concentrated clusters that the visualizations were hard to read.
Fig. 3.2 shows an example where 1000 random samples from the USPS data set have been clustered using HC with Ward's criterion. The visualization clearly shows that although numbers are often clustered according to their semantics, the ten digit classes do not form the most natural clusters, at least not for this clustering criterion.
The locations of points are determined by the DR algorithm based on the high-dimensional clustering, and a clustering based on the 2D coor-


Figure 3.2. HC results of USPS data ( 1000 points) visualized using Sammon mapping with the cophenetic distance. The white areas inside the gray regions show clusters where the cluster borders, which are based on the 2D result, do not correctly show the high-dimensional clustering result.
dinates is used to draw boundaries. In ideal case, the user should understand the high-dimensional clustering result by looking at the 2D visualization - that is, any conclusions she draws about the clusters should be the same as conclusions based on the dendrogram showing the HC result. The visualization highlights areas where the 2D cluster boundaries differ from the dendrogram (for details of the criterion used, see [132]). Generally, the 2D result reliably shows the highest levels of the hierarchy that was derived from the high-dimensional data. When looking at smaller and smaller clusters, differences emerge. When the data is divided into 50 clusters (lowest level shown with the cluster borders), unrelated points are occasionally shown in the same cluster.

### 3.2.2 Properties of cophenetic Sammon visualizations

Using cophenetic distances with Sammon mapping tends to create structures with rounded shapes, resembling results of some network visualization algorithms which are designed for clusters [128]. Compared with such methods, cophenetic distance organizes the cluster shapes in a hierarchical fashion.
Hierarchically organized circles have been applied in visualizations also outside DR field [18, 171]. There are several ways to visualize hierarchies, mostly by different tree shapes, nested areas or repeated divisions of space. Nested circles are one variant of nested area representation. In comparison between different hierarchical visualizations in [121], nestedcircle methods are found to make good use of the image area available, while having space for labels and allowing labels to be oriented the same way for readability. Also cophenetic Sammon visualizations have these properties. They differ from the basic nested circle representation in that
the distances between clusters can vary. This creates some empty space in the results, but makes cluster distances informative about node heights of the HC hierarchy tree.

Although Sammon mapping and other distance-based DR methods currently fall in shadow of locality-oriented methods, they can prove useful with metrics that already encode locality information. When a clusteringbased metric is used, the metric structure is what we want to show. Therefore a cost function which tries to preserve distances can be a right choice, while a locality-emphasizing method like t-SNE may end up over-emphasizing cluster information. This may explain the better readability of Sammon visualizations compared to t-SNE, when cophenetic distances are used.

### 3.3 Comparison of feature space and LM visualizations

The idea for using MLP feature spaces in DR visualizations was first presented in [135], but that study failed to quantify the results, and also lacked a comparison to the closely related learning metric. This section repeats the most relevant experiments of [135] with different data sets and a more representative set of DR methods. We also compare metrics obtained from the MLP feature space with those obtained using the learning metric of MLP predictions.

LM is theoretically well-motivated. Its main drawbacks are heavy computation, and suitability only to models with scalar predictions. MLP feature space is readily available for multiple response models. Distances are fast to compute, since the Euclidean metric can be used. On the other hand, there are no guarantees on the feature space structure. The model may have learned some irrelevant features, which would be downweighted in the outcome, but are present in the feature space.

The learning metric has been used for improving SOM visualizations in [141]. Both the learning metric and the MLP features have also been applied in supervised clustering, where the goal is to find clusters which are homogeneous with respect to a target variable. Discriminative clustering [92] performs k-means in the learning metric. Use of the MLP feature space is not tied to any specific clustering algorithm. It is applied in finding and describing class-homogeneous subpopulations in [136].

### 3.3.1 Fisher information in a binary MLP classifier

The learning metric for an MLP model can be calculated (as in [136]) by using the MLP output Eq. (3.2) in place of $p(c \mid \mathbf{x})$ in Eq. (3.5). Now, the auxiliary variable $c$ is the prediction of the MLP classifier. In case of a binary classifier, expectation Eq. (3.5) becomes simply a sum of two terms, one for each class. We also need to compute gradients of network outcomes w.r.t. network inputs. For the binary classifier, the elements of the gradient vectors for classes 1 and 0 are computed using chain rule,

$$
\begin{align*}
\frac{\partial}{\partial x_{i}} \log (\log \operatorname{sig}(L)) & =\frac{e^{-L}}{1+e^{-L}} \cdot \frac{\partial L}{\partial x_{i}}  \tag{3.6}\\
\frac{\partial}{\partial x_{i}} \log (1-\log \operatorname{sig}(L)) & =-\frac{1}{1+e^{-L}} \cdot \frac{\partial L}{\partial x_{i}}
\end{align*}
$$

with the derivative of the linear part

$$
\begin{equation*}
\frac{\partial L}{\partial x_{i}}=\sum_{h=1}^{H} w_{h}^{\prime}\left(1-\tanh ^{2}\left(b_{h}+\sum_{i=1}^{D} w_{i h} x_{i}\right)\right) w_{i h} . \tag{3.9}
\end{equation*}
$$

### 3.3.2 Experiments

We use Euclidean distances in the MLP feature space (MLPfeat) and the learning metric for forming (dis)similarity matrices for five DR methods. We try the methods on five data sets: WDBC, TicTacToe, USvotes, Pima and Arcene (see Appendix A for details). Due to the very high original dimensionality of Arcene data, only its 500 highest eigenvectors (those related to the largest eigenvalues) are used. Other data sets are used in their original dimensionality. All MLP models have 20 hidden units.
The learning metric is local, that is, computing a distance between two points requires computing a path integral over the metric. Following [142], we use a piecewise linear approximation for this integral. The path between points is divided into 3 (MLPfisher3) or 10 intervals (MLPfisher10), and Fisher information at first point of an interval determines the metric for the whole interval.

We compare the metrics in creating 2D visualizations. The DR methods used are kernel PCA, Sammon mapping, t-SNE, Laplacian eigenmap (LE) and CCA. Kernel PCA corresponds to eigendecomposition of the modelbased similarity matrix; no external kernels are used. The list of DR methods was chosen to contain both global and local methods. Methods using geodesic distances or another way for explicitly following manifolds are not considered, because we see no reason to assume that the model feature space vectors or predictions would form a manifold.

KPCA, Sammon mapping and CCA do not have tuning parameters (except for the schedule for decreasing CCA neighborhood size, for which we use the default values of SOM Toolbox for Matlab). T-SNE and LE require the neighborhood size. Values $k=2 j, j=1 \ldots 25$ are tried for both of them. With methods that do not give deterministic results (Sammon, CCA, t-SNE) the method is run 10 times with each parameter value, and the result with the best cost function value is used.

### 3.3.3 Results

Fig. 3.3 shows an example of visualizations with the two supervised metrics, for $\mathrm{t}-\mathrm{SNE}$ and two of the data sets (USvotes and TicTacToe). Compared with raw data, both supervised metrics result in more pronounced separation into classes.

A supervised visualization should clearly show the class structure of the data. Therefore KNN-classification accuracy is an appropriate numerical criterion for evaluating the results. Neighbor numbers from 1 to 20 are tried, and for each method, the best classification accuracy is recorded. For methods with neighborhood size parameters, the best result is shown. The numerical results are summarized in Fig. 3.4.

In the results we see a pattern which is common when comparing machine learning methods: results depend on the data set, and in our case, also on the dimension reduction method used. No clear order of superiority can be established between MLPfeat and MLPfisher. On the other hand, this is not a complete non-result. We expected the theoretically well-motivated, computation intensive MLPfisher to perform consistently better than MLPfeat, but that does not seem to be the case. That the more


Figure 3.3. Examples of t-SNE visualizations of the raw data (left), MLPfeat (middle) and MLPfisher 10 (right), for USvotes (top row) and TicTacToe (bottom row) data sets. The shade shows probability of class 1 , as predicted by the model.
heuristical but much faster MLPfeat often gives equally good and sometimes better results advocates its use for model visualization, especially for larger data sets for which MLPfisher computations can become prohibitively slow.

### 3.4 Conclusions

Changing the metric that a DR method uses provides an easy means for adding supervisory information or information from a higher-level analysis into an unsupervised DR method. Cophenetic distances from hierarchical clustering and Euclidean metric in the feature space of an MLP model are examples of such metrics.
Combining cophenetic distances with Sammon mapping gives a spaceefficient way for visualizing hierarchies. The experiment also draws new attention to Sammon mapping as a visualization tool. Sammon mapping and other distance-based DR methods have fallen in the shadow of methods that emphasize close neighborhoods. They may find a new use in situations, where the metric is used to describe the content we want to show, like when the cophenetic distance is used to encode the clustering results. In order to show the intended content, the distances in the visualization should reflect the metric. In such cases, distance-preserving methods may work better than methods that concentre on neighborhoods.
Using features from a supervised model in an unsupervised DR method results in a form of supervised DR. Many, if not most, DR methods allow using different metrics, so the choice of DR methods poses few limitations for this approach. Choice of the model is more restricted, since only models which provide an internal representation of data can be exploited. In our experiments, the simple metric built on the MLP model feature space performed as well as the theoretically better-motivated but computationally more demanding learning metric.
Modular approach that separates model and DR provides more flexibility than conventional supervised DR. Building models on data has been extensively studied, and consequently several useful tools have been developed for the task. One can choose model complexity, use prior information, and validate models. In comparison, the cost functions of supervised


Figure 3.4. Comparison of MLPfeat and MLPfisher in different DR methods and on different data sets. Distance from the center gives the classification accuracy, $100 \%$ at the outer circle and $50 \%$ at the inner circle. Label "orig" refers to raw data.

DR mostly use the idea of nearest neighbor classification, possibly offering a choice of how many neighbors to use. More advanced tuning of such methods can be difficult or impossible.

## 4. Feature space of the Extreme Learning Machine

Dimension reduction deals with the problem of mapping data from a highdimensional to a low-dimensional space, using a mapping with some desirable properties. Mappings between spaces are, of course, not unique to dimension reduction. A similar setting is met e.g. kernel classifiers: before the actual classification is carried out, the data is mapped to a feature space. Criteria which are used to study dimension reduction results can be used to examine and compare feature space mappings as well, and DR visualizations can be used to give a concrete idea of how the feature space transformation changes data.
In this chapter we take a look at some models where feature spaces are an essential part: MLP, two kernels commonly used in kernel classifiers (squared exponential (SE) and neural network kernel (NNK)), and Extreme Learning Machine (ELM), a neural network architecture based on random projections.
Extreme Learning Machine is our main target of study. It is a relatively new method which has been developed into many different variants, but so far its properties or connections to other models have not received much attention. ELM consists of two layers. The first uses randomly chosen weights, and the last layer learns a linear model on the features provided by the first layer. This makes ELM fast and simple to train compared to other neural network methods.
We compare the feature space of ELM to those of other models (Sec. 4.2), noticing that although ELM is a supervised neural method, its random, unsupervised feature space mapping clearly differs from the mappings learned by MLP networks. Instead, ELM features resemble those of kernel methods, which also rely on unsupervised features.
We point out a close connection between ELM and the neural network kernel. NNK is a kernel which is derived as the feature space covariance of an infinite neural network. Making the network infinite makes individual network weights meaningless, thereby resulting in features which only depend on the data points and the variance of weights. We propose a novel interpretation of ELM (Sec. 4.3) : it can be seen as an approximation of the infinite network used in the derivation of NNK.
The connection between NNK and ELM highlights a need to reassess the way ELM is usually parameterized. Currently, the only parameter considered is the number of hidden units, and ELM is promoted for its relatively easy model selection, since only one parameter needs to be chosen. At the same time, the only parameter of the related NNK is weight variance. We show (Sec. 4.4) that weight variance can have an impact on ELM results as well, and explain the role of variance in determining the properties of the feature space mapping. We also discuss the implications
of our findings on some claims made about ELM (Sec. 4.5).
The material in Secs. 4.3-4.5 has been published earlier in [134]. Sec. 4.2 is new material.

### 4.1 Random and infinite neural networks

In this section we describe the most relevant methods we need in this chapter: Extreme learning machine and neural network kernel. Description of MLP models can be found in Chapter 3, and squared exponential kernel will be briefly explained where it is first used.

### 4.1.1 Extreme Learning Machine

Extreme Learning Machine [83, 82] (ELM) is a recently proposed neural network architecture based on random projections. ELM has one nonlinear hidden layer with random weights, and an output layer whose weights are determined analytically.

ELM formalism places few restrictions to the activation of the hidden units. We use the error function $\operatorname{Erf}(z)=2 / \sqrt{\pi} \int_{0}^{z} \exp -t^{2}$ in all our experiments, since it is the sigmoid used in the derivation of NNK. For the same reason we use Gaussian distribution for weights, instead of the more usual uniform. ELM only requires the distribution to be continuous.

Output weights $\beta$ are obtained from a linear regression model

$$
\begin{equation*}
\mathbf{Y}=\beta_{0}+\sum_{h=1}^{H} \beta_{h} \operatorname{hid}_{\mathrm{h}}(\mathbf{x}) \tag{4.1}
\end{equation*}
$$

(where $\beta_{0}$ is bias term and $\beta_{h}$ is for hidden unit $h$ ) fitted to the hidden layer outputs $\operatorname{hid}_{\mathrm{h}}(\mathbf{x})$. In matrix notation, this becomes

$$
\begin{align*}
\mathbf{Y} & =\mathbf{H} \beta  \tag{4.2}\\
\beta & =\mathbf{H}^{\dagger} \mathbf{Y} \tag{4.3}
\end{align*}
$$

with the hidden layer outputs collected into $\mathbf{H}$ and the linear model fit realized by taking pseudoinverse $\mathbf{H}^{\dagger}$.
In regression, prediction happens by feeding the test data through the hidden layer and then using the regression weights to compute the model output. In classification, regression predictor is turned into a class number by thresholding at zero. Nothing would prevent doing classification by fitting a generalized linear model [120], which would yield class probabilities instead of a binary choice. This is however usually not done in ELM classifiers.
Basic ELM only learns the output weights, and the weights of the hidden layer remain independent of each other. Also many variants of ELM have been proposed. They effectively introduce some form of indirect training of the first layer weights. After applying the method the weights are not independent any more, but have acquired some dependencies encoding information about the training data. Dependencies are introduced e.g. by means of selecting the neurons [122] or whole networks [218] based on their ability to predict the target variable. We concentrate on basic ELM here.

### 4.1.2 Neural network kernel

Neural network kernel (NNK) is derived in [205] by letting the number of hidden units in a one-hidden-layer network go to infinity. A Gaus-


Figure 4.1. Visualization of 2000 MNIST points, mapped to different feature spaces before applying t-SNE.
sian prior is set to hidden layer weights, which are then integrated out. The only parameters remaining after the integration are variances for weights. This leads to an analytical expression for expected covariance between two feature space vectors,

$$
\begin{equation*}
\mathrm{k}_{\mathrm{NN}}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)=\frac{2}{\pi} \sin ^{-1} \frac{2 \tilde{\mathbf{x}}_{i}^{T} \Sigma \tilde{\mathbf{x}}_{j}}{\sqrt{\left(1+2 \tilde{\mathbf{x}}_{i}^{T} \Sigma \tilde{\mathbf{x}}_{i}\right)\left(1+2 \tilde{\mathbf{x}}_{j}^{T} \Sigma \tilde{\mathbf{x}}_{j}\right)}} \tag{4.4}
\end{equation*}
$$

Above, $\tilde{\mathbf{x}}_{i}=\left[1 \mathbf{x}_{i}\right]$ is an augmented input vector and $\Sigma$ is a diagonal matrix with variances of inputs. As NNK is derived as a covariance, it is always positive semidefinite.
NNK also arises as a special case of a more general arc-cosine kernel [30]. Neural network kernel should not be confused with so called MLP kernel, $\tanh \left(a\left(\mathbf{x}_{i}^{T} \mathbf{x}_{j}\right)+b\right)$, more often known as tanh-kernel or sigmoid kernel (analyzed in some detail in [114]). A classifier using this kernel implements a kind of neural network, where training data points take the role of input weights [190].

### 4.2 Comparison of feature spaces

We use t-SNE to visualize feature spaces of ELM, MLP and two kernels: NNK and squared exponential. Squared exponential is a very commonly used kernel, and goes under different names, e.g. Gaussian and radial basis function kernel. It is a stationary kernel, meaning that similarity of two points only depends on their distance, and not on point locations. Similarity is given by an unnormalized Gaussian, $\exp \left(-\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\| / \sigma^{2}\right)$.

ELM features are used like the MLP feature space in Sec. 3.1.2, just computing Euclidean distances between the feature vectors. The kernels are used to determine similarities between data points, and these are converted into dissimilarities using Eq. (2.3). Pairwise dissimilarities are then used in t-SNE instead of the usual Euclidean distance.
In Fig. 4.1, the visualizations obtained using kernels and ELM resemble those created using raw data. They more or less preserve the original structure of the data, as a stark contrast to the MLP feature space visualization, which clearly separates the different digit classes. This finding


Figure 4.2. Numerical quality of visualizations in Fig. 4.1.
supports the view, presented in [206], that the choice of kernel may not matter very much, as the results depend more on the distribution of data. Here any essential differences are between unsupervised and supervised features.
SE kernel is stationary and only reacts to point distances. Although NNK uses a covariance matrix, it is always diagonal, so also NNK only considers importance (variance) of individual coordinates, ignoring their mutual dependencies.
Same holds for ELM; although neural network weights could produce location-specific behaviors, the random weights do not contain such information. When point locations are not considered, all points behave more or less the same under the feature space mapping. Especially, systematic differences between the points of different classes cannot emerge, as this would require awareness of point locations in space.
In a trained MLP network, a mapping is learned such that points of a class are kept together, and points of different classes are pushed away from each other - that is, any large nonlinearities introduced do not break random neighborhoods, but mainly occur between the classes. This behavior results in a very different feature space from the unsupervised methods, as was seen in Fig. 4.1.
Fig. 4.2 shows trustworthiness, continuity and k-NN accuracy for visualizations in Fig. 4.1, comparing the 2D results to the original data. The difference between the unsupervised and the supervised results is obvious also here. It is more interesting to notice that both trustworthiness and continuity are high for the unsupervised feature spaces.
High continuity of unsupervised mappings is not surprising, since the mappings to feature spaces are continuous. Points originally close to each other tend to remain so, more clearly for closer points. Parameters of the mapping determine how strong this behavior is. Smaller kernel widths and larger weight variances allow more drastic folding of space in the mapping, and may lead to stretching of some neighborhoods.

Trustworthiness, which suffers if two originally distant points are placed close together, is also high for kernel and ELM mappings. A kernel mapping emphasizes clusters of data by creating a matrix with large values for similar and small values for dissimilar points. For such covariance to appear, also the corresponding implicitly defined feature vectors must not only keep neighbors together, but must also have dissimilar points, i.e. non-neighbors, in different regions of feature space. This results in trustworthy mappings.

High trustworthiness of random ELM features may seem counterintuitive, since there is no explicit mechanism preventing distant points from meeting. Indeed, random mapping can sometimes produce overlapping neighborhoods, but this happens with small probability, since the feature space is fairly high-dimensional.
Again, the supervised MLP behaves differently, producing features much less true to the original neighborhood structure. Same-class points being kept together sometimes requires points from outskirts of the class to move close to points which belong to the same class but are far away distant-wise. This gives good k-NN-classification, as seen in Fig. 4.2, but less trustworthy mappings.

Kernel classifiers first map the data to the high-dimensional feature space of a kernel, and then classify. High trustworthiness and continuity of kernel mappings, combined with easier classification in highdimensional spaces, can produce good classification results in an unsupervised feature space.
In dimension reduction, on the other hand, first mapping the data into an unsupervised feature space and then to a lower-dimensional space does not seem to bring obvious benefits. The structure of data is preserved in the possibly high-dimensional feature space, but due to high dimensionality, it may be even more difficult to find than in the original data. This casts some doubt on feasibility of methods, like kernel PCA and kernelized variants of unsupervised DR methods, where the mapping is not data-based at all. Methods which actively build a kernel to describe the metric structure of the data, e.g. by following manifolds or recognizing directions relevant to target prediction, seem better motivated from this perspective.

### 4.3 Extreme learning machine approximates the neural network kernel

Above we saw that the ELM feature space behaves much like that of a kernel, although ELM is predominantly known as a neural network method. In this and following sections we study the connection between ELM and neural network kernel more closely. We interpret ELM features as an approximation to NNK feature space. A similar connection probably exists between random weight radial basis function networks and squared exponential kernels, although we do not study it here.
Essential property of a fully trained neural network is its ability to extract features from the data. The features should be good for predicting the target variable of a classification/regression task. In a network with one hidden and one output layer, the hidden layer learns the features, while the output layer learns a linear mapping. We can think of this as first non-linearly mapping the data into a feature space and then performing a linear regression/classification in that space.

ELM has no feature learning ability. It projects the input data into whatever feature space the randomly chosen weights happen to specify, and learns a linear mapping in that space. Parameters affecting the feature space representation of a data point are type and number of neurons, and the variance of the hidden layer weights. Training data can affect these parameters through model selection, but not directly through any training procedure.
This is similar to what a kernel classifier, e.g. a support vector machine (SVM) [33], does. A feature space representation for a data point is derived, using a kernel function with a few parameters, which are typically chosen by some model selection routine. Features are not learned from data, but dictated by the kernel. Weights for linear classification or regression are then learned in the feature space. The biggest difference is that where ELM explicitly generates the feature space vectors, in SVM or another kernel method only similarities between feature space vectors are used.
The mapping ELM uses is random. Therefore, the individual weights of the ELM hidden layer have little meaning, and essential information about the weights is captured by their variance. This thought is similar to derivation of the neural network kernel, which is parameterized with weight variance.
We interpret ELM as an approximation to the infinite neural network, which is used to derive NNK. In the experiments below, we demonstrate that ELM and NNK can, to certain extent, replace each other in computations. Namely, ELM can be used to compute a kernel, whose behavior approaches that of NNK when the number of hidden units grows. On the other hand, decomposition of NNK produces features which can be used instead of the random features of ELM computations.
We use five binary classification data sets, detailed in Appendix A.

### 4.3.1 ELM kernel

We can use ELM hidden layer to compute a kernel, and use it in any kernel method. This idea has been suggested for support vector machine in [57] and briefly tried in Gaussian process classification in [134].
ELM kernel function [57] is defined as

$$
\begin{equation*}
\mathrm{k}_{\mathrm{ELM}}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)=\frac{1}{H} f\left(\mathbf{x}_{i}\right) \cdot f\left(\mathbf{x}_{j}\right), \tag{4.5}
\end{equation*}
$$

that is, the data is fed trough the ELM hidden layer to obtain the feature space vectors, and their covariance is then computed and scaled by the number of hidden units.
When the number of hidden units grows, this kernel matrix approaches that given by NNK. Fig. 4.3 shows the approach of ELM to NNK, measured by the Frobenius norm, as function of $H$. Although some variance due to random weights remains, ELM kernel seems to converge towards NNK.

### 4.3.2 Deriving ELM features from NNK

We can use NNK to replace the hidden layer computations in ELM. This is done by first computing a similarity-based representation for data points using NNK, and then deriving a possible set of explicit feature space vectors by matrix decomposition. This corresponds to using ELM with an infinite number of hidden units.


Figure 4.3. ELM kernel (mean by black dots, $95 \%$ interval by shading) approaches the neural network kernel in Frobenius norm, as function of $H$. Variation is caused by randomness in weights. WDBC data set was used.

When using ELM, we only deal with vectorial data, with data space vectors transformed into feature space vectors by the hidden layer. Kernel methods rely on pairwise data, where only similarities from any point to all training points are considered. Kernel matrix specifies the pairwise similarities. In order to use pairwise information from the NNK instead of ELM hidden layer, we must find a vectorial representation for the data.
As a covariance matrix, NNK is positive semidefinite. Any PSD matrix can be decomposed into a matrix and its Hermitian conjugate

$$
\begin{equation*}
\mathbf{C}=\mathbf{L} \mathbf{L}^{H} . \tag{4.6}
\end{equation*}
$$

There are different methods for finding the factors [67]. Matlab cholcov implements a method based on eigendecomposition. If we take $\mathbf{C}$ in Eq. (4.6) to be output of the NNK function Eq. (4.4), then $\mathbf{L}$ can be thought as one possible set of corresponding feature space vectors.
We use $\mathbf{L}$ to determine the output layer weights the same way we used H in ELM,

$$
\begin{equation*}
\beta=\mathbf{L}^{\dagger} \mathbf{Y} \tag{4.7}
\end{equation*}
$$

The factors $\mathbf{L}$ are unique only up to a unitary transformation, but this is not a problem in ELM context, as the linear fitting of output weights is able to adapt to linear transformations.
With an infinite number of hidden units, the feature space is infinitedimensional. Meanwhile, the data we have available is finite, and the $N$ data points span at most an $N$-dimensional subspace of the infinitedimensional feature space. Therefore, the size of $\mathbf{L}$ is at most $N \times N$; the number of columns can be smaller.
The one remaining problem is the mapping of test points to the feature space. In ELM, the test data is simply fed through the hidden layer. In our case, the hidden layer does not physically exist, and we must base the calculations on similarities from test points to training points, as given by NNK Eq. (4.4). This means that NNK output for test data $\mathbf{C}_{*}$ is a covariance matrix of the form

$$
\begin{equation*}
\mathbf{C}_{*}=\mathbf{L L}_{*}^{H} . \tag{4.8}
\end{equation*}
$$

We have already determined the pseudoinverse of Lwhen training the model with Eq. (4.7). $\mathbf{L}_{*}$ is recovered from

$$
\begin{equation*}
\mathbf{L}_{*}=\left(\mathbf{L}^{\dagger} \mathbf{C}_{*}\right)^{H}=\left(\mathbf{L}^{\dagger} \mathbf{L} \mathbf{L}_{*}^{H}\right)^{H}, \tag{4.9}
\end{equation*}
$$

and the predictions for test targets are computed as

$$
\begin{equation*}
\mathbf{Y}_{*}=\mathbf{L}_{*} \beta . \tag{4.10}
\end{equation*}
$$



Figure 4.4. ELM results (mean as black dots, $95 \%$ interval as shading) for different values of $\sigma$. Variation is that due to data, results have been averaged over 10 ELM runs to handle uncertainty from random weights. The means of NNK results (horizontal line) are shown for comparison.

In Fig. 4.4 we compare the predictions given by ordinary ELM to those produced using feature vectors derived from NNK. We notice that when the variance is properly chosen, using NNK gives equal or better results than ELM for most data sets. Pima data set is an exception, ELM has some predictive power whereas NNK-based network performs almost at level of guessing.
We also notice that the choice of variance has a marked effect on two and some effect on other data sets, both for ordinary ELM and the NNK variant. In the following section we will look at variance effects in more detail and discuss the reasons for importance of variance.

### 4.4 Variance parameter in ELM

An infinite network performing equally well or often better than ELM raises a question about meaningfulness of choosing model complexity based on hidden units only, as is traditionally done with ELM. NNK is parameterized using weight variance. In this section we study effect of variance on ELM, concluding that variance should be used as a tuning parameter in ELM as well as in NNK.

### 4.4.1 Experiments

For simplicity, we assume all variances equal both in NNK and ELM. It would also be possible to use a separate variance parameter for each input variable.
Variance effects already noticed in Fig. 4.4 are summarized in Fig. 4.5. Averages over repeated data samples are shown. Maximum number of hidden units for ELM experiment is 250 , to make sure to stay in the


Figure 4.5. Effect of variance on mean of ELM predictions. Darker shade indicates smaller variance.
sensible operating range of ELM (up to $N$ hidden units) for all data sets, some of which are small.
Fig. 4.5 shows the mean predictions of ELM as function of $H$, for various values of variance. For TicTacToe and WDBC data sets the predictions are clearly affected by the variance parameter. For Internet ad data the overall effect of both $H$ and $\sigma$ is very small. In that scale, the smallest variance nonetheless gives clearly different results than the larger values. Results for other data sets are not very sensitive to the variance values that were tried. For TicTacToe and Internet ads smaller variance gives better predictions, for WDBC the biggest one does. Clearly no fixed variance can be used for all data sets.

### 4.4.2 Explaining the results

When thinking about the mechanism by which the variance parameter affects the results, differences between data sets are to be expected. Variance affects model complexity, and obviously, different models fit different data sets. Variance and distribution of the data together determine the magnitude of values seen by a hidden unit. The operating point of the sigmoidal unit determines the flexibility of the model. When weights are small, the sigmoid produces a nearly linear mapping. Large weights result in a highly non-linear mapping. This is illustrated in Fig. 4.6. Onedimensional data points, spread over range $[-1,1]$ (the x -axis), are given random weights drawn from a zero-mean Gaussian distribution and then fed through an error function sigmoid, repeating this 10000 times. Mean output and $95 \%$ interval are depicted. On average, the sigmoid produces a zero response, but the distribution of responses is determined by the variance used. Small variance means mostly small weights, and linear operation. Large variance produces many large weights, which increase the proportion of large responses by the network, allowing nonlinear map-


Figure 4.6. Distributions of predictions of an error function sigmoid for different $\sigma$.
pings.

### 4.5 On properties of ELM

Authors of [83] promote ELM by speed, dependence on a single tuning parameter, small training error and good generalization performance. These claims have often been repeated by subsequent authors, but we have not come upon much discussion of them. Here we present some comments on these properties, largely based on our observations about the role of weight variance.
Training of a single ELM network is fast, provided the number of hidden units is small. Speed of training as the whole, however, depends also on the number of individual training runs. Model selection may require considerable number of repetitions.
Complexity of model selection is determined by the number of tuning parameters, since all sensible value combinations should be considered. First parameter is the number of hidden units. The only theoretically motivated upper limit for the number of hidden units to try is $N$ (which is enough for zero training error). At that limit, computing pseudoinverse corresponds to ordinary inversion of an $N \times N$ matrix, with a complexity of $O\left(N^{3}\right)$. In practice, smaller upper limits are used.
Traditionally, somewhat arbitrary fixed values have been used for weight variance, and model selection has only considered the number of hidden units. Importance of variance, or more often the range used for uniform distribution, is recognized in ELM works (e.g. [122]). However, it is not seen as a model parameter, but simply a constant which must be suitably fixed to guarantee that the sigmoid operation neither remains linear nor too strongly saturates to $\pm 1$.
Our results show that also the weight variance has an effect on results, and should thus be considered a tuning parameter. Although both the number of hidden units and the variance affect flexibility of mappings the network can implement, variance is more clearly associated with model linearity or nonlinearity. For neural networks with non-random hidden layers, weight variance is known to have more effect than network size [5]. Perhaps variance should be the primary tuning parameter for ELM as well.
Generally, small training error and good generalization may be contradictory goals. ELM is proved [83] to be able to perfectly classify its training data, if the number of hidden units equals or exceeds the number of data points. This behavior, though important in proving computational power of ELM, is usually not desirable in modeling. A model should generalize, not exactly memorize the training data. This view is indirectly acknowledged in practical ELM use, where the number of hidden units is much smaller than $N$. This may prevent ELM network from overfitting
to the training data, a factor usually not discussed in ELM literature.
Generalization ability of ELM is attributed to the fact that computing output layer weights by pseudoinverse achieves a minimum norm leastsquares solution. The generalization ability of a neural network is in [5] shown to relate to small norm of weights. However, [5] considers the neural network as whole, not only the output layer. Although ELM minimizes the norm of the output layer weights, the norm of the hidden layer weights depends on the variance parameter, and does not change in ELM training.

In the hidden layer, the generalization ability is related to the operating point of hidden unit activations, discussed in Sec. 4.4. A model with small hidden layer weights is nearly linear, and generalizes well. A highly non-linear model, produced by large weights, is more prone to overfitting. Therefore, conclusions about the generalization ability of ELM should not be based on the output weights only.

### 4.6 Conclusions

In this chapter we studied ELM, a neural network method whose functionality in some sense falls between a neural network and a kernel method. ELM classifies data based on random features. DR visualizations of feature spaces of ELM, a trained MLP, and two different kernels illustrate the resemblance of the ELM feature space to kernel feature spaces. Both kinds of feature spaces seem to preserve the structure of the original data fairly closely, strengthening a finding by [206] that choosing a kernel may not matter very much, since the results mostly depend on data.

We gave a new interpretation of ELM as an approximation of an infinite neural network, such as is used in the derivation of the neural network kernel. The close connection between ELM and NNK was demonstrated by showing that they can, to some extent at least, replace each other in computations.
In NNK, the only parameter is weight variance. This is in stark contrast with ELM, which is usually only parameterized by the number of hidden units, while weight variance is arbitrarily fixed. We studied the effect of weight variance in ELM, and found it to affect the results. Although the role of variance is known in other neural network research, to the author's knowledge its importance has not been pointed out in ELM context before. The finding has practical implications for how ELM models should be constructed. Especially model selection, if done carefully, becomes more time-consuming than earlier ELM works claim, since two parameters must be considered.

## 5. Supervised dimension reduction with bottleneck networks

Bottlenecked regression and classification networks can be thought as supervised versions of autoencoders. Their idea is very simple: the network has a low-dimensional bottleneck layer like autoencoders have, but the network is trained to perform nonlinear classification or regression, not to reconstruct the data.
One of the current topics in neural network research are deep networks. Their training remained a challenge until 2006, when a method of unsupervised pretraining was developed [81]. Pretraining finds a good initialization for weights, so that good solutions can be found by gradient descent methods. The reasons for why and how pretraining works are not completely clear [47]. In spite of this, the practical possibility to train deep networks has in practice started a new branch of neural network research, including alternative pretraining methods [192], studies about pretraining effects, [47], criticism of methods [51], and use in dimension reduction [151, 123, 180, 124], among other applications.
Some work on neural networks and dimension reduction, notably on autoencoders but also other methods, was done in 1990s with shallow networks. The surge of interest to deep networks has meant revival or re-invention of ideas for doing dimension reduction with neural networks. Unsupervised dimension reduction with deep autoencoders was followed by supervised networks with DR-oriented, quadratically scaling cost functions [151, 123], which combine deep nets and supervised DR exactly the same way as shallow networks and Sammon mapping were combined in [118].
Although autoencoders have long been a familiar tool for dimension reduction, supervised dimension reduction was not a topical task in 1990s, and the supervised variant of bottleneck networks that was developed at that time [84] did not find widespread use. When the idea of using deep networks for supervised dimension reduction came up, supervision was done by quadratically scaling cost functions. This development leaves a void, which inevitably calls for re-introduction of the simpler way of supervision. In this work we fill this void by a deep-net variant of supervised bottleneck classifiers (Sec. 5.3). Our work contributes to the current deep network research by showing that supervised bottleneck networks can perform as well as the currently used supervised neural DR methods, while being faster to train. The bottleneck classifier experiments have been published in [130].
Although from neural network point of view classification and regression are closely related tasks, in the field of supervised dimension reduction these two problems are usually solved with different methods. Dimension reduction for regression (DRR) is a research branch of its
own. With its roots in multivariate statistics, it has developed somewhat separated from the more clearly machine learning oriented methods, which mostly use class labels for supervision. We therefore complement our experiments on the bottleneck classifiers with a separate study (Sec. 5.4), which compares bottleneck regression networks to established DRR methods. Unlike the classifier case, we use shallow networks, since the comparison methods can only be used on smallish data sets, not sufficient for the data-intensive pretraining of a deep network. We are not aware of earlier use of bottleneck networks in DRR, although related network architectures have been applied in other fields. Part of the DRR experiments is from [131], while most is new material.

### 5.1 Feedforward neural networks in dimension reduction

### 5.1.1 Autoencoders and their variants

Autoencoders were proposed as a nonlinear extension of principal components analysis (PCA) already two decades ago [46, 155, 97, 41]. An autoencoder is a feedforward neural network with (usually) symmetric layer structure and a low-dimensional middle layer (see Fig. 5.1(a) for illustration). It is trained to reconstruct the data, by presenting the same data to the network both as the input and as the learning target. Dimension reduction happens at the middle layer, whose output provides a low-dimensional representation of the data. The connection to PCA stems from the observation that a network with autoencoder structure, when using linear hidden units, learns the highest principal components of the data [4]. Not until in 2000 it was fully recognized that using non-linear hidden units leads to a non-linear model [89]. Nowadays, and also in this work, the term autoencoder usually refers to a network with sigmoidal hidden units, with linear units in the middle and output layers only.
Although the idea of autoencoders is old, until now they were little used due to problems of training. With invention of efficient pretraining methods, the deep networks, among them autoencoders, have become a current topic.
Several ways of introducing some supervision into autoencoders have been proposed. In divergent autoencoders [99], the layers up to the bottleneck are shared by all classes. After the bottleneck, the network diverges into several parts, each of which is trained with samples of one class only. Supervisory information can also be added via regularizers [204], either layerwise or to the cost function of the whole network. A resembling approach is to couple each layer with a linear classifier, and use a tuning parameter to decide the respective importance of unsupervised and supervised costs in training [145].

### 5.1.2 Pretraining deep networks with a generative model

Feedforward neural networks are usually trained using gradient descent algorithms. The gradients are computed by backpropagation, invented already in the 1970s but made widely known in 1986 [150]. The gradients of the network error w.r.t. layer weights are obtained by chain rule (layer error w.r.t. layer output, layer output w.r.t. layer weights). The key observation is that the current-layer error can be computed from the next layer gradient, using network weights to determine respective contributions of the current layer units in the formation of error. Using this


Figure 5.1. Illustration of network layouts for the bottleneck network and the comparison models, each performing dimension reduction to $d$ dimensions. The $d$ dimensional coordinates are the outputs of the middle layer (for the bottleneck networks) or the output layer (with the quadratic cost functions). The autoencoder (a) minimizes mean square reconstruction error to achieve reconstruction $\tilde{x} \approx x$ when trained with input $x$ and target $x$. Error function of the supervised bottleneck network (b) is cross-entropy classification error for the classifier, and mean square error for the regression networks. The network produces an estimate $\tilde{y} \approx y$ when trained with input $x$ and target $y$ ( $y$ are either class numbers, presented in 1-of-c binary encoding, or regression targets). With the quadratic cost functions (c), distance between two low-dimensional points, obtained from the network output $e$ is compared to the distance between the corresponding input points, using a suitable cost function (see text).
observation, the gradients can be computed layer by layer, starting from the last and backpropagating the error to previous layers.
Deep neural networks can learn mappings more effectively, that is, with less neurons, than shallow networks [13, 10]. As a downside, complicated energy landscapes of deep networks, are a challenge to gradient descent algorithms. Training is likely to land in a local energy minimum, and can result in a badly trained network. Due to the huge number of possible weight combinations, looking for a global optimum is not a feasible strategy. Instead, better solutions can be looked for by choosing the initial values of weights so that the starting point for gradient descent is near a good optimum.

The currently used way of training deep networks follows a two-phase paradigm, started by the breakthrough work of [81].

First, the network is pretrained in unsupervised fashion, even if the final use of the network will be in a supervised task. Then it is finetuned by minimizing the network cost function, which trains the network e.g. as an autoencoder or a classifier. Since pretraining has found good initial values for weights, finetuning can be done by gradient descent methods [47].

Currently, two main strategies for pretraining deep networks are to train each layer as a restricted Boltzmann machine (RBM) [81], or as a shallow autoencoder [12, 102, 192]. Here we use RBMs for pretraining.

A restricted Boltzmann machine [165] is a generative model of data. It consists of two layers of nodes, connected in bipartite fashion. Nodes of the visible layer present values of data, and the hidden layer nodes can be thought as latent variables generating the data. Weights between the layers are found so that the distributions of visible and hidden node values match as closely as possible, measured by Kullback-Leibler divergence. The gradient of this cost contains a term which cannot be analytically calculated. Therefore, an approximate cost function called contrastive divergence is developed in [79]. It has a simpler gradient, so that the cost
can be minimized by ordinary gradient descent.
Several RBMs can be collected into a stack, resulting in a deep generative model (deep belief network or DBN, [80]). The layers of the stack are trained one at a time, using the hidden layer output of one RBM as the visible layer input for the next one. Connection between DBNs and feedforward neural networks is made in [81], where it is noticed that a deep neural network can be initialized with DBN weights. This is a very natural idea for autoencoders, which resemble a generative model in that they attempt to reproduce the data, but the same initialization can be used for deep classifiers [102].

### 5.1.3 Network cost functions scaling $\mathbf{O}\left(N^{2}\right)$

Networks with quadratically scaling cost functions have been used to create deep supervised networks for dimension reduction. Two such cost functions will serve as comparison methods in our bottleneck classifier experiments in Sec. 5.3.
Usually feedforward networks are trained by presenting the net with an input and a target, computing errors for each data point, and adjusting the weights to reduce the error.
It is also possible to train a network with a cost function which uses pairwise comparisons of network outputs to evaluate the cost. Such cost functions scale quadratically in the number of data points, so from now on we refer to them as quadratic cost functions.
A network with a quadratic cost function has no layers after the bottleneck (see Fig. 5.1(c)), but the cost is defined directly on outputs of the bottleneck layer. A separate target variable is not used. Instead, the cost function specifies requirements for point relationships, and the results of pairwise comparisons determine the error. This means that all inputs must be presented to the network at once, and that the cost of evaluating the error is quadratic in the number of training points. Any cost function which is defined for a matrix of pairwise (dis)similarities can be used.
After computing the error, the need to adjust weights is determined by backpropagating errors the same way as for usual cost functions.
The idea of using cost functions of this type is not new. In 1990s, a feedforward neural network was trained in [118, 115] to minimize the cost function of Sammon mapping [152], and was also studied in [36]. The idea of quadratic cost functions surfaced again after the invention of pretraining with generative models, now in connection with deep networks and supervised cost functions. It has been used with NCA [151] and LMNN [123] cost functions. Also a deep net version of t-SNE cost has been implemented [180], as well as a t-distributed extension of NCA [124].

### 5.2 Supervised bottleneck networks

Like the idea of quadratic cost functions, the idea of supervised bottleneck networks [84, 59] and related nonlinear discriminant analysis networks [117] was tried during the neural network boom of the 1990s. Supervision in a bottleneck network was noticed to make the network ignore directions that have no relation to classification [84], and the effect was also seen in visualizations. Nonlinear discriminant analysis [118] resembles the idea of bottleneck classifiers in that the network reduces dimensionality, but the network is trained as a linear classifier that gives a
low-dimensional output, not as a bottleneck network.
In DR context, the goal is to find a low-dimensional representation, and some compromizes can be made regarding to quality of predictions that can be made on DR results. The view of sacrificing some accuracy for size is especially strong in visualization tasks, where dimensionality is drastically reduced, so that some prediction ability is almost necessarily lost. In other fields of research, networks that reduce dimensionality as an intermediate step have been used for other goals than DR. Creating a bottleneck effect can force the network to generalize better, since the degrees of freedom in the bottleneck are not sufficient to repeat noise in the data. In such networks, addition of a bottleneck is expected to improve predictions. One example where such effect is sought are convolutional networks [105].
Computational resources of 1990s were usually not sufficient for handling large data sets or training deep networks with many hidden units. This work brings the idea of supervised bottleneck networks up to date, using modern pretraining and real data sets of tens of thousands of samples, and comparing bottleneck networks to recently developed dimension reduction methods.

Bottleneck classifier networks have been interpreted as generalizations of discriminant analysis. The same way as linear-unit autoencoders were shown [59] to perform PCA, bottleneck classifiers with linear units were shown to give results similar to linear discriminant analysis (LDA), and in [154], a multiclass classifier network is trained using the LDA cost function to obtain weights for the output layer, an optimization task which requires a costly eigendecomposition. The relation of the internal representation of a classifier network and discriminant analysis is also noted in [199].
Neural networks naturally bridge the gap between classification and regression methods: a multilayer network performing regression turns into a classifier by a simple change in the activation function of the output layer. Therefore, neural networks can be easily adapted to both dimension reduction for regression, and supervision with class labels. Training a bottleneck network scales linearly in the number of data points, which is a benefit over many dimension reduction methods with more complex cost functions. Also, networks are relatively insensitive to structural parameters (number of hidden units).
The appeal of neural network models in dimension reduction is largely due to their ability to map data from the input space to the low-dimensional space. Once the mapping has been learned, it stays the same, no matter whether training points or test points are fed through the network. For a neural network this behavior is obvious, but in the field of dimension reduction not so. Many methods in unsupervised dimension reduction only produce locations for the training points, with no unambiguous way of determining where the test points should go. The ability to treat the training points and the test points similarly is especially important in supervised dimension reduction, where it is natural to build models using the training data and test the prediction ability with new points.

### 5.3 Bottleneck classifier experiments

This chapter contains the experiments of [130].
We compare bottleneck classifiers (BC) to two closely related deep net-
work architectures: autoencoder (AE), and networks finetuned with a quadratic cost function. Two of the quadratic cost functions are supervised (NCA and LMNN), and one is unsupervised (t-SNE). These cost functions were described in Chapter 2. To justify the often heavier computation required in the supervised setting, a supervised method should produce better results than a good unsupervised one. As t-SNE has achieved remarkably good results on several data sets, especially on clustered data, we include it in our comparison as the unsupervised baseline method.
We use MNIST, USPS and 20 newsgroups data sets, and reduce the dimension to 2D, which is easy to visualize, and to 30D, which could be appropriate in a data-packing problem.
Network layouts for the methods are summarized in Fig. 5.1. A deep layout, with pretraining as an RBM stack and finetuning with the respective cost function, is used for all networks. See Appendix A for parameter values and other details.
In the autoencoder, the encoder layers (those before the bottleneck) use DBN weights as such. The decoder layers (after the bottleneck) reuse the same weights in mirrored fashion, so that the first layer after the bottleneck uses the same weights as the last layer before it, and so on. In the bottleneck classifier, the encoder layers are initialized from the RBM stack, and the classifier layers are randomly initialized.
For each data set we first pretrain a network, and use it as the starting condition for all the cost functions in turn, so that all methods start their finetuning from exactly the same configuration. The finetuning error is backpropagated through the network. A conjugate gradient optimizer is used for minimizing the error.

### 5.3.1 Results

Figs. 5.2 and 5.3 show 2D visualizations of MNIST and USPS data sets. Visualizations of the newsgroups data did not show much structure with any method, and only numerical results shown (Fig. 5.4). T-SNE does clearly better than the other two unsupervised conditions (pretrain only and the autoencoder).
For MNIST, the supervised methods separate the challenging digit groups $4-7-9$ and $3-5-8$ better than t-SNE does. The other digits are handled about as well by all methods. Based on visual inspection, all supervised methods seem to do equally well with MNIST data, although the numerical results differ. With the more difficult USPS data, the supervised methods keep the classes together better than t-SNE. LMNN results seem weaker than those of NCA and BC, but whether NCA or BC performs better cannot be determined on visualization only.
Numerical results for 2D and 30D cases are shown in Fig. 5.4. We use k-NN classification accuracy as our quality measure, since keeping different classes separate is a natural goal for class-supervised dimension reduction. Here we show k-NN results as function of $k$. Changing $k$ does not seem to change the order of superiority of the methods (with exception of newsgroups 2D results where BC/NCA results are very close to each other). In 2D, BC does better on MNIST and USPS, and equals NCA with newsgroups data. In 30D, NCA and LMNN give lower errors.
Based on these results, no clear order of superiority can be established between the three supervised methods. Therefore, issues like computational complexity become important when choosing a method. The bottleneck classifier is worth considering because of its computational simplicity. Good performance of BC in 2D case suggests that the bottleneck


Figure 5.2. Visualizations of the MNIST test data. The left column shows unsupervised and the right column supervised results. For readability, only half of the points have been plotted. The visualization does not show clear quality differences between the different supervised methods. For numerical comparisons, see Fig. 5.4.


Figure 5.3. Points from USPS test data in 2D. NCA and BC do better on this data than LMNN, and all supervised methods perform better than the unsupervised t-SNE.
classifier could be the method of choice for visualization tasks, where the representation is forced to 2 D or 3D, and NCA would do better in datapacking tasks where the embedding dimension can be higher.

### 5.4 Bottleneck regression network experiments

We complement the bottleneck classifier results by studying performance of supervised bottleneck regression networks (BRN) in dimension reduction for regression. We are not aware of other neural network based DRR methods, so we use other established DRR methods for comparison. This experiment is an extension of that in [131], where a comparison between BRN and covariance operator inverse regression (COIR) was performed.
We compare BRN to two linear methods (sliced inverse regression (SIR) and kernel dimension reduction (KDR)) and two nonlinear methods (manifold KDR (mKDR) and COIR). Two versions of BRN are implemented: one with a nonlinear first layer (noted simply BRN), and a linear BRN (linBRN), which is able to learn only linear subspaces and therefore comparable to linear methods. LinBRN has no layer before the bottleneck, since having a linear mapping from the inputs to the hidden units and another linear mapping from the hidden units to the bottleneck units would be superfluous; the same operation can be implemented by connecting the inputs directly to the bottleneck layer.
Two-dimensional representations of five data sets with varying input dimensionalities are sought. Data sets used are Head Pose, Yale, Parkinson, Concrete and Community crime (see Appendix A). As some of the data sets are quite small, using a deep network seems like an overkill,


Figure 5.4. K-NN errors (for the test data) for the different data sets and methods. The top row shows 2 D results, the bottom row the 30D case. As expected, the supervised methods do better than the unsupervised ones. BC works best in 2D, NCA and LMNN in 30D. Errors have been evaluated for 500 test points, finding the nearest neighbors among 2000 training points.
and there would not be enough data for RBM pretraining. We therefore use a shallow architecture, with layers numbered as L1, L2 (bottleneck), L 3 , and L4 (output). the network is trained using simulated annealing [157]. Since even stochastic training is affected by initial values, a multistart strategy is used (the best result of 20 runs is kept). Details of training are given in Appendix A.
Parameters for the comparison methods are chosen by trying several values and using the best results. For KDR with Yale and Parkinson data, only 1500 randomly chosen training samples are used, to keep running times reasonable. For the other methods and the other data sets, full train and test data are used.

### 5.4.1 Results

Visualizations of three data sets are shown in Fig. 5.5. Of nonlinear methods, COIR and BRN give good results for all data sets. Also linear methods find reasonable subspaces, but results for all of them seem worse than those of nonlinear methods. This is to be expected, since at least Yale and Head Pose data are known to be sampled from nonlinear manifolds.
We measure numerical quality of results by nearest neighbor regression [34]. In NN-regression, $\mathbf{y}_{i}$ is predicted as the mean of the target values of the nearest (in the 2 D representation) train data neighbors of a test point $i$. Results, as function of number of nearest neighbors ( $k$ ), are shown in Fig. 5.6 for the linear methods (linear BRN, SIR and KDR) and in 5.7 for the nonlinear methods (BRN, mKDR and COIR).
Generally, both linear and nonlinear BRN do well in comparisons. With Concrete data in Fig. 5.6, it is difficult to choose any one method as best, since the results depend heavily on $k$. With Yale data, both SIR and linBRN perform well. With Parkinson data, linBRN fails to find a good mapping.
All linear mappings make close $x$-space neighbors into close z-space neighbors. Therefore NN-errors with small $k$ do not tell very much. NNerrors for larger $k$ tell more clearly about points with wrong y-values entering a local neighborhood. This indicates that the slope of the chosen 2D-plane is not best possible.

For most data sets, errors of the linear BRN have a fairly flat profile; error increases slowly as function of $k$. SIR and KDR usually show a steeper increase in errors. While BRN does not usually give the best 1neighbor predictions, when more neighbors are used, for three data sets it gives consistently lower errors than the other methods. This suggests that linBRN finds directions that spread the data points out, so that the overall structure of data is better seen.
Similar behavior is seen in the comparison of nonlinear BRN to mKDR and COIR, Fig. 5.7. Manifold-KDR errors are small for small $k$, but increase rapidly. This tells about tendency of the mKDR mapping to collapse several unrelated x-points to same z-space region; nearest neighbor might be a correct one, but a bit larger neighborhood already contains a lot of alien points. This is also seen in the visualization in Fig. 5.5 where the mKDR plots, especially of Head Pose and Crime data sets, are much more crowded than the plots of BRN and COIR. COIR and BRN errors increase more slowly, indicating a good spread of points. For four data sets, BRN errors for other than smallest $k$ are lower than the errors of the other methods. For Crime data, COIR gives better results.


Figure 5.5. Visualizations of Head Pose (left), Yale (middle) and Crime (right) data sets. Point locations are determined by the DRR method, the shade shows the true target values. Note that in cases with two targets the point clouds are the same and only the target coloring differs, as all the methods use multivariate inputs and targets for determining a single set of low-dimensional coordinates.


Figure 5.6. NN-regression RMS errors for the linear DRR methods.


Figure 5.7. NN-regression RMS errors for the nonlinear DRR methods.

### 5.5 Conclusions

In this chapter we experimented with supervised bottleneck networks for classification and regression. Our work on bottleneck classifiers serves to bring class-supervised bottleneck networks up to date. Earlier work used shallow networks and small data sets, and only compared supervised networks to unsupervised ones [84]. The only supervised dimension reduction method available for comparison at the time was LDA, a linear method. It was compared to nonlinear discriminant analysis (in terms of this work, a bottleneck classifier with linear classifier part) in [118], but the finding that a nonlinear network outperforms a linear method in classification accuracy is hardly newsworthy today. We performed a comparison to nonlinear versions of two recently developed dimension reduction methods, using deep networks.
We found bottleneck classifier to be able to compete with the two comparison methods. Based on these experiments it seems that NCA may outperform BC with larger bottleneck dimensionality, whereas BC gives better results when the bottleneck has only a few units. This suggests NCA could be a better choice for data packing, provided the quadratic training time is not a problem, and BC would be better for visualizations or other tasks where very low-dimensional representations are needed. With large data sets, the $\mathrm{O}(N)$ scaling of the evaluation of the cost function is a benefit over the competitors, which scale $\mathrm{O}\left(N^{2}\right)$ or worse. In addition to the number of data points, the overall training time depends on the structure of the network and the number of iterations needed to train it. In our experiments, all networks had identical encoder parts. BC has also a decoder part, but the number of weights in it is much smaller than in the encoder, so this should not introduce large differences in running times. The number of finetuning iterations was determined by early stopping, and was different in different runs. As we did not notice systematic differences between methods, we have no reason to believe that change of cost function would significantly change the number of iterations needed.
To the author's knowledge, bottleneck networks have not been applied in the field of dimension reduction for regression before. Bottleneck regression networks provide a versatile DRR method which can be used for finding both linear and nonlinear subspaces, and with linear and nonlinear response functions. Mappings that a neural network can learn can be controlled by adjusting the number and type of hidden units. Training time scales linearly in the number of data points, so BRN has potential to be used with large data sets. Neural networks are a mature and wellestablished class of methods, and several approaches for weight initialization, training, and regularization of weights are known.
In performance, BRN is comparable to other state-of-the-art DRR methods. For other than smallest $k$, BRN generally gives low k-NN-regression errors compared with the other methods. This tells about ability to preserve overall structure of data well, although at the expense of sometimes yielding higher errors if only immediate neighbors are considered.
Greatest challenge for widespread BRN use is the existence of local minima of the cost function. Energy landscapes of neural networks, especially large ones, are complex, and the cost function has several minima. In the BRN experiments we approached this problem by stochastic training and multistart strategy. While this is adequate for small networks, more complicated data sets might require larger networks, and the number of weights to be optimized could be much larger than what we have used here. This would mean slower evaluation of the cost function and neces-
sity to sample a larger energy landscape to find good minima. In this sense, BRN is also sensitive to dimensionality of input data, since each input coordinate generates a whole set of weights which connect it to the network. Bad scaling of training times as function of number of weights may cancel some benefits obtained from linear scaling in number of data points.
Two routes out from this situation are in sight: developing methods for finding good initial values for weights, which improves results of both gradient descent and stochastic methods, or using deep networks, for which successful initialization strategies [81, 102] are already known. Some strategies might work for shallow networks as well, with adequate training data available. In this work we used small data sets, that can be handled by quadratically or cubicly scaling DRR methods as well as BRN, so we did not experiment with data-intensive initialization. Problems caused by large input dimensionalities can be alleviated by preprocessing the data e.g. by principal component analysis before using it with BRN.

## 6. Dimension reduction with a sparse metric

The quadratic complexity of DR methods that use full pairwise (dis)similarity matrices is obviously a hindrance for using DR with large scale data. It is therefore appealing to reduce computational times by resorting to sparse methods.
We present a novel approach for doing dimension reduction using sparse matrices, which has been published in [133]. The modern trend of concentrating on local relationships easily conjures up the idea that local information should be kept, and that a global view would somehow grow out from locally correct parts. Unfortunately, this is not the case. Discarding global information, i.e. the longest distances, can ruin the embedding quality [70]. This calls for a controlled tradeoff of local and global in sparse DR methods. In Sec. 6.2 we show that a sparse version of t-SNE can be created by suitably balancing local and global information.

### 6.1 Existing sparse approaches

### 6.1.1 Dealing with naturally sparse data

Sparse data, which is regularly met in graph theory and e.g. in social network applications, is seldom used as such in DR methods. More often, even if the input data is sparse, a dimension reduction method is applied to a full distance matrix, that is created e.g. by computing shortest paths or filling in missing distances by some large value [28]. This allows using dimension reduction methods on network data, but loses the potential for faster computation, which would result from exploiting the sparse structure of data. Sparse data is used in some methods that build local views based on nearest neighbors, since such information is readily available in network data [162, 163].

### 6.1.2 Landmarks

Landmark algorithms are a sparse dimension reduction approach, that is able to give good global view on data, with the price of possibly sacrificing local details. The landmark idea has been used in several works in different forms. Common feature of all landmark algorithms is to designate a subset of data points as landmarks, which are treated differently from the rest of the points. Usually, the landmark points are embedded accurately, and locations for other points are decided based on the landmarks. With $N$ data points and $L$ landmarks this leads to complexity $O\left(L^{2}+N L\right)$ in methods that use pairwise comparisons.

A sparse version of Sammon mapping [27] first embeds a subset of landmark points, and fixes their locations. Other points are placed by minimizing the Sammon cost between all (landmark, non-landmark) pairs, without considering the pairwise non-landmark distances.
More common approach for placing non-landmarks is triangulation, where the data-space distances to nearest landmarks determine weights for the landmarks, and point locations are weighted combinations of landmark locations. In Landmark MDS [37] this results in projection of non-landmark points to highest principal axes of landmarks. Another fast MDS version [50] uses a similar idea.
Point locations in landmark MVU [200] are based on a linear mapping, which as accurately as possible reconstructs the data by using $L$ landmarks. The mapping is found from LLE-like representation of points as linear combinations of their neighbors, and the Laplacian of the resulting graph.
A different approach, slightly confusingly termed a "landmark" approach, is presented in [182]. A set of landmark points is used, but unlike in other landmark methods, only these points are embedded in the final result. The role of the other points is to provide information about data distribution, so that the embedding of the landmark points will give a representative view of all data. Information about all points is used when determining landmark locations. This happens via a random walk in a graph that has weighted connections between $k$-neighbors. Random walks are started from all landmark points, and ended as soon as they hit another landmark. Relative frequency of ending in landmark $j$ when starting from $i$ determines the neighborhood probability $p_{j \mid i}$ of the two landmarks. This probability is used to compute the embedding.

### 6.1.3 Sparse optimization updates on full matrices

It is also possible to keep the full matrix but consider only randomly chosen entries in each iteration. This speeds up computations, although it does not reduce the need for memory. A full pairwise matrix is highly redundant. When location of one point changes, $N$ entries of the matrix are affected. This is exploited, although not in any systematic fashion, in [2] and [27]. The former chooses a random point pair in each iteration and updates their locations. Also the latter optimizes the locations of one pair at a time, but the optimization is completed and the locations fixed before a new pair is considered. In curvilinear component analysis [76] the gradient is computed and updates made w.r.t. one of the points at a time, which on average produces results like that of normal gradient descent. Extra benefit of this approach is that although the cost on average decreases, it can also temporarily increase, which should help in escaping from local minima [76].

### 6.1.4 Using only local distances

Accurately preserving local information is emphasized by many dimension reduction methods [148, 8, 201]. Moving into local scale happens by just considering nearest neighbors for each data point. Locally linear embedding, for one, contains such localization step, and eigendecomposition of sparse kernel matrices thus produced is much faster than decomposing full matrices.
As local approach has worked well with manifold methods, it may seem like a natural idea to keep either shortest distances or distances to $k$ -
neighbors when creating sparse matrices for other DR methods. This idea has not proved successful. The locality-oriented manifold methods contain also a global step, which makes sure the local views are turned into a global view in a sensible way. In methods which were not originally designed to use sparse, local-only information, there is no mechanism which would guarantee global quality given only local information.
Limitations of local methods have been noticed in different works when using multidimensional scaling. The issue is studied experimentally in [70], where deleting largest entries from a pairwise distance matrix deteriorates the quality more than discarding the short distances. A localized variant of MDS produces spherical shapes unrelated to underlying structure of data, a phenomenon which is theoretically explained in [21].

### 6.1.5 Using randomly chosen distances

The following methods are related to our work in that some randomness is used when choosing which entries of a distance matrix to use. A sparse data version of Sammon mapping is developed in [119]. The algorithm starts with a full distance matrix, but number of nearest neighbors considered decreases in each iteration. A sparse multidimensional scaling approach with an iteratively updated set of near neighbors and randomly chosen sets of other neighbors is developed in [26, 125], and some corrections to complexity analysis are presented in [156].

### 6.2 Local and global in sparse distance matrices

Many dimension reduction methods use a pairwise distance matrix, and this significantly restricts the number of data points which can be embedded. It would be tempting to reduce computational burden by using only part of the distances.
Since importance of local distances is widely recognized in dimension reduction research [148, 8, 201], a natural approach to sparsifying is to keep the local, short distances and discard the long distances. However, purely local approaches to multidimensional scaling are inadequate, since removing the large distances can decrease quality more than removing the short ones [70]. This finding may have resulted in generally pessimistic views regarding sparsification of distance matrices, judging from the small number of works on this topic. Some work on partially filled matrices or naturally sparse data has been done [26, 119, 28], but most sparse dimension reduction methods are based on landmarks [37, 200], a different approach, where only a subset of points is embedded, and locations for other points are inferred from the landmark locations.

We show that part of the distances can be discarded without too much impact on quality. The sparse pairwise matrix should contain both shortscale and long-scale distances. Results from such a matrix can give much better embedding results than a purely local approach.

We parameterize the mixture of local and global distances borrowing ideas from random graph theory [198]. We see the sparse distance matrix as a graph, with a link between points if the corresponding distance is present in the matrix. Some links between near neighbors are always kept, and some links point to randomly chosen, possibly far-away, neighbors. Randomness of the graph determines, how big proportion of the links is chosen randomly. We study connection between randomness level and embedding quality, measured by trustworthiness and continuity.

### 6.2.1 Sparse t-SNE

We use t-SNE [182] in the experiments, but modify it to use a sparse similarity matrix.
In the following, we identify data points with graph nodes, and pairwise distances with links between nodes. $N$ denotes the number of data points in each experiment (usually a subsample of the full data set), and $L$ is the average number of links from a point to other points. Relationship of $L$ and $N$ determines sparseness of a matrix. We determine the sparsity structure with similar "link to nearest neighbors, then rewire" -construction as Watts and Strogatz used in their celebrated study [198] on small world graphs. The fraction of rewired links, or randomness, is denoted with $R$.
Let $E$ denote a set of ordered pairs that contains a pair $(r, c)$ if the similarity matrix has a non-zero element at row $r$, column $c$. Then the sparse t-SNE cost (cf. the full cost function Eq. (2.16)) becomes

$$
\begin{equation*}
C_{\text {sparse }}=\sum_{(i, j) \in E} p_{i j} \log \frac{p_{i j}}{q_{i j}} \tag{6.1}
\end{equation*}
$$

Since $E$ has (roughly, see below) $N L$ elements, this changes the time complexity from $O\left(N^{2}\right)$ to $O(N L)$.
The set $E$ is built as follows. First, approximately $L$ nearest neighbors $c_{j}$ are listed for each point $r$. The number of neighbors is approximate, because the neighborhood relationships are not symmetric, and we need a symmetric matrix. We use $a<L$ neighbors, but insert both $\left(r, c_{j}\right)$ and $\left(c_{j}, r\right)$ into $E$. The value $a$ is chosen by a rough rule of thumb, which ignores the distribution of data and basicly assumes that having a connection from $A$ to $B$ does not affect the probability of $B$ being connected to $A$. If we use $a$ neighbors out of $N$ possible, then $A$ will connect to $B$ with probability $\frac{a}{N}, B$ will connect to $A$ equally often, and some of the links will be two-directional. We want to link the two points with probability $\frac{L}{N}$, so the necessary value of $a$ can be solved from $\frac{2 a}{N}-\left(\frac{a}{N}\right)^{2}=\frac{L}{N}$, giving $a=N-\sqrt{N^{2}-N L}$.
After inserting the nearest neighbor links into $E$, we change part of them into long distance links. The set $E$ has $M \approx N L$ entries. We delete $R M$ elements from the set, with uniform probability. This means undoing some work from the previous step, but this two-step procedure is conceptually simple, easy to implement and allows reusing the neighbor lists for different values of $R$. We pick $r$ and $c$ from range $1, \ldots, N$, insert pairs $(r, c)$ and $(c, r)$ into $E$ if $r \neq c$ and $(r, c) \notin E$, and repeat this until we have created $R M$ new links. Most links thus created will be long-distance links, simply because there usually are much more long-distance than short-distance neighbors available.
The original t-SNE determines kernel widths from a perplexity parameter, which is essentially a soft number of nearest neighbors. This means that widths can differ for different points. Determining kernel widths when only sparse matrices are available is not straightforward, and results might be affected by varying widths. Because of this we use $\epsilon$ neighborhoods, using same fixed kernel width everywhere. This lowers overall quality, but is suitable in an experimental setting, since we focus on randomness effects and not on absolute quality. Developing sparse t-SNE into a usable method, complete with a way of choosing kernel widths in the sparse setting, is left for future work.
Another experimental feature is the use of a full distance matrix for finding the nearest neighbors. This is done for making sure we do not
introduce unexpected side effects by any approximate nearest-neighbor schemes. In real use, a full matrix would not be used as an intermediate step. Instead, the nearest neighbors would be found with an approximate method, or the probability of linking two points would be based on their distance.

### 6.2.2 Experiments

We use three data sets in the experiments. We will only show results for MNIST data set but qualitatively similar results (with somewhat smaller sample sizes and smaller parameter ranges) were obtained using two more data sets, the USPS and Yale data. See Appendix A for details of the data sets.
We create a continuum of sparse matrices by varying $L$ and $R$, and study the effects of randomness and sparsity on visualization results. We measure visualization quality by trustworthiness and continuity. Trustworthiness and continuity values at 5 -neighborhoods are used.

### 6.2.3 Effect of randomness

In the first experiment, we look at trustworthiness and continuity as function of randomness. We repeat the experiment for several sparseness levels, by fixing $L$ and letting $N$ change.
The regular connection pattern $R=0 \%$ gives poor results. Trustworthiness levels around 0.5 are typical when a random set of points is compared to the original data. This is seen both in the 2D visualization in Fig. 6.1 an in the numerical results in Fig. 6.2.
When $R$ increases, results get more trustworthy. Fig. 6.2 shows an upward sloping line, and Fig. 6.1 has more clearly separated classes. When matrices are not very sparse (cases $N=2000$ and $N=4000$ ), the completely random matrix gives best results. When matrices are sparser, best results are obtained with $R=80 \%$. Continuity, on the other hand, stays at roughly the same level or only slightly increases, up to $R=80 \%$. When the matrix is made completely random, continuity drops. Matrix sparseness affects the steepness of the drop.

These observations are in line with the nature of the two criteria. Achieving high trustworthiness requires global information, i.e. long distance links, because different neighborhoods must be kept separate in the visualizations. Before rewiring, the nearest neighbor matrix has only local links. Each random link is a potential long distance link; therefore increasing proportion of random links increases trustworthiness. Continuity, more easily created by local constraints, is much less sensitive to matrix randomness. As long as points from a neighborhood stay together the result is continuous; it does not matter if the points mix with other neighborhoods.

High quality with $R=80 \%$ and a drop with $R=100 \%$ brings up an important point regarding the connection patterns: although global links are important, also enough local information must be provided. Missing local information is suggested by different behavior of the continuity and trustworthiness criteria. Continuity, associated with local constraints, drops very clearly, whereas the more global trustworthiness is not affected as drastically.

Existence or steepness of the drop depends on matrix sparseness. When the matrix is not very sparse, some random links will necessarily be between near neighbors. This provides some local information, even in com-
pletely random matrices. The sparser the graph, the smaller the probability of hitting a pair of near neighbors by chance. Therefore, effects of having an insufficient number of local links are seen more clearly in sparser matrices.

### 6.2.4 Effect of sparseness

Our second experiment fixes randomness and lets the sparseness change. We use randomness $R=80 \%$, which gave the best results in the first experiment.
Our most important discovery is the form of dependence of trustworthiness on sparseness in Fig. 6.4. Trustworthiness increases rapidly in the beginning, but growth slows down when $L$ approaches $N$. For $N=3000$, using 2000 neighbors gives the same trustworthiness as the full matrix. Although numerical results for $L=1000$ are lower, in the illustration in Fig. 6.3 it is difficult to visually tell the $L=3000$ and $L=1000$ results apart. Lines for larger $N$ in Fig. 6.4 have not reached a constant level within the $L$ range used, but also their growth decelerates with growing $L$. This suggests that the number of neighbors needed for certain quality can be a sublinear function of $N$.
This has promising practical implications. A sparse dimension reduction method is really useful only, if a reduction in computational complexity is achieved. A method scaling $O(N L)$ is still quadratic, if we must use an $L$ which a linear function of $N$. Figs. 6.3 and 6.4 suggest that for satisfactory results with sparse t-SNE, $L$ may grow more slowly than $N$. This makes the overall complexity subquadratic.

### 6.3 Conclusions

The idea of reducing computation times of dimension reduction methods by discarding part of pairwise distances has been considered in the literature. The natural approach is to favor local accuracy by using only distances to nearest neighbors. It has been shown, however, that large distances have a large impact on quality, and therefore cannot be discarded. This has resulted in preconception that creating sparse dimension reduction methods by keeping all points but only part of distances would be next to futile.
In this work we brought new light on this overly simplified view. We pointed out that keeping the nearest neighbors is not the only way to sparsify a distance matrix. Indeed, it is much more advisable to replace some local links with random links. Proportion of random links has a clear impact on results.
We discussed the effect of randomness, changing from a matrix with purely local links to a matrix with purely randomly chosen neighbors. Effects on trustworthiness and continuity of visualizations were measured. We found a general connection between increasing randomness and increasing trustworthiness. Completely random matrices do not work well, however. Trustworthiness is lower for completely random than highly random matrices. Continuity stays high until high randomness levels, but drops sharply for completely random matrices. This effect is reduced if the matrix is not very sparse. In such case, also random links will sometimes be between near neighbors, which helps to maintain high continuity.
Sparseness seems to have little effect on continuity of visualizations.

Trustworthiness is affected, but we made a promising observation that the number of links needed for certain quality seems to be a sublinear function of $N$. This makes the overall operation subquadratic, an improvement over the quadratic full-matrix version of t -SNE. The lower complexity with not too much decrease in quality could stretch the feasible range of t-SNE use from thousands of points to at least tens of thousands.

Some work remains to be done before sparse t-SNE is ready for serious use. For this work we implemented an experimental version, which used simplified parameterization (same kernel width everywhere). The nearest neighbor approach we used for creating the sparse matrices forms a slow preprocessing step, and forces a somewhat artificial division into local and global links. While the experimental version was adequate to studying randomness effects, a sampling-based approach, that chooses links by certain probability depending on their length, will probably be better for real use.


Figure 6.1. 3000 MNIST points, with $L=450$ and varying $R$. Colors denote digit classes.


Figure 6.2. Effect of randomness level, for different $N$ and $L=200$.


Figure 6.3. 3000 points of MNIST data, with different average neighbor numbers. Randomness level is $80 \%$.


Figure 6.4. Effect of average number of neighbors, for different $N$, with $R=80 \%$.

## 7. Discussion

Although predominantly a dimension reduction study, this work contributed also to two current topics of neural network research: deep networks and networks that use random projections. We also promoted a neural network approach in dimension reduction for regression. DRR is a subfield of dimension reduction research, where neural methods are to our knowledge currently not used, although similar architectures have been applied in other fields.
Deep bottleneck classifiers we studied in Chapter 5 complement current research on deep autoencoders and deep supervised networks that use quadratically scaling cost functions. Bottleneck networks are an attractive tool for dimension reduction, since evaluation of their cost function scales linearly in the number of data points, and since they naturally specify a mapping from data space to low-dimensional space. The cost functions of many supervised DR methods scale quadratically or worse, and many cannot determine locations for test points, or do so only approximately.
In Chapter 4 we studied extreme learning machines (ELM). ELM is a relatively new method, and initial hype, easily caused by novel ideas, is not over yet. There is already a lot of research on ELM, but much of it is incremental, combinatorial, or applied. ELMs are being trained with evolutionary algorithms, collected into ensembles, used in fuzzy fashion, refined by pruning hidden units - soon ELM will have been combined with every single machine learning technique ever invented. More analytical ELM works are scarce, however. We presented a novel interpretation of ELM, pointing out its resemblance to kernel classifiers. We also discussed some claims made about ELM, which we feel may have been too strongly presented in earlier work. A point with practical consequencies to ELM training is the role of variance of weights in the randomly weighted hidden layer. We found the variance to affect classification results. We therefore emphasize that weight variance should be a tuning parameter of ELM, and not an arbitrarily fixed constant as is the current practice.

Chapters about bottleneck networks and extreme learning machines presented studies, which are in some sense closed: they studied a problem, answered some questions, and were finished. While there is always room for improvement and new views, no obvious follow-up problems were left dangling. Chapters about model-based metrics and sparse dimension reduction, on the contrary, open some potential directions for further study.

Cophenetic distances with Sammon mapping proved a viable tool for visualizing hierarchical structures in Chapter 3. We presented an exam-
ple of visualizing hierarchical clustering results on a small data set. The point in this work was to use the visualization for presenting results in a clustering problem, as an alternative to e.g. dendrograms or other treeshaped visualizations. Hierarchical approach, however, may be useful also in problems were the main goal is not clustering, but simply presentation of data. Data sets that are studied today can contain millions of points, which is too much information to be shown at once. Arranging data hierarchically enables controlling the level of detail, and zooming into areas of interest. Hierarchical clustering is already possible on large data sets. If large-data versions of Sammon mapping could be created, for example by using sparse matrix technique from Chapter 6, cophenetic Sammon mapping could become a new tool for visualizing large data sets.
Successful use of Sammon mapping with a clustering metric draws new attention to distance-preserving DR methods. The modern trend is to emphasize local neighborhoods, since showing them accurately is thought to give reliable view on data. But, if the view on the data has been built into a metric, like in the case of cophenetic distances, then showing the metric as accurately as possible becomes important. In such cases, distancepreserving methods may outperform neighborhood-oriented methods. Although many dimension reduction methods are combinations of a metric and a cost function, the interplay of the two warrants further study.
Another metric we used with dimension reduction was derived from the feature space of a neural network model. In this work we mainly used the model-based metric for creating supervised variants of unsupervised DR methods (Chapter 3). As demonstrated by visualizations of feature spaces in Chapter 4, model-based metrics can also be used for studying the model. One area where visualizations of feature spaces of neural networks might prove useful are deep networks. Understanding the effects of pretraining and the nature of mappings that the layers learn is currently an important research topic. Layerwise visualizations of feature spaces might shed new light to these questions.
The work on sparse dimension reduction in Chapter 6 is just started. We showed that, contrary to the current belief, using sparse matrices for creating fast dimension reduction methods is a feasible idea. This brings up the intriguing possibility to apply sparse t-SNE in naturally sparse data, abounding e.g. in social networks research. We already learned that a proper balance between short-distance and long-distance links is needed for good results, but we do not yet know how the proportion should be chosen, and which other factors have an effect. From technical point of view, the sparse version of t -SNE we used in this work is incomplete and rather clumsy to use, and needs reworking. Developing sparse dimension reduction further along the lines sketched in this work is a promising direction for further research.

## A. Data and parameters

## A. 1 Description of data sets

Table A.1. Binary classification data sets (from UCI repository)

| name | \# samples | \# dims | data types |
| :--- | :--- | :--- | :--- |
| Arcene [71] | 200 | 10000 | cont. |
| US votes | 435 | 16 | bin. |
| WDBC | 569 | 30 | cont. |
| Pima | 768 | 8 | cont. |
| Tic Tac Toe | 958 | 27 | categ. |
| Internet ads | 2359 | 1558 | cont., bin. |

Table A.2. Multiclass classification (available from
http://www.cs.nyu.edu/~roweis/data.html)

| data set | dimensions | classes |
| :--- | :--- | :--- |
| MNIST | $28 \times 28$ | 10 |
| USPS | $16 \times 16$ | 10 |
| 20 newsgroups | 100 | 4 |

The MNIST data contains 70000 digit images of $28 \times 28$ pixels, with roughly equal numbers of digits from each class. USPS contains handwritten digits from US Postal Service. USPS data has 1100 16x16 pixel images from each class. The newsgroups data consists of 16242 documents collected from internet newsgroups, with binary occurrence vectors for 100 chosen words. The documents are classified into four broad categories (comp.*, rec.*, sci.*, talk.*).
"UCI" as the source refers to the UCI Machine Learning Repository [56] http://archive.ics.uci.edu/ml/ and "ExtYaleB", the Extended Yale Face Database B, is available from
http://cvc.yale.edu/projects/yalefacesB/yalefacesB.html. The table lists the dimensions as used in the experiments; in some cases the original data was preprocessed (smaller images, dimensions with missing data dropped etc).

Two of the data sets are face images, one (Head Pose data) where the task is predicting the horizontal and vertical pose of the head, and one (Yale data) where the target variable is direction (azimuth and elevation) of illumination. Three other data sets are smaller dimensional. The

Table A.3. Regression data sets

| name | targetsdata dim | \#train | \#test | data source |  | ref. |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Head <br> Pose | 2 | $64 \times 64$ | 349 | 349 | isomap.stanford.eduddatasets.tml |  |
| Yale <br> small | 2 | $48 \times 64$ | 2419 | 1728 | ExtYaleB | $[61]$ |
| Parkinson | 2 | 16 | 4165 | 1710 | UCI | $[176]$ |
| Crime | 1 | 99 | 1396 | 598 | UCI | $[147]$ |
| Concrete | 1 | 8 | 500 | 50 | UCI | $[211]$ |

covariates are different measurements or statistics, and the prediction tasks are two disease symptom scores (Parkinson data), number of violent crimes per population (Crime data) and compressive strength (Concrete data).

## A. 2 Data and parameters of experiments

## Visualizing hierarchical clustering results (Sec. 3.2)

USPS, with 100 samples from each class. For more detail, see [132].

## Studying ELM behavior (Chapter 4)

Arcene, US votes, WDBC, Pima, TicTacToe, Internet ads. Data are scaled to range $[-1,1]$. Each data set is divided into 10 parts. Nine parts are used for training and one for testing, repeating this 10 times. Five different deviations ( $\sigma \in\{0.1,0.325,0.55,0.775,1\}$ ) are used. For more detail, see [134].

## Visualizing MLP features (Sec. 3.1.2)

Arcene, US votes, WDBC, Pima, TicTacToe, Internet ads.
Sparse t-SNE (Sec. 6.2
MNIST, USPS, Yale. We sampled random subsets from these data to create matrices of varying sizes. For more detail, see [133].

## Bottleneck regression networks (Sec. 5.4)

Head Pose, Yale, Parkinson, Crime, Concrete. Target variables are scaled to $[0,1]$. The input data are centered at 0 .
Initial weights for BRN are drawn from a zero-mean normal distribution with deviation 0.01 . The cooling schedule of simulated annealing is to set new temperature to $80 \%$ of the old, and proposals for new weight vectors are obtained by adding small normally distributed random numbers to all weight vector entries.
Numbers of hidden units are fixed to 50 for L1 and 10 for L3. We use fixed values based on the finding that BRN is not very sensitive to number of hidden units.
For more detail, see [131].

## Bottleneck classifiers (Sec. 5.3)

MNIST, USPS, 20 newsgroups.
The MNIST data set has a fixed division into training data ( $60000 \mathrm{sam}-$ ples) and test data ( 10000 samples), which was respected also in our experiments. USPS was divided into training data of 9000 samples and test data of 2000 samples. In 20 newsgroups data, we used 12000 randomly chosen documents for training and 4200 for testing (for easier division into training batches some documents were left out).
We used 1000-point batches for finetuning MNIST and USPS, and 800point batches for newsgroups. Part of training samples ( $10 \%$ ) was used as validation data for choosing parameter values and for determining the number of finetuning epochs with early stopping.
For more detail, see [130].
Table A.4. Parameter values used in method comparisons. BC L5 size gives the number of hidden units in BC classifier layer.

|  | MNIST | USPS | newsgroups |
| :--- | :--- | :--- | :--- |
| encoder layout | $1000 \times 500 \times 250$ | $400 \times 200 \times 100$ | $100 \times 75 \times 50$ |
| BC L5 size | $2 \mathrm{D}: 210,30 \mathrm{D}: 130$ | $2 \mathrm{D}: 10,30 \mathrm{D}: 90$ | $2 \mathrm{D}: 10,30 \mathrm{D}: 170$ |
| t-SNE perplexity | $2 \mathrm{D}: 10,30 \mathrm{D}: 50$ | 2D: $10,30 \mathrm{D}: 130$ | $2 \mathrm{D}: 110,30 \mathrm{D}: 10$ |
| LMNN neighbors | $k=3, m=10$ | $k=3, m=10$ | $k=3, m=10$ |
| pretrain epochs | 50 | 50 | 50 |
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[^1]:    ${ }^{2}$ reused with kind permission from Springer Science+Business Media

[^2]:    ${ }^{1}$ Correction: This part was sloppily implemented and explained in the author's earlier work [131], where the feature vectors were built using Gaussian kernels, and their product was used as the Gram matrix. The inadvertent modification led to a version of COIR formed with similar idea as simplified kernel SIR [212]. The modification corresponds to squaring the kernel spectrum [29], and should not change the directions which COIR can find, although it changes the optimal parameter values.

