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1. Introduction

In the past decade, the field of quantum computation on both the experimental

and the theoretical sides, has developed rapidly. A wide range of quantum sys-

tems have been studied for their potential of being scalable qubits to implement

practical quantum computer. A special group of qubits are based on superconduct-

ing circuits containing Josephson junctions. A Josephson junction is formed by

connecting two superconducting electrodes via a weak link (a thin layer of insula-

tor or normal metal, etc.). In the superconducting electrodes, two electrons with

equal and opposite momentum and spin can pair up to form a so-called Cooper pair.

At sufficiently low temperature, a large number of Cooper pairs in each supercon-

ducting electrode can condense into one quantum state and thus behave as a single

quantum particle. When there is a phase difference between the two condensates

of Cooper pairs in the two electrodes, a current can flow through the weak link

even without any bias voltage applied to the two electrodes. This effect is known

as the dc Josephson effect [1]. In contrast with other qubit proposals by using mi-

croscopic particles such as trapped single atoms or electrons, the superconducting

circuits are essentially macroscopic quantum systems. The superconducting cir-

cuits are solid state devices fabricated by modern integrated circuits fabrication

techniques, and manipulated and measured by well-developed low frequency elec-

tronics and microwave techniques. As a result, these systems can in principle be

easily scaled up.

The superconducting circuits also show great potential in some other aspects of

physics, both practical and fundamental. For instance, the ac Josephson effect,

which relates frequencies to bias voltages, makes the Josephson junction very im-

portant in metrology. The inductance of a dc superconducting quantum interfer-

ence device (SQUID) can be tuned rapidly by applying a rf magnetic field through

the SQUID loop. This tunability makes superconducting circuits consisting of dc

SQUIDs promising candidates for observing the dynamic Casimir effect [2, 3].
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The macroscopic structure of a superconducting quantum circuit enhances the

coupling of the circuit to its environment. The environment induces dynamical

destruction of quantum coherence of the circuit, which is known as decoherence.

Decoherence has been an active research subject since early 1980s [4]. Until early

1990s the theory of decoherence was mainly a solution to the fundamental in-

terpretation problems of quantum mechanics [5]. The effects of decoherence pro-

cesses on coherent quantum operations were first introduced in 1995 [6, 7]. A

general model that describes the environment-induced decoherence process is the

Caldeira-Leggett model proposed by Caldeira and Leggett in 1981 [8]. In quantum

computation, a more specialized model known as the spin-boson1 model is com-

monly used, and quite often the Markov approximation, in which the dynamics of

the qubit is assumed to be much slower than the destruction of the environment’s

correlations, is also applied. The Markov approximation relies on the assump-

tion that the number of modes in the collection of harmonic oscillators is nearly

infinite2. For superconducting qubits, the spin-boson model and the Markov ap-

proximation work fine in most cases. However, when a superconducting qubit is

coupled to a few two-level system (TLS) fluctuators, the environment (the TLSs)

can be neither bosonic nor Markovian.

This thesis is organized as follows. Chapter 2 introduces the quantum circuit

theory by studying a superconducting LC resonator, discusses damping of the

resonator due to voltage fluctuation, and describes how to experimentally de-

sign, fabricate and characterize a superconducting coplanar waveguide resonator.

Chapter 3 briefly reviews three designs of superconducting artificial atoms based

on Josephson junctions as well as the circuit quantum electrodynamics (QED).

Chapter 4 is devoted to the theoretical descriptions of decoherence in the artificial

atoms. The Markov master equations for two- and three-level artificial atoms are

given in this chapter. The entanglement sudden death, a quantum phenomenon

due to decoherence in a bipartite system, is also studied in Chapter 4. Chapter 5

reviews the results from the experiments on the Autler-Townes effect in a super-

conducting three-level atom. Chapter 6 is devoted to the experiments on the mo-

tional averaging in a circuit QED system. A simulation of decoherence caused by

a longitudinally coupled two-level system fluctuator is demonstrated. The thesis

summary and future prospects are given in the last chapter.

1“Spin” and “boson” stand for a qubit (a two-level atom or a spin-1/2 particle) and a collec-
tion of harmonic oscillators, respectively.
2This is the reason why sometimes an environment is also called a reservoir. The term
“reservoir” refers to an environment with an infinite number of degrees of freedom [9].
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2. Superconducting LC Resonator

Superconducting LC resonators play a vital role in circuit QED systems, just as

optical cavities do in conventional quantum optics. Besides, as we will see in the

next chapter, understanding the physics of superconducting LC resonators is a key

factor for the construction of superconducting artificial atoms. So in this chapter,

a voltage driven superconducting LC resonator will be discussed. This chapter

begins with a detailed theoretical description of the driven superconducting res-

onator, then proceeds by studying a specific kind of superconducting resonator

from a technical point of view.

2.1 Theoretical point of view

A LC resonator is one of the simplest circuits. It consists of an inductor with in-

ductance L and a capacitor with capacitance C. It is well known that this circuit

can behave as a harmonic oscillator. The goal of this section is to derive a quan-

tum Hamiltonian of the LC resonator analogous to that of a mechanical harmonic

oscillator [10].

i (t)

L

C

L

i (t)
C

v (t)
L

v (t)
C

Cg

v (t)
g

i (t)
g

v(t)

Figure 2.1. A LC circuit couples to a voltage source via a gate capacitor.

In contradistinction with a circuit consisting of only L and C in parallel, here
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2.1. THEORETICAL POINT OF VIEW

we consider a slightly more complicated case: the circuit couples to an external

voltage source, providing time-varying voltage v(t), via a gate capacitance Cg, as

shown in Fig. 2.1. To get rid of resistive dissipations, the whole circuit is assumed

to be made of perfect conductors1.

There are three passive elements in this circuit, and each element at arbitrary

time t is characterized by the current (red arrows in Fig. 2.1) flowing through it

and the voltage (green arrows in Fig. 2.1) across it [11],

vL(t) = L
diL(t)

dt
, iC(t) = C

dvC(t)

dt
and ig(t) = Cg

dvg(t)

dt
. (2.1)

If we take time integrals of both sides of equations above, we obtain

iL(t) =
ΦL(t)

L
, vC(t) =

QC(t)

C
and vg(t) =

Qg(t)

Cg
, (2.2)

where the so-called branch flux ΦL, the branch charges QC and Qg [11] are defined

as

ΦL(t) =

∫ t

−∞
dτvL(τ), QC(t) =

∫ t

−∞
dτiC(τ) and Qg(t) =

∫ t

−∞
dτig(τ). (2.3)

The branch fluxes for the capacitors can also be calculated by ΦC(t) =
∫ t
−∞ dτvC(τ)

and Φg(t) =
∫ t
−∞ dτvg(τ), and the stored (capacitive) energies are

EC =
1

2
Cv2C(t) =

1

2
C

[
dΦC(t)

dt

]2
, Eg =

1

2
Cgv

2
g(t) =

1

2
Cg

[
dΦg(t)

dt

]2
. (2.4)

The stored (inductive) energy of the inductor is equivalent to the work carried out

by an energy source that has provided vL(t) and iL(t),

EL =

∫ t

−∞
dτvL(τ)iL(τ) =

1

2L
Φ2
L(t). (2.5)

The Lagrangian of the whole circuit is the difference between the capacitive (ki-

netic) energies and the inductive (potential) energy, LR = EC +Eg −EL. By taking

the voltage constrains (from Kirchhoff ’s voltage law),

Φ̇C(t) = Φ̇L(t) ≡ Φ̇(t) and v(t) + Φ̇g(t) + Φ̇(t) = 0, (2.6)

into account, where Φ̇(C,L,g)(t) = dΦ(C,L,g)(t)/dt, the Lagrangian has the form

LR(t) =
1

2
CΦ̇2(t) +

1

2
Cg

[
Φ̇(t) + v(t)

]2 − 1

2L
Φ2(t). (2.7)

The corresponding Euler-Lagrange equation is

CΣΦ̈(t) +
1

L
Φ(t) + Cgv̇(t) = 0, (2.8)

1To keep the discussions in this section simple, I will not introduce the idea of supercon-
ductivity, and just assume that the conductors have zero resistance.
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CHAPTER 2. SUPERCONDUCTING LC RESONATOR

describing the motion of a one-dimensional harmonic oscillator driven by a vari-

able force Cgv̇(t) [12]. Here CΣ = C + Cg represents the total capacitance of the

circuit.

The Hamiltonian is obtained by performing a Legendre transformation on the

Lagrangian,

HR(t) =
∂LR(t)

∂Φ̇(t)
Φ̇(t)− LR(t) =

1

2CΣ
[Q(t)− Cgv(t)]

2 +
1

2L
Φ2(t), (2.9)

where Q(t) = ∂LR(t)/∂Φ̇(t) is the conjugate charge corresponding to Φ(t). To quan-

tize this Hamiltonian, the variables Q(t) and Φ(t) are replaced by quantum oper-

ators Φ̂ and Q̂ which obey the canonical commutation relation
[
Φ̂, Q̂

]
= i�. The

quantum Hamiltonian reads

ĤR(t) =
1

2CΣ
Q̂2 +

1

2
CΣω

2
0Φ̂

2 − Cgv(t)

CΣ
Q̂, (2.10)

with the resonant (angular) frequency ω0 = 1/
√
LCΣ. We can easily rewrite the

quantum Hamiltonian in terms of harmonic oscillator creation and annihilation

operators [10],

ĤR(t) = �ω0

(
â†â+

1

2

)
− i�χ(t)

(
â† − â

)
, (2.11)

where

χ(t) ≡ v(t)Cg

�CΣ

√
CΣ�ω0

2
= v(t)Cg

√
ω0

2�CΣ
. (2.12)

The time evolution of density matrix of the resonator ρ̂R is governed by the ma-

trix form Schrödinger equation (also known as the Liouville-von Neumann equa-

tion)

i� ˙̂ρR(t) =
[
ĤR(t), ρ̂R(t)

]
. (2.13)

If we rewrite the Hamiltonian Eq. (2.11) as ĤR(t) = Ĥ0 + ĤInt(t), with

Ĥ0 = �ω0

(
â†â+

1

2

)
and ĤInt(t) = −i�χ(t)

(
â† − â

)
, (2.14)

we may bring the system into the interaction picture, and write the Liouville-von

Neumann equation in this picture as

i�
˙̂
ρ̃R(t) =

[
ˆ̃HInt(t), ˆ̃ρR(t)

]
, (2.15)

where ˆ̃ρR(t) = exp
(
iĤ0t/�

)
ρ̂R(t) exp

(
−iĤ0t/�

)
, and

ˆ̃HInt(t) = exp

(
iĤ0t

�

)
ĤInt(t) exp

(
− iĤ0t

�

)
= −i�χ(t)

(
â†eiω0t − âe−iω0t

)
. (2.16)

By substituting the equivalent integral form of Eq. (2.15) [9, 13]

ˆ̃ρR(t) = ˆ̃ρR(0)−
i

�

∫ t

0
dt′
[
ˆ̃HInt(t

′), ˆ̃ρInt(t
′)
]

(2.17)
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2.1. THEORETICAL POINT OF VIEW

into Eq. (2.15), the interaction picture Liouville-von Neumann equation reads

i�
˙̂
ρ̃R(t) =

[
ˆ̃HInt(t), ˆ̃ρR(0)

]
− i

�

∫ t

0
dt′
[
ˆ̃HInt(t),

[
ˆ̃HInt(t

′), ˆ̃ρR(t
′)
]]

. (2.18)

2.1.1 LC resonator driven by noise

Considering that v(t) is a noise voltage with zero mean, we can rewrite Eq. (2.18)

as

˙̂
ρ̃R(t) ≈ −

2∑
m,n=1

∫ t

0
dt′
{[

ŝn(t
′)ˆ̃ρR(t

′)ŝm(t)− ŝm(t)ŝn(t
′)ˆ̃ρR(t

′)
]
〈χ(t)χ(t′)〉

+
[
ŝm(t)ˆ̃ρR(t

′)ŝn(t′)− ˆ̃ρR(t
′)ŝn(t′)ŝm(t)

]
〈χ(t′)χ(t)〉

}
,(2.19)

with ŝ1(t) ≡ â†eiω0t, ŝ2(t) ≡ −âe−iω0t, 〈χ(t)χ(t′)〉 = C2
gω0

2�CΣ
〈v(t)v(t′)〉, and 〈χ(t′)χ(t)〉 =

C2
gω0

2�CΣ
〈v(t′)v(t)〉.

Now we assume that the autocorrelation function is only dependent on the time

difference τ = t−t′, 〈v(t)v(t′)〉 = 〈v(τ)v(0)〉. We also make a Markov approximation

[9, 13] to replace ˆ̃ρR(t
′) by ˆ̃ρR(t), based on the assumption that the correlation time

of the noise voltage is much shorter than the relaxation time (to be defined later)

of the resonator2. We can then write Eq. (2.19) explicitly as

˙̂
ρ̃R(t) ≈ C2

gω0

4�CΣ

{
Sv(−ω0)

[
2â†ˆ̃ρR(t)â− ââ†ˆ̃ρR(t)− ˆ̃ρR(t)ââ

†
]

+ Sv(ω0)
[
2âˆ̃ρR(t)â

† − ˆ̃ρR(t)â
†â− â†âˆ̃ρR(t)

]}
, (2.20)

where the noise spectral density Sv(±ω0) ≡
∫∞
−∞ dτe±iω0τ 〈v(τ)v(0)〉. Here the fast

oscillating terms with exp(±2iω0t) are neglected. On the right-hand side of the

equation above, the first and second lines describe excitation and relaxation of the

resonator, respectively.

For a classical noise, the excitation and relaxation rates in Eq. (2.20) are the

same, since Sv(ω0) = Sv(−ω0); whereas for a quantum noise, they are not equal.

Without loss of generality, we consider the quantum noise voltage across a linear

dissipative element at thermal equilibrium. In the Caldeira-Leggett representa-

tion (see [11]), the quantum noise spectral densities at ±ω0 are

Sv(ω0) = �ω0�[Z(ω0)]

[
coth

(
�ω0

2kBT
+ 1

)]
= 2�ω0R0

1

1− exp[−�ω0/(kBT )]
,

Sv(−ω0) = −�ω0�[Z(−ω0)]

[
coth

(−�ω0

2kBT
+ 1

)]
= 2�ω0R0

1

exp[�ω0/(kBT )]− 1
,

2For a thermal noise, which is approximately white, the Markov approximation is quite
reasonable since the autocorrelation function is approximately a Dirac delta function,
〈v(t)v(t′)〉 ∝ δ(t − t′). In the Caldeira-Leggett representation, the Markov approximation
also holds for harmonic reservoir (see Chapter 1).
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CHAPTER 2. SUPERCONDUCTING LC RESONATOR

where kB is the Boltzmann constant, Z(ω) is the impedance function of the dissipa-

tive element, �[Z(ω0)] = �[Z(−ω0)] ≡ R0, {exp[�ω0/(kBT )]− 1}−1 = n̄ is the mean

number of quanta in the harmonic mode ω0, and {1− exp[−�ω0/(kBT )]}−1 = n̄+1.

Eq. (2.20) can now be rewritten as

˙̂
ρ̃R(t) =

γ

2
n̄
[
2â†ˆ̃ρR(t)â− ââ†ˆ̃ρR(t)− ˆ̃ρR(t)ââ

†
]

+
γ

2
(n̄+ 1)

[
2âˆ̃ρR(t)â

† − ˆ̃ρR(t)â
†â− â†âˆ̃ρR(t)

]
, (2.21)

with the relaxation rate γ = R0ω
2
0C

2
g/CΣ. The relaxation time is defined as γ−1.

Transforming Eq. (2.21) back to the Schrödinger picture, we obtain the master

equation for a resonator driven by (quantum) noise,

˙̂ρR(t) = −iω0

[
â†â, ρ̂R(t)

]
+

γ

2
(n̄+ 1)

[
2âρ̂R(t)â

† − â†âρ̂R(t)− ρ̂R(t)â
†â
]

+
γ

2
n̄
[
2â†ρ̂R(t)â− ââ†ρ̂R(t)− ρ̂R(t)ââ

†
]
. (2.22)

2.1.2 Damped resonator with sinusoidal drive

If we take an extra monochromatic ac driving voltage, v0 sin(ωdt), of constant am-

plitude v0 and oscillating frequency ωd into account, we can write the master equa-

tion for the driven resonator as [14]

˙̂ρR(t) ≈ −iω0

[
â†â, ρ̂R(t)

]
− χ0 sin(ωdt)

[
â† − a, ρ̂R(t)

]
+
γ

2
(n̄+ 1)

[
2âρ̂R(t)â

† − â†âρ̂R(t)− ρ̂R(t)â
†â
]

+
γ

2
n̄
[
2â†ρ̂R(t)â− ââ†ρ̂R(t)− ρ̂R(t)ââ

†
]
, (2.23)

where χ0 = v0Cg

√
ω0/(2�CΣ), and |χ0| 	 ω0 is assumed.

From Eq. (2.23), we can obtain the equations of motion for 〈â†〉 = tr[â†ρR(t)] and

〈â〉 = tr[âρR(t)]:

d

dt
〈â†〉 =

(
iω0 − γ

2

)
〈â†〉 − χ0 sin(ωdt), (2.24)

d

dt
〈â〉 = −

(
iω0 +

γ

2

)
〈â〉 − χ0 sin(ωdt). (2.25)

By solving these two equations, a very important physical quantity, the mean dis-

placement of the driven oscillation

〈Φ̂〉 =
√

�

2CΣω0

(
〈â†〉+ 〈â〉

)
, (2.26)

can then be calculated for arbitrary time t. It turns out that 〈Φ̂〉 oscillates at the

driving frequency ωd with a phase difference

β = arctan

[
γ
(
γ2 + 4ω2

0 + 4ω2
d

)
2ωd

(
γ2 − 4ω2

0 + 4ω2
d

)] (2.27)

7



2.1. THEORETICAL POINT OF VIEW

relative to the driving voltage (the explicit expression of 〈Φ̂〉 can be found in Ap-

pendix A).

From the average displacement 〈Φ̂〉, we can calculate one experimentally mea-

surable quantity, the average (over one period of oscillation3) amount of energy

absorbed by the resonator per unit time (the power absorbed by the resonator)

[12] (in terms of the number of quanta �ω0)

n(ωd) =
γCΣωd

π�ω0

∫ 2π/ωd

0
dt
(
d〈Φ̂〉/dt

)2
=

8γχ2
0ω

2
d

(
γ2 + 4ω2

d

)
ω2
0

[
γ4 + 16

(
ω2
0 − ω2

d

)2
+ 8γ2

(
ω2
0 + ω2

d

)] . (2.28)

For low dissipation γ 	 ω0, ωd, and small detuning between the driving fre-

quency and the resonant frequency |ωd − ω0| 	 ω0, ωd, the relative phase is ap-

proximately β = arctan [γ/(2ωd − 2ω0)], and the mean number of quanta absorbed

per unit time is reduced to

n(ωd) ≈ 2γχ2
0

γ2 + 4(ωd − ω0)2
, (2.29)

which represents a Lorentzian line shape centered at ω0 and with full width at

half maximum (FWHM) of γ. In Fig. 2.2, n(ωd) and β are plotted as functions of

the detuning ωd − ω0.
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(ωd − ω0) / γ

n(
ω

d)
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0.4

0.6

(ωd − ω0) / γ

β 
/ π

(b)

Figure 2.2. (a) The mean number of quanta n absorbed per γ−1 as a function of detuning. (b) The
relative phase β of oscillation as a function of detuning. χ0 = γ is taken.

The external quality factor Qext corresponding to the dissipation γ caused by the

external voltage fluctuations can be defined as

Qext ≡ ω0/γ = CΣ/(R0ω0C
2
g ). (2.30)

3In real experiments, averaging over many oscillation periods may be needed, but mathe-
matically there is no difference between averaging over several periods and over just one
period.
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CHAPTER 2. SUPERCONDUCTING LC RESONATOR

Since the characteristic impedance of the LC resonator is Z0 ≈ √
L/CΣ, the total

capacitance CΣ can be written as CΣ = 1/(ω0Z0). Substituting it into Eq. (2.30),

we obtain

Qext ≈ 1
/(

R0Z0C
2
gω

2
0

)
. (2.31)

2.2 Experimental point of view

In the previous section we have discussed a lumped-element model of an electro-

magnetic resonator. In experiments, it is quite common to use a coplanar waveg-

uide (CPW) [15] design in which the capacitance and inductance are evenly dis-

tributed along a metallic stripline, separated by a pair of ground planes (see the

inset at the top-left corner of Fig. 2.3), with a length D comparable to the guide

wavelength λ at resonant frequency ω0. As an example, Fig. 2.3 shows a schematic

design of a quarter-wavelength (λ/4) [16] CPW resonator.

c
c

c
l

l

l
l

fe
ed

lin
e

fe
ed

lin
e L

Cg

Cg
C

D = λ / 4

Figure 2.3. Schematic of a superconducting λ/4 CPW resonator capacitively coupled to a feedline
(another CPW transmission line). It is equivalent to the lumped-element LC resonator.
Insets: (top left) the cross section of a CPW on top of a dielectric substrate; (bottom
right) circuit diagram of the λ/4 CPW resonator.

The way to derive the quantum Hamiltonian of a CPW resonator can be found in

Appendix A of Publication I, and it is fully compatible with the method developed

in the previous section. For the λ/4 resonator, the fundamental mode4 effective

4Unlike in the lumped-element model, here Φ is not only dependent on time t, but also a
function of location x on the CPW. Due to the boundary conditions ∂Φ(x, t)/∂x = 0 at open
end (where Cg located, x = 0) and Φ(x, t) = 0 at short end (ground end, x = D), Φ(x, t) can
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2.2. EXPERIMENTAL POINT OF VIEW

capacitance and inductance are

C = Dc/2 and L = 8Dl/π2, (2.32)

respectively. The resonant frequency is then

ω0 ≈ 1/
√
LC = 2π

/(
4D

√
lc
)
, (2.33)

if Cg 	 C. Here l and c are the geometric inductance and capacitance per unit

length, respectively (see the bottom right inset of Fig. 2.3).
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Figure 2.4. (a) Geometric capacitance per unit length c, (b) geometric inductance per unit length l,
(c) phase velocity vph, and (d) characteristic impedance Z0 as functions of the ground
plane width. A value of the relative permittivity εr = 9.8 for the sapphire substrate is
used.

One advantage of using the CPW design is that the geometric inductance l and

capacitance c per unit length can be calculated accurately by using the finite-

element method [17]. Fig. 2.4 (a) and (b) show the numerical results of c and l,

respectively, for the CPW samples we have been using: about 100 nm thick single

layer aluminum or niobium film with stripline width W ≈ 10 μm and gap width

G ≈ 5 μm deposited on top of 330 μm thick sapphire substrate (see also Fig. 2.3).

In real samples the stripline is normally twisted (see Fig. 2.5), due to the fact

that the length D is much longer than the size of the chip. The width of ground

plane between two parallel ports of the stripline may not be considered as semi-

infinite, therefore here c and l are calculated with varying ground plane width.

Besides, the phase velocity vph and the characteristic impedance Z0,

vph = 1/
√
lc and Z0 =

√
l/c, (2.34)

be decomposed as Φ(t) cos(knx), with kn = nπ/(2D). n = 1, 2, . . . is the mode number. For
more details see Appendix A of Publication I.

10



CHAPTER 2. SUPERCONDUCTING LC RESONATOR

are also shown in Fig. 2.4 (c) and (d), respectively. Data in Fig. 2.4 clearly indicates

that for a width of the ground plane larger than about 100 μm, l and c are almost

width independent.

Another advantage of the CPW design is its uniplanar structure, which really

simplifies the fabrication processes. A CPW resonator can be fabricated in two or

three steps, depending on the superconducting material been used. Aluminum and

niobium are two frequently used superconductors for making both resonators and

Josephson junctions. Aluminum resonators can be fabricated by a physical vapor

deposition process [18] followed by a conventional lithography process [19]. Mak-

ing niobium resonators is a bit more complicated, due to the difficulty of getting

high quality niobium thin films by physical vapor deposition. A typical procedure

of making niobium resonators uses the reaction ion etching (RIE) of the gap areas

patterned on the DC sputtered [18] niobium film by lithography process.

3.4025 3.403 3.4035 3.404
−22

−21

−20

−19

−18

−17

−16

−15

−14

−13

−12

ωd / 2π [GHz]

|S
21

| [
dB

]

 

 

Tmix = 0.492 K

Tmix = 0.467 K

Tmix = 0.432 K

Tmix = 0.385 K

Tmix = 0.336 K

Tmix = 0.284 K

Tmix = 0.233 K

Figure 2.5. Left: Optical microscopic picture of a λ/4 aluminum resonator on top of a sapphire sub-
strate. The total length of the resonator D is approximately 8.6 mm, and the size of
the sapphire chip is 5 × 5 mm. Right: The magnitude of microwave transmission coef-
ficient S21 through the feedline capacitively coupled to this λ/4 resonator as a function
of microwave frequency ωd, measured at different mixing chamber temperature Tmix.

On the left-hand side of Fig. 2.5, a 8.6 mm long λ/4 aluminum resonator and

a CPW feedline (see the illustrations of Fig. 2.3) on top of a sapphire substrate

are shown. The CPWs were patterned by electron beam (ebeam) lithography with

tri-layer ebeam resists: a layer of conducting resist, ESPACER300 [20], on top

of standard PMMA/Copolymer bi-layer [21]. The 100 nm thick aluminum film was

deposited in a ultra-high vacuum (UHV) electron gun evaporator. This sample was

measured at low temperature by mounting it at the mixing chamber of a dilution

refrigerator (a sketch of a similar measurement setup can be found in Fig. 6.2 of

Chapter 6).

The power absorbed by the resonator is measured in terms of the energy loss of
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2.2. EXPERIMENTAL POINT OF VIEW

a microwave at frequency ωd sent through the feedline. This is characterized by

the magnitude of a scattering parameter S21 (normally in logarithmic scale) in

microwave engineering [16], as shown on the right-hand side of Fig. 2.5. The mag-

nitude of S21 has the same line shape (but flipped upside down) as that of the res-

onator’s power absorption [see Fig. 2.2 (a)]. Besides, there is a temperature (Tmix)

dependence of the resonant frequency due to the kinetic inductance per unit length

lk of the aluminum stripline [22], which should be added to the geometric induc-

tance per unit length l shown in Fig. 2.4 (b). When the mixing chamber tempera-

ture Tmix is well below the critical temperature Tc of the aluminum film, Tmix 	 Tc,

by taking l ≈ 0.415 pH/μm, c ≈ 0.145 fF/μm, and ω0 ≈ 2π × 3.404 GHz, the kinetic

inductance per unit length for this sample is estimated as lk ≈ 0.088 pH/μm from

Eq. (2.33), which is much smaller than the geometric inductance per unit length l.

The measured loading quality factor at low Tmix for this sample is QL ≈ 7× 104.

The coupling capacitance between the resonator and the feedline in this sample is

Cg ≈ 2 fF (estimated by using the finite-element method). By using Eq. (2.31) we

obtain the external quality factor Qext ≈ 2× 105, and by using [22]

1

QL
=

1

Qext
+

1

Qint
, (2.35)

we can roughly estimate the internal quality factor Qint due to the internal dissi-

pation of the resonator.
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3. Artificial Atoms Based on Josephson
Junctions

In this chapter, I will give a brief review of superconducting artificial atoms (qu-

dits1) and devices based on Josephson junctions, but not an introduction of the

Josephson junction (or the Josephson effect) itself. One can find a very nice pre-

sentation of the Josephson effect in classic books such as [23] by Likharev and [24]

by Tinkham.

Let us forget about the Josephson junction for a while and step back to the

lumped-element model of a LC resonator we studied in Sec. 2.1. In order to con-

struct an artificial atom from it, we need to introduce anharmonicity into the cir-

cuit shown in Fig. 2.1. The straightforward way is to engineer the potential energy

Eq. (2.5) by replacing the linear inductor with something nonlinear (we may call

it a nonlinear inductor).

The differential inductance Ld of an inductor can be defined as [25]

Ld ≡ ∂ΦL(t)/∂iL(t) = [∂iL(t)/∂ΦL(t)]
−1 , (3.1)

where the branch flux ΦL(t) was defined in Eq. (2.3). Obviously, for a linear induc-

tor of which the branch flux is linearly dependent on the current, ΦL(t) = iL(t)L

(see Eq. (2.2) in Sec. 2.1), the differential inductance Ld = L.

Now we assume that we have such a nonlinear inductor that its current-flux

relation consists of the linear one shown above and a quadratic perturbation2,

iL(t) =
ϕ0

L

[
φL(t) + εφ2

L(t)
]
, (3.2)

with a real factor ε 	 1. Here, in order to make sure that the dimension is con-

served, I have defined a dimensionless branch flux φL(t) ≡ ΦL(t)/ϕ0, where ϕ0 can
1All superconducting artificial atoms are multilevel quantum systems. “qudit”is a general
name for a d-level quantum system. Depending on applications, a qudit can be truncated
to either a two-level system (d = 2), namely a qubit, or a three-level system (d = 3), namely
a qutrit.
2A general nonlinear current-flux relation can be iL(t) = (ϕ0/L)

∑∞
k=1 εkφ

k
L(t). Here let us

only consider a simple case.
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be considered as the elementary flux (just like that a charge Q can be defined, in

terms of a dimensionless number q and the elementary charge e, as Q = qe).

By using the definition in Eq. (3.1), the differential inductance for the nonlinear

inductor is obtained as

Ld = L/[1 + 2εφL(t)]. (3.3)

The potential energy then has a cubic form

EL = ϕ0

∫ t

−∞
φ̇L(τ)iL(τ)dτ =

ϕ2
0

L

[
1

2
φ2
L(t) +

ε

3
φ3
L(t)

]
. (3.4)

Replacing the linear inductance L in Fig. 2.1 with the nonlinear inductance Ld

given by Eq. (3.3) does not change the capacitive energies EC , Eg given by Eq. (2.4)

and the voltage constrains in Eq. (2.6), therefore the new Hamiltonian can be

easily obtained by substituting Eq. (3.4) for the last term in Eq. (2.9),

HR(t) =
e2

2CΣ
[q − qg(t)]

2 +
ϕ2
0

L

(
1

2
φ2 +

ε

3
φ3

)
, (3.5)

where qg(t) = Cgv(t)/e, q = Q/e, and φ ≡ φL = Φ/ϕ0.

On the left-hand side of Fig. 3.1 shown below, the dimensionless potential en-

ergy EL/(ϕ
2
0/L) is plotted for different values of ε. For non-zero ε, this potential

looks very similar to that of a Josephson phase qubit as shown on the right-hand

side of Fig. 3.1. However, one should note that the “φ” in the Josephson phase

qubit potential (right-hand side of Fig. 3.1) represents the gauge-invariant phase

difference [24] across the Josephson junction. Is it the same as the dimensionless

branch flux “φ”?
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Figure 3.1. Left: Dimensionless potential energy EL/(ϕ
2
0/L) as a function of the dimensionless

branch flux φ, for different values of ε. Right: The potential energy of a typical Joseph-
son phase qubit (the red solid curve) and its cubic approximation (the blue dashed
curve), taken from Fig. 2 of Publication VI.

Let us consider a superconductor-insulator-superconductor (SIS) Josephson junc-

tion (see e.g. Fig. 6.1 in [24]) which is widely used for superconducting qubits.
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CHAPTER 3. ARTIFICIAL ATOMS BASED ON JOSEPHSON JUNCTIONS

When a voltage difference vJ(t) is maintained across the junction, the Josephson

voltage-phase relation [24] holds,

2e

�
vJ(t) =

dΔϕ(t)

dt
=

dφ(t)

dt
, (3.6)

where Δϕ is the Ginzburg-Landau “wavefunciton” phase difference across the

junction, φ is the gauge-invariant phase difference, and Δϕ = φ (mod 2π). The

branch flux for this junction is then

ΦJ(t) =

∫ t

−∞
vJ(τ)dτ =

�

2e
φ(t). (3.7)

If the elementary flux [see the discussion below Eq. (3.2)] is defined as ϕ0 =

�/(2e) = Φ0/(2π), which is known as the reduced magnetic flux quantum, the

gauge-invariant phase difference is then the same as the dimensionless branch

flux. By further considering the Josephson current-phase relation iJ = i0 sinφ,

with supercurrent iJ and critical current i0, respectively, we can also obtain the

differential Josephson inductance

LJ = [∂iJ/∂ΦJ ]
−1 = LJ0/ cosφ, (3.8)

with LJ0 = ϕ0/i0. The stored energy of this Josephson junction is then

EJ =

∫ t

−∞
vJ(τ)iJ(τ)dτ = −EJ0 cosφ, (3.9)

where EJ0 = i0ϕ0 is the so-called Josephson energy.

3.1 The Cooper-pair box

Cg

v(t)

LJ

C

Figure 3.2. A voltage biased CPB qubit, obtained by replacing the linear inductor L in Fig. 2.1 with
the Josephson junction LJ .

By substituting Eq. (3.9) into Eq. (3.5), we obtain the Hamiltonian

H(t) = EC [q − qg(t)]
2 − EJ0 cosφ (3.10)
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3.1. THE COOPER-PAIR BOX

for a circuit which is called a Cooper-pair box (CPB), as shown in Fig. 3.2. Here

we redefine the dimensionless charges q ≡ Q/(2e), qg(t) ≡ Cgv(t)/(2e), and the

charging energy EC ≡ (2e)2/(2CΣ).

The quantum Hamiltonian of this CPB can be written, in the charge eigenbasis

|q〉 [11], as

Ĥ = EC (q̂ − qg)
2 − EJ0 cos φ̂

=
+∞∑

q=−∞

[
EC (q − qg)

2 |q〉〈q| − EJ0

2
(|q + 1〉〈q|+ |q − 1〉〈q|)

]
. (3.11)

In Fig. 3.3, four lowest eigenenergy levels of the quantum Hamiltonian for various

qg are plotted in (a) charge regime (EC 
 EJ0) and (b) phase regime (EC 	 EJ0).
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Figure 3.3. The eigenenergies of a CPB as a function of gate charge qg for (a) EC = 5EJ0 and (b)
EC = 0.2EJ0.

In the charge regime, the CPB is also known as a charge qubit. The first exper-

imentally realized superconducting artificial atom [26] was a charge qubit. How-

ever, in recent years, the charge qubit design has been abandoned, because of its

short decoherence time due to the strong qg dependence of the eigenenergies, as

shown in Fig. 3.3 (a). Truncating Eq. (3.11) to the two adjacent charge states |q〉
and |q + 1〉, the quantum Hamiltonian can be written as

Ĥ = EC

[
qg −

(
q +

1

2

)]
σ̂z − EJ0

2
σ̂x, (3.12)

where the Pauli matrices σ̂z ≡ |q〉〈q| − |q + 1〉〈q + 1|, σ̂x ≡ |q + 1〉〈q| + |q〉〈q + 1|,
and q ≤ qg ≤ q + 1. For qg close to either q or q + 1, the eigenstates of Eq. (3.12)

are equivalent to the charge states, as shown in Fig. 3.4. A gate charge fluctuation

δqg can easily cause decoherence (in this case it is pure dephasing) [27, 28] of

the qubit. To improve the decoherence time, a variant of the charge qubit called

quantronium was developed in 2002 [29]. It works in the charge-phase regime

(EC ∼ EJ0), in which the eigenenergies are smoother than those in the charge
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CHAPTER 3. ARTIFICIAL ATOMS BASED ON JOSEPHSON JUNCTIONS

regime. To minimize the decoherence induced by the gate charge fluctuations, the

quantronium is always dc biased at half-integer gate charges (charge degeneracy

points) where the two lowest eigenenergy levels are separated by the Josephson

energy EJ0 (see Fig. 3.4).

0.2 0.4 0.6 0.8

0

1

2

3

4

qg

E
 / 

E
J0

|1〉|0〉
EJ0

Figure 3.4. The eigenenergies (solid curves) of a charge qubit for EC = 5EJ0 and q = 0. At |qg −
1/2| � 0, the charge states |0〉 and |1〉 have energies (dotted curves) similar to the
eigenenergies; at the charge degeneracy point, qg = 1/2, the eigenenergy gap is equal
to the Josephson energy EJ0.

3.2 The transmon qubit

By further decreasing the charging energy to the phase regime, the CPB, instead

of being named phase qubit, is called a transmon [30]. Comparing it with the

quantronium, the transmon does not require a fixed dc voltage bias, since its

eigenenergies (at least for the two lowest levels) are almost independent of qg, as

plotted in Fig. 3.3 (b). Technically, the charging energy is lowered by shunting the

Josephson junction with an interdigitated capacitor. To gain extra tunability of the

Josephson energy, the single Josephson junction is split into two and integrated in

a small superconducting loop, as shown in Fig. 3.5.

The Hamiltonian of a transmon can be quantized in the same manner as the

phase qutrit as discussed in Sec. II of Publication VI. We start with a classical

Hamiltonian very similar to Eq. (3.10),

H = EC(q − qg)
2 − EJ1 cosφ1 − EJ2 cosφ2, (3.13)

with the Josephson energies EJ1 and EJ2 of the two Josephson junctions, respec-

tively. φ1 and φ2 are the gauge-invariant phase differences across the two junc-

tions, and they fulfill the fluxoid quantization condition

φ1 − φ2 = Φ/ϕ0 (mod 2π), (3.14)
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3.2. THE TRANSMON QUBIT

Cg

v(t) Φ
C LJ1

LJ2

extΦ

(b)

test 
junction

flux bias
coil

transmon

(a)

Figure 3.5. (a) Optical microscopic picture of a transmon qubit, fabricated by ebeam lithography
and standard double-angle evaporation, embedded in a niobium λ/4 CPW resonator.
(b) Equivalent circuit diagram of the transmon (ignoring the resonator here).

where Φ is the total magnetic flux through the loop, which is the sum of the exter-

nal bias flux Φext and the screening flux Φs [24]. Normally the loop inductance of

a transmon is negligibly small, and therefore Φ ≈ Φext. By defining

φ ≡ (φ1 + φ2)/2, EJ0 ≡ EJ1 + EJ2 and d ≡ (EJ2 − EJ1) /EJ0 	 1, (3.15)

the Hamiltonian Eq. (3.13) can be written as

H = EC(q − qg)
2 − EJ0 cos(ϕext) cosφ− dEJ0 sin(ϕext) sinφ, (3.16)

where ϕext = Φext/(2ϕ0) (mod π). In order to minimize the effect of charge fluc-

tuations, the external magnetic flux should be biased at EJ0| cos(ϕext)| 
 EC. In

this case local minima of the cosine potential cosφ can be well approximated by a

quartic function, and the Hamiltonian above is approximately

H ≈ ECq
2 + EJ0| cos(ϕext)|φ

2

2
− EJ0| cos(ϕext)|φ

4

24

−dEJ0 sin(ϕext)

(
φ− φ3

6

)
− 2ECqqg. (3.17)

The quadratic term dominates the potential energy, thus Eq. (3.17) describes a

perturbed harmonic oscillator similar to the example discussed at the beginning

of this chapter.

Quantizing and rewriting the dimensionless operators φ̂ and q̂ in terms of har-

monic oscillator creation and annihilation operators

φ̂ =

[
EC

2EJ0| cos(ϕext)|
]1/4 (

b̂† + b̂
)

and q̂ = i

[
EJ0| cos(ϕext)|

8EC

]1/4 (
b̂† − b̂

)
, (3.18)

respectively, the quantum Hamiltonian reads

Ĥ ≈ �ωp

(
b̂†b̂+

1

2

)
− EC

48

(
b̂† + b̂

)4 − d sin(ϕext)

[
ECE

3
J0

2| cos(ϕext)|
]1/4 (

b̂† + b̂
)

−iqg
[
2E3

CEJ0| cos(ϕext)|
]1/4 (

b̂† − b̂
)
, (3.19)
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CHAPTER 3. ARTIFICIAL ATOMS BASED ON JOSEPHSON JUNCTIONS

with the plasma frequency

ωp =
√
2ECEJ0| cos(ϕext)|

/
�. (3.20)

Truncating it to the two lowest energy levels {|0〉, |1〉}, the Hamiltonian Eq. (3.19),

in terms of Pauli matrices, has the form

Ĥ = −�ω10

2
σ̂z − �Ωx

2
σ̂x − �Ωy

2
σ̂y, (3.21)

where the |0〉 ↔ |1〉 transition frequency ω10 = ωp − EC/(4�), and

�Ωx = 2d sin(ϕext)

[
ECE

3
J0

2| cos(ϕext)|
]1/4

, �Ωy = 2qg
[
2E3

CEJ0| cos(ϕext)|
]1/4

. (3.22)

In Fig. 3.6, the spectroscopy of the transmon used for motional averaging experi-

ment (to be discussed in Chapter 6) is shown.
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H
z)

Φext/Φ0

Figure 3.6. Transmon spectroscopy versus external flux bias Φext. Dashed (white) curves: fittings
of ω10 with EC/� = 2π × 1.4 GHz and EJ0/� = 2π × 8.4 GHz.

3.3 The phase qutrit

A microscopic photo of a phase qutrit is shown in Fig. 3.7. In the rf-SQUID equiv-

alent circuit of it, a single Josephson junction with a differential Josephson induc-

tance LJ and a junction capacitance C has been inserted into a superconducting

loop with inductance L.

Considering that the flux bias Φext consists of both the dc part Φdc and the rf part

Φrf , the classical Hamiltonian of the flux-biased rf-SQUID reads

H(t) =
Q2

2C
+

Φ2

2L∗
J

+
Φ3

2Φ0L∗ − ΦΦrf(t)

L
, (3.23)

where the branch flux Φ of the Josephson junction and the charge Q accumulated

on the capacitor are two canonically conjugate variables. L∗
J and L∗ stand for the
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dc-SQUID
  readout Φ

qutrit

L

ext

LJ C

Figure 3.7. Left: Optical microscopic picture of a phase qubit sample from the National Institute of
Standards and Technology (NIST), Boulder. Right: Schematics of the phase qubit and
a nearby dc-SQUID for single-shot readout and on-chip flux bias circuit.

effective Josephson inductance and the effective loop inductance, respectively, and

they are dependent on the dc flux bias (see Publication VII). The first three terms

on the right-hand side of Eq. (3.23) are very similar to the terms on the right-hand

side of Eq. (3.5).

A detailed derivation of quantum Hamiltonian for the phase qutrit is given in

Publication VII. In the Autler-Townes splitting experiment (to be reviewed in

Chapter 5) we only use the lowest three levels. The quantum Hamiltonian from

Eq. (3.23) is

Ĥ(t) =

⎡⎢⎢⎣
�ω0/2 3η 0

3η 3�ω0/2 6
√
2η

0 6
√
2η 5�ω0/2

⎤⎥⎥⎦− Φrf(t)

L
Φ̂, (3.24)

in the harmonic oscillator [formed by the first two terms on the right-hand side of

Eq. (3.23)] eigenbasis |n〉0, where ω0 =
√
1/(L∗

JC) and η = (�/2Cω0)
3/2/(2Φ0L

∗).

Since in the Autler-Townes experiment, η is only about 2% of �ω0, the eigenstates

|n〉 of the matrix on the right-hand side of Eq. (3.24) are quite close to the harmonic

oscillator eigenstates |n〉0. In the new basis |n〉, the quantum Hamiltonian can

then be rewritten as

Ĥ(t) ≈ �

⎡⎢⎢⎣
0 0.69g(t) 0.02g(t)

0.69g(t) ω10 g(t)

0.02g(t) g(t) ω10 + ω21

⎤⎥⎥⎦ , (3.25)

where ω10 ≈ 0.976ω0 and ω21 ≈ 0.952ω0 indicate the |0〉 ↔ |1〉 and the |1〉 ↔ |2〉
transition frequencies, respectively,

g(t) = −Φrf(t)

L

√
1

�ω0C
(3.26)

denotes the normalized rf driving field amplitude, and the factors in front of g(t)

are the dimensionless transition dipole moments.
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In Fig. 3.8 below, a typical spectroscopy of a phase qutrit is presented. This spec-

troscopy shows the |0〉 ↔ |1〉 and |1〉 ↔ |2〉 transitions, as well as avoided crossings

(red circled areas) due to the coupling between the qutrit and the two-level sys-

tem (TLS) fluctuators inside the Josephson junction barrier (to be discussed in

Chapter 4 and Chapter 6).
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Figure 3.8. Phase qutrit spectroscopy versus external flux bias voltage. The avoided crossings (in
the red circled areas) are caused by the transverse coupling to the TLSs.

3.4 Atom-resonator interaction — circuit QED

Superconducting circuits can be used to construct similar setups as traditional

cavity QED in optical region. In Fig. 3.5(a), such a setup known as circuit QED [31,

32] was already presented. An artificial atom (a transmon qubit) is capacitively

coupled to the center conductor of a CPW microwave resonator. If we consider

that v(t) in Fig. 3.5(b) is due to the microwave photons inside the resonator [33],

v̂ ≈ i
√
�ω0/(Dc)

(
â† − â

)
near the open end of the resonator (here ω0 and Dc are

the resonant frequency and the total capacitance of the resonator, respectively, see

Sec. 2.2), and that the gate charge q̂g = Cgv̂/(2e), then from Eqs. (3.21) and (3.22)

we can obtain the interaction Hamiltonian

Ĥint = −�Ω̂y

2
σ̂y ≈ Cg

2e

√
�ω0

Dc

[
2E3

CEJ0| cos(ϕext)|
]1/4 (

σ̂+ − σ̂−) (â† − â
)
, (3.27)

where σ̂− ≡ |0〉〈1| and σ̂+ ≡ |1〉〈0| are the qubit lowering and raising operators, re-

spectively. By applying a rotating wave approximation [34], the interaction Hamil-

tonian takes the well known Jaynes-Cummings form

Ĥint ≈ −�κ
(
σ̂−â† + σ̂+â

)
, (3.28)
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with the coupling strength

κ =
Cg

2e

√
ω0

�Dc

[
2E3

CEJ0| cos(ϕext)|
]1/4

. (3.29)

The total Hamiltonian, including the qubit, the resonator and the interaction

reads

Ĥ = −�ω10

2
σ̂z + �ω0

(
â†â+

1

2

)
− �κ

(
σ̂−â† + σ̂+â

)
. (3.30)

For the transmon sample operating at ω10 ∼ 2π × 3 GHz, and bare resonance

of the resonator at ω0 ≈ 2π × 3.8 GHz (see Fig. 3.6), a strong coupling3 κ ∼
2π × 100 MHz (Cg ∼ 10 fF) is achievable due to the transmon’s large dimension.

Recently, even the ultra-strong coupling regime κ/ω0 > 0.1 has been reached ex-

perimentally for a flux qubit inductively coupled either to a CPW resonator [35] or

to a lumped LC resonator [36].

When the qubit and the resonator are near resonant, ω10 ≈ ω0, the interaction

Hamiltonian in Eq. (3.28) couples the two product states |0〉 ⊗ |n+ 1〉 and |1〉 ⊗ |n〉
(here |n〉 and |n+ 1〉 indicate the eigenstates of the photon number operator â†â of

the resonator), and produces two dressed states [37] separated by an energy differ-

ence �κ
√
n+ 1. This

√
n+ 1 dependence of the atom-photon coupling strength was

observed in circuit QED in 2008 [38].

In the so called dispersive coupling regime [31], |ω10 −ω0| 
 κ, we can perform a

Schrieffer-Wolff transformation Û †ĤÛ with operator

Û = exp
[ κ
Δ

(
σ̂+â− σ̂−â†

)]
≡ exp(Â), (3.31)

where Δ = ω10 − ω0 is the detuning. By using the Campbell-Baker-Hausdorff

lemma to the second order, we obtain

Ĥ ′ = Û †ĤÛ ≈ Ĥ +
[
Ĥ, Â

]
+

1

2

[[
Ĥ, Â

]
, Â
]

≈ −�

2

(
ω10 +

κ2

Δ

)
σ̂z + �ω0

(
â†â+

1

2

)
− �

κ2

Δ
σ̂zâ

†â. (3.32)

On the one hand, the dispersive coupling causes an ac Stark shift of the qubit

transition frequency by (2κ2/Δ)〈â†â〉 and a Lamb shift of it by κ2/Δ. On the other

hand, the resonator’s resonant frequency is shifted by (κ2/Δ)σ̂z, which means that

we can read qubit state out by probing the resonator near its bare resonant fre-

quency ω0 [39].

In the dispersive coupling regime, single-qubit quantum gates can be realized

by driving the qubit with an extra microwave field through the resonator [31].

3The coupling strength κ is much larger than the resonator decay rate γ (see Sec. 2.1) and
the qubit relaxation rate Γ1 (to be introduced in the next chapter).
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Several qubits can be placed in the gap between the center conductor of the CPW

resonator and the ground plane, and even if two of them are spatially well sepa-

rated (e.g. located near the two ends of the resonator), they can be coupled through

virtual excitation of the resonator, as shown in Publication I. Details of using this

type of coupling to implement universal quantum gates are also shown in Publi-

cation I.
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4. Decoherence in Artificial Atoms

In the previous chapter, I mentioned decoherence in a CPB only very briefly. In

general, decoherence of quantum superpositions (reducing of off-diagonal elements

of the quantum system’s density matrix) in an atom is caused by interaction be-

tween the atom and its environment. A model that describes this process is the

Caldeira-Leggett model [8]. In this chapter, I will first give a quantitative descrip-

tion of decoherence in a superconducting artificial atom, which will be used as a

theoretical tool for analyzing experimental data shown in Chapter 5 and Chap-

ter 6. Then I will extend this single-atom decoherence model to a two-atom case

and I will study a quantum phenomenon called entanglement sudden death.

4.1 Decoherence in a single artificial atom

We use the transmon qubit as an example. As shown in Eqs. (3.21) and (3.22),

there are two control parameters, external flux ϕext and gate charge qg, for the

qubit. Both of them can be noisy. Assuming that ϕext = ϕdc + δϕ(t), qg = δq(t), and

d = 0 for simplicity, the Hamiltonian is

Ĥ = −1

2

(√
2ECEJ0 cos(ϕext)− EC

4

)
σ̂z + δq(t)

[
2E3

CEJ0 cos(ϕext)
]1/4

σ̂x. (4.1)

Here I take 0.3π < ϕext < 0.4π (see Fig. 3.6), and I also rotate the coordinates

around z-axis by π/2 (σ̂y → −σ̂x). For small flux fluctuations δϕ(t) ≈ 0,

[cos(ϕext)]
1/(2k) ≈ [cos(ϕdc)]

1/(2k)

[
1− δϕ(t)

2k cos(ϕdc)

]
, where k = 1, 2. (4.2)

Thus the Hamiltonian can be rewritten as

Ĥ ≈ −�

2
[ω10 − δω(t)] σ̂z +

�

2
δΩ(t)σ̂x, (4.3)

with

�ω10 =
√
2ECEJ0 cos(ϕdc)− EC

4
, �δω(t) = δϕ(t)

√
ECEJ0

2 cos(ϕdc)
, (4.4)
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and1

�δΩ(t) ≈ 2δq(t)
[
2E3

CEJ0 cos(ϕdc)
]1/4

. (4.5)

If we follow the same procedures as those in Eqs. (2.15 - 2.20), by rewriting the

Hamiltonian Eq. (4.3) as Ĥ = Ĥ0 + Ĥint(t), with

Ĥ0 = −�

2
ω10σ̂z and Ĥint(t) =

�

2
[δω(t)σ̂z + δΩ(t)σ̂x] , (4.6)

we obtain a master equation in the interaction picture

˙̂
ρ̃(t) ≈ 1

8
S⊥(ω10)

[
2σ̂−ˆ̃ρ(t)σ̂+ − σ̂+σ̂−ˆ̃ρ(t)− ˆ̃ρ(t)σ̂+σ̂−

]
+
1

8
S⊥(−ω10)

[
2σ̂+ˆ̃ρ(t)σ̂− − σ̂−σ̂+ˆ̃ρ(t)− ˆ̃ρ(t)σ̂−σ̂+

]
+
1

4
S‖(0)

[
σ̂z ˆ̃ρ(t)σ̂z − ˆ̃ρ(t)

]
, (4.7)

where S⊥(±ω10) =
∫∞
−∞ dτe±iω10τ 〈δΩ(τ)δΩ(0)〉 and S‖(0) =

∫∞
−∞ dτ〈δω(τ)δω(0)〉.

The right-hand side of Eq. (4.7) can be written in the matrix form as

1

4

⎡⎣ −S⊥(−ω10)ρ̃00 + S⊥(ω10)ρ̃11 −1
2 [4S‖(0) + S⊥(ω10) + S⊥(−ω10)]ρ̃01

−1
2 [4S‖(0) + S⊥(ω10) + S⊥(−ω10)]ρ̃10 S⊥(−ω10)ρ̃00 − S⊥(ω10)ρ̃11

⎤⎦ ,

with ρ̃jk = 〈j|ˆ̃ρ(t)|k〉. The longitudinal (σ̂z) noise S‖(0) only affects the off-diagonal

density matrix elements, known as pure dephasing (decoherence); while the trans-

verse (σ̂x) noise S⊥(±ω10) affects both the diagonal and the off-diagonal elements.

Since the origin of δΩ(t) is the gate voltage fluctuation [see Eq. (4.5) and the defi-

nitions below Eq. (3.10)], we can then rewrite S⊥(±ω10) as (see Sec. 2.1.1)

S⊥(ω10) =
2ω10R0C

2
g

�e2
[
2E3

CEJ0 cos(ϕdc)
]1/2

(n̄+ 1) ≡ 4Γ1 (n̄+ 1) , (4.8)

S⊥(−ω10) =
2ω10R0C

2
g

�e2
[
2E3

CEJ0 cos(ϕdc)
]1/2

n̄ ≡ 4Γ1n̄, (4.9)

with n̄ = {exp[�ω10/(kBT )]− 1}−1 and the relaxation rate Γ1.

By transforming Eq. (4.7) back to the Schrödinger picture, we obtain the Markov

master equation for the qubit in thermal equilibrium

˙̂ρ = − i

�

[
Ĥ0, ρ̂

]
+

Γ1

2
(n̄+ 1)

(
2σ̂−ρ̂σ̂+ − σ̂+σ̂−ρ̂− ρ̂σ̂+σ̂−)

+
Γ1

2
n̄
(
2σ̂+ρ̂σ̂− − σ̂−σ̂+ρ̂− ρ̂σ̂−σ̂+

)
+

Γϕ

2
(σ̂zρ̂σ̂z − ρ̂) , (4.10)

with the pure dephasing rate Γϕ ≡ S‖(0)/2. In Lecture 2 of [13], a more system-

atic method to derive the master equation for a two-level atom coupled to bosonic

reservoirs in thermal equilibrium is provided.

1Here I neglect the δg(t)δϕ(t) term since δϕ(t)/ [2 cos(ϕdc)] 	 1. However it may be inter-
esting to study decoherence via correlated noises.
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CHAPTER 4. DECOHERENCE IN ARTIFICIAL ATOMS

In real experiments, superconducting qubits are cooled down to very low tem-

perature, kBT 	 �ω10. In this limit, the excitation of the qubit by the transverse

noise is negligible. So a reduced master equation [taking n̄ ≈ 0 in Eq. (4.10)],

˙̂ρ ≈ − i

�

[
Ĥ0, ρ̂

]
+

1

2

⎡⎣ 2Γ1ρ11 −(Γ1 + 2Γϕ)ρ01

−(Γ1 + 2Γϕ)ρ10 −2Γ1ρ11

⎤⎦ , (4.11)

is commonly used for describing decoherence processes in superconducting qubits.

The energy relaxation time T1 ≡ Γ−1
1 , and the total decoherence time T2 ≡ (Γϕ +

Γ1/2)
−1 ≤ 2T1. From now on, I will only consider the low temperature limit.

Experiments on studying decoherence of superconducting qubits [40] revealed

that the energy relaxation is a spontaneous emission process induced by the Ohmic

(f ) high-frequency noise, and that the dephasing was dominated by the 1/f low-

frequency noise. These results are in reasonably good agreement with what we

learn from Eq. (4.7). Furthermore, the experiments in [40] also indicated the T 2

temperature dependence of the 1/f noise spectral density and the ω ∼ T crossover

between f noise and 1/f noise. To explain these properties, Shnirman and his

co-works proposed a model [41], in which, instead of considering collective har-

monic oscillators as noise sources, both f noise and 1/f noise were produced by

one ensemble of coherent two-level system (TLS) fluctuators [42, 43].

In the presence of a coherent driving field transversely coupled to the qubit

Ĥdrive = �Ωcos(ωdrivet)σ̂x, (4.12)

with Rabi frequency Ω and driving frequency ωdrive, the master equation can be

written as [14]
˙̂ρ ≈ − i

�

[
Ĥ0 + Ĥdrive, ρ̂

]
+ L[ρ̂], (4.13)

as long as |Ω| 	 |ω10|, where the Liouvillean L[ρ̂] represents the matrix on the

right-hand side of Eq. (4.11) describing the relaxation and the dephasing.

The discussion above can be easily extended to a three-level system. In Publi-

cation VII, the Liouvillean describing the relaxation process was derived micro-

scopically by following [13], and the Liouvillean for pure dephasing was derived

semiclassically. The master equation for the phase qutrit reads

˙̂ρ ≈ − i

�

[
Ĥ(t), ρ̂

]
+

1

2

⎡⎢⎢⎣
2Γ10ρ11 −γ10ρ01 −γ20ρ02

−γ10ρ10 −2Γ10ρ11 + 2Γ21ρ22 −(γ10 + γ20)ρ12

−γ20ρ20 −(γ10 + γ20)ρ21 −2Γ21ρ22

⎤⎥⎥⎦ , (4.14)

where Γjk is the |j〉 → |k〉 relaxation rate, the decoherence rates γ10 = Γ10 + Γϕ
10,

γ20 = Γ21 + Γϕ
20, and Ĥ(t) was given in Eq. (3.25).
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4.2. DECOHERENCE IN A BIPARTITE SYSTEM – ESD

4.2 Decoherence in a bipartite system – ESD

In a composite system of more than one quantum particle, e.g. two qubits (known

as a bipartite system), there can be non-classical correlations between the parti-

cles. If such non-classical correlations exist, the system’s state cannot be written

as a convex combination of direct products of individual particles states [44]. This

system is called entangled [28, 45]. When each qubit in the bipartite system expe-

riences independent relaxation processes (caused by transverse zero-temperature

thermal reservoir), the entanglement is destroyed abruptly (sudden death) for

some entangled states [46]. Later Yu and Eberly [47] pointed out that when in-

dependent pure dephasing was added to each qubit, all initially entangled states

suffered sudden death. This entanglement sudden death (ESD) phenomenon was

demonstrated experimentally in 2007 [48].

We have added on-resonant continuous driving with Rabi frequency Ωj for qubit-

j (j = A,B) and a transverse qubit-qubit coupling with strength ωc into the orig-

inal ESD model studied by Yu and Eberly [46]. In a doubly rotating frame, the

master equation for the density matrix ρ̂ of the bipartite system reads

˙̂ρ = − i

�

[
ĤAB, ρ̂

]
+

∑
j=A,B

Γj

2

(
2σ̂−

j ρ̂σ̂
+
j − σ̂+

j σ̂
−
j ρ̂− ρ̂σ̂+

j σ̂
−
j

)
, (4.15)

with the Hamiltonian

ĤAB =
�

2
ΩAσ̂x ⊗ Î +

�

2
ΩB Î ⊗ σ̂x +

�

2
ωc (σ̂x ⊗ σ̂x + σ̂y ⊗ σ̂y) , (4.16)

the energy relaxation rate Γj of qubit-j, and the single-qubit raising (lowering)

operators σ̂±
A = σ̂± ⊗ Î, σ̂±

B = Î ⊗ σ̂± (Î the Identity operator).

4.2.1 Secular limit

In Publications II and IV, we studied the ESD in the secular driving limit Ωj 
 Γj

[37]. In this limit, the master equation (4.15) can be analytically solved for the

so-called “X”-states

ρ̂(t) =

⎡⎢⎢⎢⎢⎢⎣
a(t) 0 0 w(t)

0 b(t) z(t) 0

0 z∗(t) c(t) 0

w∗(t) 0 0 d(t)

⎤⎥⎥⎥⎥⎥⎦ . (4.17)

A measure of entanglement, the concurrence C[ρ̂] [49], is calculated in the time

domain for two sets of initially entangled “X”-states, the Werner states ρ̂W [44] and
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the Yu-Eberly (YE) states ρ̂Y E [46], respectively, where

ρ̂W =
1

3

⎡⎢⎢⎢⎢⎢⎣
1− f 0 0 0

0 (1 + 2f)/2 (1− 4f)/2 0

0 (1− 4f)/2 (1 + 2f)/2 0

0 0 0 1− f

⎤⎥⎥⎥⎥⎥⎦ , (4.18)

ρ̂Y E =
1

3

⎡⎢⎢⎢⎢⎢⎣
1− α 0 0 0

0 1 1 0

0 1 1 0

0 0 0 α

⎤⎥⎥⎥⎥⎥⎦ , (4.19)

with 0.25 ≤ f ≤ 1 and 0 ≤ α ≤ 1.
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Figure 4.1. Time evolution of the concurrence under coherent driving for (a) Werner state and (b)
YE state. Here we assume ΓA = ΓB ≡ Γ and ΩA = ΩB ≡ Ω for simplicity, and take
ωc = 5Γ, Ω = 25Γ.

In the case of no driving and no qubit-qubit coupling studied by Yu and Eberly,

the entanglement of YE states with α < 1/3 [46] and that of Werner states with

f > 0.714 [50] decay asymptotically. As shown in Fig. 4.1, the concurrences in

the whole range of f and α disappear abruptly in the case of secular driving and

qubit-qubit coupling. These differences are mainly caused by the raising of reser-

voirs’ effective temperature and the appearing of effective pure dephasing due to

the drivings (see Publication II). The time evolution of Werner states are inde-

pendent of the qubit-qubit coupling ωc, however, as studied in Publication IV, for

other “X”-states the ESD behaviors are dependent on ωc, and the entanglement

can be regenerated after sudden death. This is due to the fact that the transverse

(XY) qubit-qubit coupling can produce perfect entanglers [51, 52] and can gener-

ate maximum entanglement from disentangled states in a period proportional to

2π/ωc (see Sec. IV of Publication I).

29



4.2. DECOHERENCE IN A BIPARTITE SYSTEM – ESD

4.2.2 Non-secular limit

In the non-secular limit where Ω is comparable to Γ, by numerically solving Eq. (4.15)

with parameters ωc = 5Γ and Ω = Γ, the time dependent concurrence for Werner

states are calculated and plotted in Fig. 4.2(a). Shortly after the ESD, entangle-

ment is regenerated via the XY coupling, and it seems to have long life time and

be independent on the initial states. In Publication V, we found the steady-state

concurrence at time t → ∞ analytically,

C(∞)[ρ̂] = max

{
2Ω2(2ωcΓ− Ω2)

(Γ2 + 2Ω2)2 + 4ω2
cΓ

2
, 0

}
, (4.20)

as plotted in Fig. 4.2(b).
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Figure 4.2. (a) Time evolution of the concurrence for the Werner state with ωc = 5Γ, Ω = Γ. (b) The
steady-state concurrence as a function of ωc and Ω.

The solution (steady state) of Eq. (4.15), ρ̂(∞), is independent of the initial state

ρ̂(0), and so it is the concurrence C(∞)[ρ̂]. From Eq. (4.20), one can easily find

out that the boundary between the region of finite entanglement and that of no

entanglement is a parabola, ωc = Ω2/(2Γ), as illustrated by the dashed line in

Fig. 4.2(b). The steady-state concurrence reaches the maximum value of

C(∞)
max =

Ω2

Ω2 +

√
Ω4 + (Γ2 + 2Ω2)2

at ωc =
Ω2

2Γ
+

√
Ω4 + (Γ2 + 2Ω2)2

2Γ
,

as illustrated by the dotted line in Fig. 4.2(b).

Since this steady-state entanglement is robust under decoherence, independent

of the initial state of the qubits, and relatively easy to generate, such bipartite

systems could be used as “entanglement batteries”. A protocol of using simple lo-

cal unitary operations to harvest and transmit the steady-state entanglement in

a quantum circuit consisting of qubits and resonators was suggested in Publica-

tion V.
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5. The Autler-Townes Effect in a Phase
Qutrit

As derived in Publication VII, the energy levels in a superconducting phase qutrit

form a ladder (also called cascade) configuration, in which only the transitions

between adjacent energy levels are dipole allowed.

|0>

|1>

|2>

ω21

ω10

Γ10

Γ21

ωp

ωc

Figure 5.1. A ladder three-level atom is irradiated by two single-mode electromagnetic fields of
frequency ωp and ωc. ωj,j−1 denotes the transition frequency between atomic levels |j〉
and |j − 1〉, and Γj,j−1 the spontaneous decay rate from |j〉 to |j − 1〉. The spontaneous
decay from |2〉 to |0〉 is approximately dipole forbidden.

As shown in Fig. 5.1, the ground level |0〉 is coupled to the intermediate level

|1〉 by a monochromatic probe field of angular frequency ωp, while the upper level

|2〉 and the intermediate level |1〉 are coupled by another monochromatic coupling

field of angular frequency ωc.

5.1 The Autler-Townes effect in the dressed-atom picture

Let us first ignore the probe field ωp, and ignore the interaction between the qutrit

and the coupling field ωc. The Hamiltonian of the qutrit reads

Ĥatom = � [ω10|1〉〈1|+ (ω10 + ω21)|2〉〈2|] , (5.1)
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5.1. THE AUTLER-TOWNES EFFECT IN THE DRESSED-ATOM PICTURE

and the Hamiltonian of the coupling field

Ĥcoup = �ωc

(
â†â+ 1/2

)
, (5.2)

with â† (â) the photon creation (annihilation) operator.

|0, n>

|1, n-1>

|2, n-2>

|0, n+1>

|1, n>

|2, n-1>

Δ

Δ

Ωc

|0, n>

|d  (n)>
+

|d  (n)>
-

ω =ωp 10

ω =ω  +Ω /2p c10

ω =ω  −Ω /2p c10ω =ωc 21

Figure 5.2. Energy diagram of the Autler-Townes splitting. The coupling tone and the two upper
levels of the three-level system form dressed states.

On the left-hand side of Fig. 5.2, the manifolds of unperturbed atom+coupling

field states

E(n− 1) = {|0, n〉, |1, n− 1〉, |2, n− 2〉},
E(n) = {|0, n+ 1〉, |1, n〉, |2, n− 1〉}

are shown. Here |j, n〉 = |j〉 ⊗ |n〉 (j = 0, 1, 2), n and |n〉 are the eigenvalue and

corresponding eigenvector of the photon number operator â†â. For simplicity, we

assume that the coupling field is on resonant with the atomic |1〉 ↔ |2〉 transi-

tion, ωc = ω21, so that the levels |2, n − 1〉 and |1, n〉 have the same energy. The

detuning between the atomic |0〉 ↔ |1〉 transition frequency and the coupling field

frequency is defined as Δ ≡ ω10 − ωc. At very low temperature, kBT 	 �ω10, �ω21,

the atom+coupling field system is prepared in the state |0, n〉, and it can be excited

to |1, n〉 if the probe field is switched on and tuned to near resonant with |0〉 ↔ |1〉
transition, ωp ≈ ω10.

Now by introducing an interaction,

Ĥint = �g
(
â†|1〉〈2|+ â|2〉〈1|

)
, (5.3)

between the coupling field and the atom, with dipole interacting constant g, the

two degenerate levels |1, n〉 and |2, n− 1〉 form dressed levels [37]

|d+(n)〉 = 1√
2
(|1, n〉+ |2, n− 1〉) and |d−(n)〉 = 1√

2
(|1, n〉 − |2, n− 1〉) (5.4)

separated by a Rabi frequency Ωc = 2g
√
n+ 1 (shown on the right-hand side of Fig.

5.2). Since both dressed levels contain equal amounts of |1, n〉, the two transitions
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CHAPTER 5. THE AUTLER-TOWNES EFFECT IN A PHASE QUTRIT

|0, n〉 → |d+(n)〉 and |0, n〉 → |d−(n)〉 (as indicated by the blue and red wavy arrows,

respectively, in Fig. 5.2) are allowed with the same probability for the probe field

at frequency ωp ≈ ω10 ± Ωc/2. The absorption spectrum of the probe field (as

well as the occupation probability of level |1〉) splits into two Lorentzians with a

separation Ωc, known as the Autler-Townes splitting or Autler-Townes doublet.

5.2 The Autler-Townes effect in a phase qutrit

From the simple dressed-atom interpretation given in the previous section, one

would expect that the Autler-Townes doublet is symmetric with respect to ω10 [as

indicated by the (green) dashed lines in Fig. 5.3, obtained by analytically solv-

ing the three-level master equation in a doubly rotating frame (see the following

discussions)]. In the spectroscopy measurements we kept the coupling field on-

resonant with |1〉 ↔ |2〉 transition, and measured the population P1 of level |1〉 at

different probe frequencies ωp. However, as indicated by the solid lines in Fig. 5.3,

asymmetric splittings of the population P1 were observed in the experiment.

8 8.05 8.1 8.15 8.2 8.25

0.06

0.08

0.1

0.12

0.14

ωp /2π(GHz)

P
1

8.135 GHz

Figure 5.3. Autler-Townes splittings in a phase qubit, taken from Fig. 4 of Publication VII. The
solid curves are the population P1 measured at Ωc/2π = 36 MHz (black) and Ωc/2π =

66 MHz (red). The dashed (green) curves are plotted by using Eq. (5.9). The dot-
ted curves are plotted by numerically solving a five-level master equation based on
Eq. (5.6). The vertical (blue) dashed line indicates the |0〉 ↔ |1〉 transition frequency
ω10 = 2π × 8.135 GHz.

To understand this difference between the experiment and the theory, we need

to re-consider the interaction Hamiltonian Hint more carefully. At the beginning of

this chapter (see Fig. 5.1), we assumed that each electromagnetic field drives only

one transition. This assumption has been successfully adopted in conventional
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5.2. THE AUTLER-TOWNES EFFECT IN A PHASE QUTRIT

quantum optics to study phenomena involving multi-level atom, such as electro-

magnetically induced transparency (EIT) [53]. It is not valid here since unlike

in natural atoms, the anharmonicity in a superconducting qutrit is small, which

means that when the coupling field is on resonant with the |1〉 ↔ |2〉 transition it

is also near resonant with the |0〉 ↔ |1〉 transition, and so is the probe field. To

fully describe the couplings, as well as the qutrit, we use the Hamiltonian shown

in Eq. (3.25),

Ĥ(t) ≈ �

⎡⎢⎢⎣
0 0.69g(t) 0.02g(t)

0.69g(t) ω10 g(t)

0.02g(t) Ω(t) ω10 + ω21

⎤⎥⎥⎦ , (5.5)

with g(t) = gc cos(ωct)+ gp cos(ωpt). Here we assume the electromagnetic fields are

classical. By taking the energy relaxations and pure dephasings into account, the

dynamics of the qutrit is governed by the master equation (see Sec. 4.1)

˙̂ρ ≈ − i

�

[
Ĥ(t), ρ̂

]
+

1

2

⎡⎢⎢⎣
2Γ10ρ11 −γ10ρ01 −γ20ρ02

−γ10ρ10 −2Γ10ρ11 + 2Γ21ρ22 −(γ10 + γ20)ρ12

−γ20ρ20 −(γ10 + γ20)ρ21 −2Γ21ρ22

⎤⎥⎥⎦ . (5.6)

The steady-state solution of the master equation above can be obtained analyt-

ically in a doubly rotating frame (of frequencies ωp and ωp + ωc). In this doubly

rotating frame, Eq. (5.5) takes the form (the time-dependent terms are neglected,

see Sec. III of Publication VII)

ˆ̃H ≈ �

⎡⎢⎢⎣
0 Ωp/2 0

Ωp/2 Δp Ωc/2

0 Ωc/2 Δp +Δc

⎤⎥⎥⎦ , (5.7)

with the Rabi frequencies Ωp = 0.69gp, Ωc = gc, and the detunings Δp = ω10 − ωp,

Δc = ω21 − ωc. The dissipation terms in Eq. (5.6) remain the same in the doubly

rotating frame. Then the steady state (t → ∞) is calculated by solving the equation

− i

�

[
ˆ̃H, ˆ̃ρ

]
+

1

2

⎡⎢⎢⎣
2Γ10ρ̃11 −γ10ρ̃01 −γ20ρ̃02

−γ10ρ̃10 −2Γ10ρ̃11 + 2Γ21ρ̃22 −(γ10 + γ20)ρ̃12

−γ20ρ̃20 −(γ10 + γ20)ρ̃21 −2Γ21ρ̃22

⎤⎥⎥⎦ = 0, (5.8)

where ˆ̃ρ is the density matrix in the doubly rotating frame.

In the steady state, the occupation probability of level |1〉 is approximately

P1 = ρ̃11(∞) ≈ Ω2
p

[
4Δ2

pγ10 + γ20(Ω
2
c + γ10γ20)

]
Γ10

[
16Δ4

p + (Ω2
c + γ10γ20)2 + 4Δ2

p(γ
2
10 + γ220 − 2Ω2

c)
] , (5.9)
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Figure 5.4. The Autler-Townes doublet separation versus the Rabi frequency Ωc, taken from Fig. 5
of Publication VII. The circles are the experimental results, the solid straight line is
the prediction of the dressed-atom picture (without decoherence), and the (red) dotted
curve is from Eq. (5.10).

which is plotted in Fig. 5.3 (the greed dashed curves). From this steady-state occu-

pation probability P1, we can also estimate the Autler-Townes doublet separation

(see also Sec. VI of Publication VII),

δωAT =

√[
Ωc(γ10 + γ20)

√
Ω2
c + γ10γ20 − γ20(Ω2

c + γ10γ20)
]/

γ10. (5.10)

As shown in Fig. 5.4, the separation given by Eq. (5.10) (the red dotted line) is

not the same as the prediction by the dressed-atom model (the black solid line)

discussed in Sec. 5.1. It indicates that the decoherence tends to move the Autler-

Townes doublet separation away from the linear dependence of the Rabi frequency

Ωc when Ωc is not much larger than the decoherence rates (non-secular limit).

In Fig. 5.3, the dotted curves were obtained by numerically solving a five-level1

master equation generalized from the three-level master equation Eq. (5.6), and

fitted the experimental data very well. However, the spectroscopy measurements

only reveal the steady-state properties of the Autler-Townes effect. In order to un-

derstand the dynamics of the Autler-Townes effect, time-domain measurements

were also done. In these measurements, the probe field is still continuous and

near resonant with ω10, but the coupling field (on resonant with ω21) is pulsed,

as illustrated by the insets in Fig. 5.5. The measurement pulse is applied after a

varying measurement delay time. The numerical simulations for the time-domain

measurements are done by solving the master equation Eq. (5.6). As indicated by

1The two extra levels are used to compute the leakage from |2〉 to higher energy levels, see
Publication VII.
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Fig. 5.5, the measured population shows clearly the dynamical process of forma-

tion of the Autler-Townes doublet, how it reaches the steady state and how the

doublet finally collapses into a single spectroscopic peak at ω10 after the coupling

field is switched off, and the numerical simulation results are in good agreement

with the measured population. More discussions and experimental details about

the Autler-Townes effect in the phase qutrit can be found in Publications VI, VII

and VIII.
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Figure 5.5. Autler-Townes splittings in the time domain. The probe field is continuously on and its
frequency is swept around the qutrit’s |0〉 ↔ |1〉 transition frequency. The coupling field
is on resonant with the qutrit’s |1〉 ↔ |2〉 transition, and its amplitude Ωc is pulsed as
indicated by the inset in the upper left corner.
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6. Simulating Motional Averaging in a
Transmon

In a schematic picture of nuclear magnetic resonance (NMR) in porous media, as

shown in Fig. 6.1(b), the single pore may be divided into two areas: the surface

(gray) area in which the externally applied magnetic field is modified by the pore

wall, and the core (white) area in which the externally applied magnetic field is not

modified. Static particles (molecules with spin-1/2 nuclei) in different areas can be

described by two Hamiltonians Ĥ1 = −�ω1σ̂z/2 and Ĥ2 = −�ω2σ̂z/2, corresponding

to the two different local magnetic fields, respectively. Their spectra are just two

Lorentzian peaks at frequencies ω1 and ω2, respectively. But, randomly moving

particles observe temporally short-lived variations of the magnetic field. Each

single moving particle’s transition frequency experiences a random telegraph noise

(RTN) trajectory as shown in Fig. 6.1(a). For each single moving particle, the

Hamiltonian reads

Ĥ(t) = −�

2
[ω0 + ξ(t)] σ̂z. (6.1)

ω0+ξ

t

ω

ω0-ξ

ω0

ω1ω2

Static particles

Moving particles

ω0 ω2ω1

S(ω)
1.6

0.4

0.8

1.2

(b)(a) (c)

Figure 6.1. Schematics of the motional averaging. (a) A sample trajectory of the qubit transition
frequency ω0 + ξ(t). (b) A illustration of NMR pore experiment with static and moving
particles. White and gray areas denote different magnetic (chemical) environments
producing the the transition frequencies ω1 = ω0 − ξ and ω2 = ω0 + ξ, respectively. (c)
The spectrum of motional averaging. The solid lines denote the schematic spectra of
static particles in different areas, and the dashed line corresponds to the spectrum of
moving particles.

Depending on the mean rate χ of jumping from one area to the other, the spec-

37



trum of the ensemble of particles takes the form [54]

S(ω) =
4ξ2χ

(ω − ω0)4 + ξ4 + 2(ω − ω0)2(2χ2 − ξ2)
. (6.2)

At low jumping rate χ 	 ξ, Eq. (6.2) represents two Lorentzians with linewidth χ

centered at ω = ω0±ξ, as indicated by the solid curves in Fig. 6.1(c); whereas when

χ 
 ξ, the two Lorentzians merge (motionally average) into one with linewidth

ξ2/(2χ) centered at ω = ω0, as indicated by the dashed curve in Fig. 6.1(c). This

phenomenon is known as the motional averaging.

The motional averaging has been experimentally studied in assemblies of large

numbers of particles, such as in proton NMR [55] and in optically trapped cold

atoms [56]. In these experiments, both ensemble averaging and time averaging

have been used to obtain the spectra. In principle the same effect should be ob-

served even at the single particle level, since the RTN jumping is a stationary

Markov process [54, 57]. Experimentally, this will be hard to realize in NMR or

trapped cold atoms. Nevertheless, we can simulate it with a quantum circuit con-

sisting of just one qubit.

As shown in Sec. 4.1, when an external flux ϕext(t) = ϕdc + ϕmod(t) is applied to

the transmon qubit, its Hamiltonian can be written in the same form as Eq. (6.1)1,

with the constant transition frequency ω0 =
[√

2ECEJ0 cos(ϕdc)− EC/4
]/

�, and

the modulation of transition frequency ξ(t) = ϕmod(t)
√
ECEJ0/ [2 cos(ϕdc)]

/
�. In

this chapter, I will discuss the recent experiment of simulating motional averaging

in a transmon qubit done in our group.

Since the pure dephasing process that occur in the dynamics of a superconduct-

ing qubit is dominated by 1/f noise longitudinally coupled to the qubit, this exper-

iment is also helpful for understanding the pure dephasing in the qubit. Observa-

tions of RTN in small devices such as metal-oxide-semiconductor-field-effect tran-

sistors (MOSFETs) suggest that the charge carriers trapped in defect sites [also

known as two-level system (TLS) fluctuators] located in the insulator layer of the

device are possible microscopic origins of the 1/f noise in these devices. A sum-

mation of an ensemble of RTNs can produce 1/f noise [41, 57]. The Hamiltonian

Eq. (6.1) also simulates the qubit longitudinally coupled to a randomly flipping

TLS.
1Here the same notations as those in Publication X are used, so ω0 is no longer the reso-
nant frequency of the resonator.
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CHAPTER 6. SIMULATING MOTIONAL AVERAGING IN A TRANSMON

6.1 Experimental setup

The transmon sample used for simulating single particle motional averaging is

very similar to the one shown in Fig. 3.5(a). It is mounted on a printed circuit

board (PCB) inside a copper sample box, as illustrated by the bottom-right inset of

Fig. 6.2. The sample box is covered by an Amuneal Amumetal 4K (A4K) cryogenic

magnetic shield, mounted at the mixing chamber of a dilution refrigerator, and

cooled down to ∼ 30 mK. The vacuum can is covered by a layer of ∼ 1 mm thick Pb,

which is superconducting at liquid-Helium temperature (4.2 K). A combination of

superconducting shield and A4K shield provides a reasonably stable dc magnetic

environment for the sample.

In Fig. 6.2, the wiring of the dilution refrigerator is shown. From room temper-

ature to 4.2 K, relatively lossy cupronickel [both inner and outer conductors (I/O)]

semi-rigid coaxial cables are used. From the still, Niobium semi-rigid coaxial ca-

bles are used to reduce heat load to the mixing chamber. The input line (cavity

in) for sending in the probe signal of the λ/4 resonator is heavily attenuated at

different temperature stages (cable loss plus attenuators ∼ 60 dB). On the output

line (cavity out), an extra Raditek circulator is used to block noise flowing back

to the sample, and a cold amplifier (∼ 30 dB gain) is located at 4.2 K. Since the

flux bias line is used for both RTN modulations and dc bias, there is a trade-off

between pulse shape distortion and thermal noise attenuation. Attenuator can

not be used at mixing chamber for the flux bias line, since the attenuator may

heat the mixing chamber up when the dc current passes through it. Normally, a

powder filter is used to attenuate the thermal noise at radio frequencies and let

dc signal passing through it. However, here we need ∼ 500 MHz bandwidth for

the modulation, which is much higher than the cutoff of our powder filter. We put

a Mini-Circuits VLF-1000 (dc to 1000 MHz) low pass filter on flux bias line at the

mixing chamber, and put a Mini-Circuits VLFX-500 (dc to 500 MHz) low pass filter

at room temperature (see Fig. 6.3).

The electronic setup at room temperature is illustrated by Fig. 6.3. The dc flux

bias and RTN modulation are generated by an Agilent 81150A arbitrary waveform

generator (AWG). A continuous signal from an Agilent E8257D analog signal gen-

erator is used for driving the qubit. A continuous signal from an Agilent N5230C

PNA-L network analyzer is used to probe the cavity. These two signals are com-

bined together by a Mini-Circuits ZFSC-2-10G power splitter/combiner and sent to

the cavity input line of the dilution refrigerator. The signal from the cavity output
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6.1. EXPERIMENTAL SETUP
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Figure 6.2. Schematics of the dilution refrigerator wiring.
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CHAPTER 6. SIMULATING MOTIONAL AVERAGING IN A TRANSMON
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Figure 6.3. Diagram of room temperature electronics.

line of the dilution refrigerator is further amplified (∼ 70 dB gain) and detected

by the PNA-L network analyzer. Between the radio frequency instruments (the

analog signal generator and the network analyzer) and their corresponding lines,

dc blocks (DCBs) are used for breaking possible ground loops. All instruments

are synchronized with a Stanford Research Systems (SRS) FS725 Rubidium fre-

quency standard which is not shown in the figure. Measurement control and data

processing are done by MATLAB running on a measurement computer. Commu-

nications between the measurement computer and the instruments are realized

through IEEE-488 GPIB buses.

The RTN process obeys the Poisson distribution, which means that if the mean

jumping frequency is χ, in a period of time t the probability of occurring n jumps

is

Pn(t) = (χt)ne−χt/n!. (6.3)

0 0.1 0.2 0.3 0.4 0.5

−0.04

−0.02

0

0.02

0.04

0.06

t [μs]

V

Figure 6.4. An example of RTN modulation sequence generated by the AWG at a clock frequency
ν = 10 KHz, taken by an oscilloscope.

To generate such pulse sequences for modulating the transition frequency of the

qubit, we use MATLAB’s internal Poisson random number generator poissrnd to

generate binary RTN sequences, and load the sequences to the Agilent 81150A
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6.2. RESULTS

AWG. Each binary RTN sequence consists of 50000 data points and around 5000

random jumps in average. The mean jumping rate χ (of AWG’s output) is modu-

lated by changing the clock frequency ν of the AWG: χ ≈ 5000 × ν. To verify this

relation between χ and ν, we observe the RTN sequences at different ν by a fast

oscilloscope (10 GS/s), count the number n of edges (jumping events) for certain pe-

riod of time t, and calculate the real mean jumping rate by its original definition,

χ = n/t. As an example, a 0.5 μs long RTN sequence with estimated mean jump-

ing rate χ ≈ 5000 × 10 KHz = 50 MHz is shown in Fig. 6.4. 25 jumps are counted

during this 0.5 μs, which gives χ = 50 MHz. As long as ν < 100 KHz, the formula

χ ≈ 5000×ν gives good estimation of mean jumping rate. For ν > 100 KHz, the real

mean jumping rate is smaller than the estimated one, due to the intrinsic ∼ 2 ns

rise/fall time of the AWG2.

6.2 Results

The resonant frequency of the CPW resonator is ωr/2π = 3.795 GHz, and the trans-

mon qubit’s transition frequency (without modulation) is set at ω0/2π ≈ 2.62 GHz

(see also Fig. 3.6). The relaxation rate Γ1 ≈ 2π × 1 MHz and the decoherence rate

Γ2 = Γϕ + Γ1/2 ≈ 2π × 3 MHz of this qubit3 are extracted from the numerical

fittings of the Rabi oscillation data and the spectroscopy data taken without any

modulation.

In our motional averaging measurements, we recorded the steady-state popula-

tion Pe of the qubit’s excited state at different driving frequencies (ω) and different

mean jumping rates (χ) for several RTN jumping amplitudes (ξ), by probing the

CPW resonator (see discussions in Sec. 3.4). In Fig. 6.5(a), the experimental Pe

data for ξ/2π ≈ 71 MHz is shown. The experimental data indeed reveals the mo-

tional averaging behaviors described by the spectrum S(ω) presented in Eq. (6.2).

We also simulated Pe by numerically solving the master equation

˙̂ρ ≈ − i

�

[
ĤT(t), ρ̂

]
+

1

2

⎡⎣ 2Γ1ρ11 −(Γ1 + 2Γϕ)ρ01

−(Γ1 + 2Γϕ)ρ10 −2Γ1ρ11

⎤⎦ , (6.4)

with the total Hamiltonian ĤT(t) = Ĥ(t) + Ĥdrive(t), where Ĥ(t), as given in

2From the datasheet of the Agilent 81150A AWG, the minimum rise/fall time is 2.5 ns.
However, by checking the RTN pulses with the oscilloscope, we found that the minimum
rise/fall time is slightly smaller than that.
3Here Γ1 and Γ2 are the residual relaxation rate and decoherence rate, respectively. They
can be caused by the spontaneous emission of the qubit, naturally formed TLSs in the
sample, etc., but not the modulation.
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CHAPTER 6. SIMULATING MOTIONAL AVERAGING IN A TRANSMON

Eq. (6.1), contains the RTN modulation ξ(t), and Ĥdrive(t) = �g cos(ωt)σ̂x is the

driving term for exciting the qubit. Pe is just the diagonal element ρ11 of the

qubit’s density matrix ρ̂. The simulation results are shown in Fig. 6.5(b). They

look noisy, since for each data point, Pe is averaged over only 10 RTN sequences,

much less than the number of averages for those in Fig. 2a of Publication X.
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Figure 6.5. (a) Measured excited state population Pe under the RTN modulation. (b) Simulated Pe

obtained by numerically solving the master equation Eq. (6.4). (c) Horizontal cuts of
the measured population at χ = 60 MHz (blue), χ = 120 MHz (black) and χ = 240 MHz
(red). The base levels of Pe at χ = 120 MHz and at χ = 240 MHz are artificially raised
by 0.3 and 0.6, respectively. The open markers indicate the corresponding results of
the numerical simulation. The other parameters are ξ/2π = 71 MHz, g/2π = 9 MHz,
Γ1/2π = 1 MHz, and Γ2/2π = 3 MHz.

Two limiting cases of the motional averaging can be found. In the case of slow

jumping χ 	 ξ, Eq. (6.2) is approximately

S(ω) ≈ 2χ

(ω − ω0 ± ξ)2 + χ2
, (6.5)

which means that the qubit absorbs energy at ω0 ± ξ with the total decoherence

rate Γ′
2 = Γ2 + χ, as illustrated by the blue curve and the blue open circles in

Fig. 6.5(c). In contrast, when the jumping process is fast, χ 
 ξ,

S(ω) ≈ ξ2/χ

(ω − ω0)2 + [ξ2/(2χ)]2
. (6.6)

The qubit absorbs energy only at the frequency ω0 with Γ′
2 = Γ2 + ξ2/2χ, as il-

lustrated by the red curve and the red open triangles in Fig. 6.5(c). The increase
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in decoherence rate by ξ2/2χ can be related to the excursions of the accumulated

phase
∫ τ
0 ξ(t)dt (see Publication X) for single noise realisations. When χ is compa-

rable with ξ, there is a cross-over region where absorption reduces and the peak

broadens due to enhanced decoherence [see the black curve and the black open

squares in Fig. 6.5(c)]. This implies that a longitudinally coupled TLS fluctuator is

the most poisonous when its internal dynamics occurs approximately at the same

frequency as the coupling strength to the host.

6.3 Discussions

If the residual relaxation Γ1 and decoherence Γ2 are negligible, the dynamics of

the qubit is governed by the Schrödinger equation

i� ˙̂ρ(t) =
[
ĤT(t), ρ̂(t)

]
, (6.7)

where

ĤT(t) = −�

2
[ω0 + ξ(t)] σ̂z + �g cos(ωt)σ̂x, (6.8)

as given below Eq. (6.4). We can bring the Hamiltonian above into a rotating ref-

erence frame with frequency ω and perform a rotating-wave approximation (RWA)

to neglect terms oscillating at ±(ω0 + ω),

Ĥ ′
T(t) = Ŝ†(t)ĤT(t)Ŝ(t) + i

∂Ŝ†(t)
∂t

Ŝ(t) ≈ −1

2
[Δ + ξ(t)] σ̂z +

g

2
σ̂x, (6.9)

with Ŝ(t) = exp(iωσ̂zt/2) and Δ = ω0 − ω.

The Schrödinger equation Eq. (6.7) is also valid for Ĥ ′
T(t) [ρ̂(t) represents the

qubit’s density matrix in the rotating frame]. In principle we can redefine Ĥ ′
T(t)

as Ĥ0 + ĤInt(t), with the time-independent part Ĥ0 = −(Δσ̂z − gσ̂x)/2 and the

time-dependent part HInt(t) = −ξ(t)σ̂z/2, and treat the Schrödinger equation in

the same way as that in Eqs. (2.15 - 2.20). However, the Markov approximation

may be no longer suitable even though the RTN process is Markovian. The time

scale characterizing the dynamics of the qubit, τ , is roughly the decoherence time

caused by the RTN process. In the slow jumping case χ 	 ξ, τ ≈ χ−1 is comparable

to the environment (the RTN signal) correlation time τr = (2χ)−1 (see the Supple-

mentary of Publication X). The Markov approximation is not suitable in this case.

In the fast jumping case χ 
 ξ, τ ≈ 2χ/ξ2 is much longer than τr, and thus the

Markov approximation holds. Therefore the motional averaging may somehow be

understood as a transition from non-Markov limit to Markov limit.
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7. Summary and Outlook

This thesis contains both theoretical and experimental studies of the decoherence

processes and related effects in superconducting quantum circuits. The main re-

sults of this thesis can be summarized as follows.

I) In a composite system of two transversely coupled driven qubits, the effects

of single-qubit decoherence processes on the entanglement of the two qubits are

strongly dependent on the ratio between the inter-qubit coupling strength and the

driving amplitude. Steady-state entanglement of the two qubits can be generated

in a certain parameter regime.

II) The dynamics of the Autler-Townes effect can be well modeled by a simple

three-level Markov master equation. The main differences between the Autler-

Townes effect in a superconducting phase qutrit and that in a natural three-level

atom are the non-negligible cross-couplings of the microwave tones to the unde-

sired qutrit transitions due to the small anharmonicity of the qutrit. In the non-

secular limit, the Autler-Townes splitting is not linearly dependent on the coupling

Rabi frequency, due to the decoherence.

III) The single-particle motional averaging effect is experimentally demonstrated

in a superconducting transmon qubit by introducing an artificially generated ran-

dom telegraph noise (RTN) longitudinally coupled to the qubit. The decoherence

process caused by the RTN is non-Markovian, and the decoherence rate can not be

simply estimated by the noise power of the RTN at zero frequency.

I think the history of developing superconducting quantum qubits is really the

history of understanding the decoherence in these circuits. From the first exper-

imental realization of a superconducting qubit [26] to the very recent reports of

long decoherence times in superconducting qubits [59, 60], the decoherence times

improved by a factor of ∼ 104. Better designs, better fabrications and materials, as

well as better engineering of environments for superconducting quantum circuits

are all based on better understanding of the decoherence mechanisms. Scaling the
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number of qubits up without losing the long decoherence time remains a hot topic

in future researchs of superconducting quantum circuits. In another aspect, with

only a few qubits (or even just one), simulation of complex many-body or analyti-

cally intractable quantum systems, such as the simulation of motional averaging

we demonstrated and the simulation of ultra-strong coupling regime [61] which

was also briefly mentioned in Publication X, can be done. And this is one of the

directions I would like to continue in the near future.
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A. Average displacement

The exact solutions for Eqs. (2.24) and (2.25) are

〈â†〉 = c1e
iω0te−γt/2 − 2χ0 [−2ωd cos(ωdt) + (γ − 2iω0) sin(ωdt)]

γ2 − 4iγω0 − 4ω2
0 + 4ω2

d

(A.1)

and

〈â〉 = c2e
iω0te−γt/2 − 2χ0 [−2ωd cos(ωdt) + (γ + 2iω0) sin(ωdt)]

γ2 + 4iγω0 − 4ω2
0 + 4ω2

d

, (A.2)

respectively, where c1,2 are parameters dependent on the initial state, and the

terms with c1,2 are called the transient solutions. At time t 
 γ−1, the transient

solutions disappear due to the exponentiall decay e−γt/2. Then substituting Eqs.

(A.1) and (A.2) into Eq. (2.26), the average displacement takes the form

〈Φ̂〉 = − 4χ0

γ4 + 16
(
ω2
0 − ω2

d

)2
+ 8γ2

(
ω2
0 + ω2

d

)√ �

2CΣω0
A cos(ωdt+ β), (A.3)

where

A cosβ = −2ωd

(
γ2 − 4ω2

0 + 4ω2
d

)
, (A.4)

A sinβ = −γ
(
γ2 + 4ω2

0 + 4ω2
d

)
. (A.5)

The mean amount of energy absorbed per unit time I(ωd) is twice of the mean

dissipative function F̄ (ωd), where

F (ωd) = γCΣ

(
d〈Φ〉
dt

)2

, (A.6)

F̄ (ωd) =
1

2π/ωd

∫ 2π/ωd

0
dtF (ωd). (A.7)
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