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1 Introduction

Evaluating the value or efficiency of a discrete set of alternatives often involves several criteria.

Many methodologies, such as the outranking methods proposed by Roy (1968), the data

envelopment analysis (DEA) by Charnes et al. (1978) and the analytic hierarchy process by

Saaty (1980), represent advances in such multi-criteria evaluation. Yet, multi-attribute value

theory (MAVT) by Keeney and Raiffa (1976) and Dyer and Sarin (1979) is unique in that it is

based on an axiomatization of preferences, which establishes a solid theoretical background for

multi-criteria evaluation and decision analyses. MAVT methods have received much attention

both in literature and in applications, as Corner and Kirkwood (1991), Keefer et al. (2004),

and Hämäläinen (2004) note in their reviews.

Based on MAVT applications, additive value functions, in particular, are transparent and

easy-to-understand models for analyzing, and deriving decision recommendations in multi-

criteria decision problems (e.g., Golabi et al. 1981, Kirkwood and Sarin 1985, Mustajoki et al.

2004, Ewing et al. 2006, Mild and Salo 2009). Such value tree analysis makes it possible to rep-

resent the objectives and the attributes that measure how alternatives achieve these objectives

as a hierarchical ‘tree’. Conventionally MAVT captures the decision maker’s (DM’s) prefer-

ences through tradeoff statements in terms of equally preferred (hypothetical) alternatives

(Keeney and Raiffa 1976), or through direct evaluation of parameter values (Edwards 1977,

Von Winterfeldt and Edwards 1986). Yet, difficulties in providing such preference statements

have motivated the development of methods that accommodate incomplete information about

the relative importance of the attributes and, moreover, about the alternatives’ achievement

levels with regard to the attributes (e.g., White et al. 1982, Weber 1987).

In many methods for incomplete specification of preferences, the DM expresses preferences

with numbers, such as score intervals (White et al. 1982) or intervals for attribute weight

ratios (Salo and Hämäläinen 1992). Several studies, however, suggest that ordinal comparison

of actual or hypothetical alternatives is more suitable for eliciting the DM’s preferences,

because (i) alternatives’ achievement levels are often described verbally due to lack of natural

measurement scale (Larichev 1992), (ii) value judgements can be easier to express in words

than through numbers (Sarabando and Dias 2009), and (iii) a group of DMs attempting

to obtain a joint preference representation may disagree about the numerical statements

(Kirkwood and Sarin 1985) or even the appropriate measurement scales (Grushka-Cockayne
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et al. 2008), but they may still agree on a rank-ordering of the attributes’ relative importance

or the alternatives’ achievements with regard to the attributes. Indeed, Larichev (1992) and

Edwards and Barron (1994) argue that numerical evaluation affects negatively the reliability

of the analysis. Moshkovich et al. (2002) observed in their review that discrete scales with

verbal explanations are often applied even, when the attributes have a natural numerical

measurement scale. They argue that this is because procedures for numerical parameter

estimation are time-consuming and not necessarily well understood by the DMs. Indeed,

Moshkovich et al. (2002) conclude that ordinal information is less complex and expect it to

more accurately reflect the DM’s preferences. This view is shared by Larichev et al. (1995) who

note that attempts to solve decision tasks through more ‘exact’ (quantitative) judgments may

lead to erroneous results, thus suggesting use of ordinal judgments. Yet, ordinal information

may need further quantification so that the precision of the preference specification better

matches the intensions and ‘true’ preferences of the DM (Sage and White 1984) and, moreover,

provides decision recommendations that discriminate between the alternatives.

With an incomplete specification of preferences and alternatives, there are typically several

value functions and characterizations of the alternatives’ achievement levels that are consistent

with the stated information. Based on combinations of parameters that correspond to these

value functions and achievement levels, the non-dominated (White et al. 1982; see also Hannan

1981) and potentially optimal alternatives (e.g. Hazen 1986) can be identified and proposed

as ‘good’ decision candidates. Further decision support can be provided by applying heuristic

decision rules that recommend a single alternative. Suggested rules are based on comparing

(i) the ‘sizes’ of the parameter sets that favor an alternative (Eiselt and Laporte 1992), (ii)

the magnitudes of value differences (Park and Kim 1997, Dias and Clímaco 2000, Salo and

Hämäläinen 2001, Sarabando and Dias 2009) and (iii) sums of these value differences (Ahn

et al. 2000). In addition to such rules, approaches to describe the alternatives’ sensitivity

to the DM’s preference statements have been developed (e.g., Rios Insua and French 1991,

Kämpke 1996, Butler et al. 1997).

The DEA method by Charnes et al. (1978) (referred to as CCR-DEA) resembles MAVT

in that it models the efficiency of decision making units (DMUs) by examining the ratio of ad-

ditive output value and additive input value. As its primary results, CCR-DEA distinguishes

between efficient and inefficient DMUs. Further results are provided by efficiency scores that

convey information about how efficient a DMU can at best be, when it is compared with all
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output and input weights to the DMU that is the most efficient with those weights. However,

this measure does not discriminate between efficient DMUs. In addition, the efficiency score

is based on one combination of weights, which is typically different for each DMU and also

depends on what other DMUs are included in the analysis. These features have motivated the

development of, for example, cross-efficiency analysis (Sexton et al. 1986) in which the DMUs’

efficiencies are evaluated by using an aggregate measure that is based on several combinations

of weights.

This dissertation extends possibilities of using ordinal information in value tree analysis

and efficiency analysis. Specifically, Paper [I] introduces the notion of incomplete ordinal

information which is specified through statements that associate a set of attributes or alter-

natives with a set of rankings. For example, the DM can state that attributes 1 and 2 are

among the three most important ones in the preference model. Paper [II] develops a model

to characterize the corresponding feasible region of value function parameters so that other

kinds of statements can be used to complement ordinal statements, and to provide decision

recommendations in this setting.

Paper [III] shows that many proposed decision rules and concepts for multi-parameter

sensitivity analysis can exhibit rank reversals (Belton and Gear 1983) so that changing the

normalization of the additive value functions can change the recommendations of these rules

and the results of the sensitivity analyses. Furthermore, Paper [III] develops a model to com-

pute all the rankings that the alternatives can attain under incomplete preference specification

and characterization of alternatives. The resulting ranking intervals do not depend on the

selected normalization. They can be used as complementary ordinal information alongside

dominance relations and they help, for example, in conducting sensitivity analyses. Paper

[IV] develops the ratio-based efficiency analysis methodology, which makes it possible to use

the ordinal comparison concepts of dominance and ranking intervals to compare DMUs, when

their efficiency is measured through ratios of additive output and input values, as in CCR-

DEA.

The rest of this summary article is structured as follows. Section 2 discusses the relevant

theory and methods for value tree analysis with incomplete information and data envelopment

analysis. Section 3 summarizes the contribution of this dissertation. Section 4 discusses the

implications of the methodological developments of the dissertation and outlines some ideas

for future research.
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2 Theoretical and methodological foundations

2.1 Additive value in multi-attribute value theory

Decision problems with several objectives are generally referred to as multi-criteria decision

making problems. Miettinen (1999) divides these further into two categories (see also Ko-

rhonen et al. 1992): In multi-objective optimization, the problem’s feasible solutions are in

general implicitly defined, whereas multi-criteria decision analysis (MCDA) deals with prob-

lems with a finite number of predefined solution candidates. Methodologies for solving MCDA

problems include for example (i) the analytic hierarchy process (AHP) by Saaty (1980) (see

Ishizaka and Labib 2011 for a review), (ii) the outranking methods, such as the family of

ELECTRE methods (see Roy 1968 for the seminal paper in French; see Roy 1991 and Roy

and Vanderpooten 1996 for reviews), and the PROMETHEE methods (Vincke and Brans

1985; see Behzadian et al. 2010 for a review) and (iii) multi-attribute utility theory (MAUT)

and multi-attribute value theory (MAVT) by Keeney and Raiffa (1976).

In MAVT, alternatives are described as vectors of attribute-specific achievement levels, and

the DM’s preferences are captured by a relation so that ‘x = (x1, . . . , xn) � (y1, . . . , yn) = y’

is interpreted as “x is preferred or indifferent to y” (Keeney and Raiffa 1976). The aim is to

form a value function V which captures this relation so that V (x) ≥ V (y) if and only if x � y.

If both x � y and y � x hold, then the DM is indifferent between x and y, that is, they are

equally preferred. Dyer and Sarin (1979) extend MAVT by presenting requisite conditions

for comparing differences in the strength of preference between pairs of alternatives through

relation ‘�d’. This establishes measurable value functions so that V (x′)−V (x) ≥ V (y′)−V (y)

if and only if x → x′ �d y → y′, that is, “the preference difference for x′ over x is greater than

or equal to the preference difference for y′ over y”. Measurable value functions are unique up

to positive affine transformations. Hence, the rank-orderings of values and value differences

do not depend on how the value function is normalized.

The form of a value function depends on the DM’s preferences. If the requisite conditions

– most notably mutual preference independence (Keeney and Raiffa 1976) and difference

independence (Dyer and Sarin 1979) – hold, then the DM’s preferences can be captured by

a measurable additive value function V (x) =
∑n

i=1 vi(xi), in which vi is the attribute-specific
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value function for the i-th attribute. The additive value function is often represented in the

normalized form V N(x) =
∑n

i=1 wiv
N
i (xi), in which positive attribute weights wi reflect the

value differences between predefined achievement levels x◦
i and x∗

i , and vN
i are normalized so

that vN
i (x◦

i ) = 0 and vN
i (x∗

i ) = 1.

2.2 Preference elicitation and incomplete information

The assumptions of the additive value representation make it possible to elicit attribute-

specific value functions independently of each other; for elicitation methods, see Keeney and

Raiffa (1976) and Von Winterfeldt and Edwards (1986). The elicitation of attribute weights

can be carried out by constructing pairs of equally preferred alternatives. These statements

imply trade-offs between the attributes (Keeney and Raiffa 1976). Technically, these state-

ments lead to a system of linear equalities from which weight ratios wi/wj can be solved.

Methods that elicit weight ratios directly have also been proposed, for example the SMART

method by Edwards (1977) and the subsequent SMARTS method by Edwards and Barron

(1994), and the SWING method by Von Winterfeldt and Edwards (1986). The weights can be

normalized to sum up to one, for example, to come up with numerical values for the weights.

Yet, complete specification of the value function parameters can be time-consuming (White

et al. 1982) or require knowledge that is not available (Weber 1987). The DM may also be

unable or unwilling to provide precise trade-off statements that are required for such a com-

plete specification (Hazen 1986) or he may feel uncomfortable with giving them (Sage and

White 1984). Complete specification can even be unneccessary, if less information would lead

to an unequivocal decision recommendation. These reasons, among others, have motivated

the development of methods that derive decision recommendations based on incomplete char-

acterization of preferences and alternatives (e.g., White et al. 1982, 1983, 1984, Kirkwood

and Sarin 1985, Weber 1985, Hazen 1986, Salo and Hämäläinen 1992, 2001; for reviews, see

Weber 1987, Salo and Hämäläinen 2010).

Most of the methods for dealing with incomplete information build on two assumptions.

First, the DM is able provide complete trade-off statements between alternatives that differ

along a single attribute (Hazen 1986), that is, specify the attribute-specific value functions.

Second, the DM is able to provide preference information about the relative importance of
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the attributes through statements x � y, in which x and y are different with regard to

two attributes (e.g., White et al. 1984, Kirkwood and Sarin 1985, Weber 1985, Hazen 1986,

Pearman 1993, Malakooti 2000, Salo and Hämäläinen 2001). Also methods that employ

incomplete weight or other value difference ratios (such as v2(x
∗
2)−v2(x

◦
2) ≤ [v1(x

∗
1)−v1(x

◦
1)] ≤

2[v2(x
∗
2)−v2(x

◦
2)]; e.g., Salo and Hämäläinen 1992, 2001, Mustajoki et al. 2005), and methods

that admit any kind of linear constraints on the weights (e.g., 0.4 ≤ w1 ≤ 0.6) or allow the

DM to adjust the alternatives’ achievement levels so that one becomes preferred to the other

(e.g., Sage and White 1984, Park et al. 1996, Malakooti 2000) have been developed.

Incomplete information about the alternatives leads to constraints for feasible charac-

terizations of the alternatives. Theoretically, such information corresponds to incompletely

characterized achievement levels, for example, through intervals (10 ≤ x1 ≤ 15; e.g., Sage

and White 1984, Weber 1985, Salo and Hämäläinen 1992), direct evaluation of the alter-

natives’ normalized attribute-specific values through intervals (0.15 ≤ vN
1 (x1) ≤ 0.2; e.g.,

White et al. 1982), or ordinal pairwise comparisons of alternatives’ attribute-specific values

(v1(x1) ≥ v1(y1); e.g., Salo and Hämäläinen 2001).

Some methods elicit mostly ordinal information about the DM’s preferences and alterna-

tives. For example, the ZAPROS-LM method by Larichev and Moshkovich (1995) captures

attribute-specific preferences by eliciting a ranking of a finite number of possible achievement

levels, and admits preference information about the relative importance of the attributes

through ordinal comparisons of hypothetical alternatives. The method of Kirkwood and Sarin

(1985) admits a rank-ordering of hypothetical alternatives, whose overall values correspond

to attribute weights (e.g., w1 ≥ w2 ≥ . . . ≥ wn). In the ordered metric method of Pearman

(1993), the DM ranks differences between these weights, too (e.g., w1 −w2 ≥ w3 −w4 ≥ . . .).

Park et al. (1996) extend this model to evaluation of alternatives. The models by Cook

and Kress (1996, 2002) complement ordinal information by discrimination factors between

attribute weights and alternatives’ normalized attribute-specific values (e.g., w1 ≥ w2 +0.02).

2.3 Decision recommendations under incomplete information

White et al. (1982) propose that alternatives should be compared based on (pairwise) domi-

nance so that an alternative dominates another if all its feasible characterizations are preferred
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to all of those of the latter one, with all value functions that are consistent with the preference

information (see also Hannan 1981, Kirkwood and Sarin 1985, Hazen 1986, Salo and Hämäläi-

nen 1992). Because the dominance relation is irreflexive, asymmetrical, and transitive (e.g.,

Weber 1987), the dominance relations among the alternatives under analysis can shown as a

domination digraph (White et al. 1982).

Mathematically, incomplete information leads to linear inequalities on the attribute

weights wi, and the alternatives’ normalized attribute-specific values vN
i (xi) and defines a

convex feasible region of these model parameters. Based on this idea of set inclusion (White

et al. 1982), the feasible region includes the parameters that correspond to the DM’s ‘true’

value function and alternatives’ true achievement levels. The dominance relations can be

solved by examining the alternatives’ minimum and maximum value difference over the fea-

sible region. Several algorithms for computing dominance relations have been developed.

Especially the early ones are based on enumerating the extreme points of the feasible region

(e.g., Kirkwood and Sarin 1985, Hazen 1986, Carrizosa et al. 1995, Cook and Kress 2002,

Mustajoki and Hämäläinen 2005), but due to the recent growth in computational power the

emphasis has shifted towards formulations of linear programs (LPs; see e.g., Ahn et al. 2000,

Salo and Hämäläinen 2001, Kim and Han 2000, Park 2004).

With incomplete information, there can be several non-dominated alternatives. White

et al. (1982, 1984) show that with the specification additional statements, there are fewer

value functions or characterizations of alternatives which are compatible with the statements,

and that this, in turn, can lead to fewer non-dominated alternatives. Liesiö et al. (2007)

present conditions under which the set of non-dominated alternatives cannot be enlarged as a

result of additional information. Some interactive preference elicitation methods – such as the

PAIRS method by Salo and Hämäläinen (1992) – provide guidance to the DM in keeping new

preference statements consistent with earlier ones. Some methods even suggest preference

statements that could efficiently reduce the set of nondominated alternatives (Mustajoki and

Hämäläinen 2005).

Potentially optimal alternatives, too, have been proposed as good candidates (see e.g.,

Hazen 1986, Weber 1987, Rios Insua and French 1991). For these alternatives there exists

a feasible characterization of alternatives so that they have the highest value for some value

function that is consistent with the DM’s preference statements. LPs can be used to solve
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the potentially optimal alternatives (e.g., Hazen 1986, Rios Insua and French 1991, Lee et al.

2001, 2002, Park 2004).

In addition to identification of non-dominated and potentially optimal alternatives, deter-

mination of alternatives’ rankings over the feasible region have been proposed. The model of

Kämpke (1996) solves rank variability for a set of alternatives, when preferences are captured

through holistic comparisons among these alternatives. Butler et al. (1997) simulate random

value functions to explore the robustness of the alternatives’ rankings. The flexible ranking

approach by Köksalan et al. (2010) first estimates precise achievement levels for the alterna-

tives and then determines the most favorable rankings for them, when attribute weights are

constrained by linear inequalities.

To support the selection of a single (non-dominated or potentially optimal) alternative,

heuristic decision rules and ‘tighter’ dominance concepts have been proposed. These rules

include the domain criterion by Eiselt and Laporte (1992) (cf. acceptability index of Lahdelma

et al. 1998), weak dominance by Park and Kim (1997) (equal to minimax regret rule by

Salo and Hämäläinen 2001), quasi-dominance by Dias and Clímaco (2000) and related quasi-

optimality and quasi-dominance rules by Sarabando and Dias (2009), and maximax, maximin,

and central values rules by Salo and Hämäläinen (2001). Moreover, following the ideas of

outranking methods, Ahn et al. (2000) propose the net dominance value to be used as a

measure for a decision rule. Sarabando and Dias (2009) provide a comparison of such decision

rules. In a related stream of proposed decision rules, heuristics have been developed to obtain

‘representative attribute weights’ from the feasible region, based on which the alternatives are

then compared; see Stillwell et al. (1981) and Barron and Barrett (1996) for comparisons of

such methods.

2.4 Ratio-based data envelopment analysis

The seminal work of Charnes et al. (1978) has preceded the development of a variety of data

envelopment analysis (DEA) methods to compare decision making units (DMUs) that differ

in the amounts of outputs they produce, and the amounts of inputs they use to produce

the outputs. The original CCR-DEA method proposed by Charnes et al. (1978) models the

efficiency of a DMU by its efficiency ratio, the ratio of additive virtual output value and
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additive virtual input value. It thus assumes constant returns to scale; DEA methods that

assume variable returns to scale have been developed by Banker et al. (1984) and Charnes

et al. (1985).

The CCR-DEA method is non-parametric in the sense that it identifies efficient (poten-

tially optimal in MAVT literature) and inefficient DMUs based on the output and input

data of the DMUs that are included the analysis. Yet, several models accommodate pref-

erence information through weight constraints (i) to provide results which are not based on

weights that reflect too large a compensation of one output (or input) over another output

(input) (Thompson et al. 1986), and (ii) to add discrimination among the DMUs by obtaining

fewer efficient DMUs (e.g., Adler et al. 2002). In their review, Allen et al. (1997) distinguish

between (i) assurance regions type I (Thompson et al. 1986), which are constraints on the

relative values among different outputs or inputs, (ii) assurance regions type II, which apply

constraints also between outputs and inputs (Thompson et al. 1990, Khalili et al. 2010), and

(iii) absolute weight restrictions (Dyson and Thanassoulis 1988).

Technically, such preference information imposes linear constraints on the output and

input weights, and thus resembles incomplete preference specification for additive value func-

tions. Cooper et al. (1999, 2001) develop models that allow use of intervals in describing the

DMUs’ inputs and outputs. Other similarities between DEA and MCDA or MCDM have been

discussed by several authors (e.g., Doyle and Green 1993, Stewart 1996, Athanassopoulos and

Podinovski 1997, Joro et al. 1998). These observations have underpinned the development of

methods that compare DMUs with the help of value functions, for example (e.g., Halme et al.

1999, Gouveia et al. 2008, de Almeida and Dias 2012).

In conventional CCR-DEA, the DMUs’ efficiencies are characterized by evaluating them

with the output and input weights that are most favorable to them, in the sense that their

efficiency ratio divided by that of the most efficient DMU is maximized over the set output

and input weights. As a result, the efficient DMUs are assigned an efficiency score of one,

and inefficient DMUs’ efficiency scores are between zero and one. The conventional DEA

concepts thus do not discriminate among the efficient DMUs. According to Adler et al. 2002,

this has partly motivated the development of models and efficiency measures that provide a

full ranking for the DMUs. Of these, for example super-efficiencies indicate how much more

efficient a DMU can be than the most efficient of other DMUs (Andersen and Petersen 1993).

Benchmark ranking by Torgersen et al. (1996) is based on the extent to which a DMU affects
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other DMUs’ efficiency scores. Cross-efficiency analysis by Sexton et al. (1986) differs from

other concepts in that it evaluates DMUs’ efficiency ratios with several combinations of output

and input weights, and uses the average of these ratios in comparing the DMUs (see also Doyle

and Green 1994). Cross-efficiency analysis indeed differs from the other above concepts in

that it employs several different weights to evaluate the efficiency of a DMU. However, these

weights are determined based on which specific DMUs are included in the analysis.

3 Results

3.1 Incomplete ordinal information in preference modeling

Paper [I] introduces the notion of incomplete ordinal information for capturing preference

information. This information is obtained through paired statements of attributes and rank-

ings; for example, the DM can state that attributes cost and environmental aspects are among

the three most important attributes; or that either cost or environmental aspects is the most

important attribute. The paper shows how the feasible region of attribute weights can be re-

duced by revising the provided preference statements. It also presents conditions under which

this feasible region is non-convex. To compute decision recommendations over a non-convex

feasible region, Paper [I] develops an algorithm to enumerate those attribute weights whose

convex hull is equal to that of the feasible region, and shows how dominance relations can be

determined by computing the alternatives’ value differences at these points. This computa-

tional algorithm can be applied also in presence of common, absolute lower bounds for the

attribute weights, and when alternatives’ achievement levels are specified through intervals.

Paper [II] develops a computational model which makes it possible to give incomplete

ordinal preference statements also about the alternatives’ performance with regard to any set

of attributes. For example, the DM can state that alternative A is among the two most pre-

ferred ones with regard to environmental aspects; or that either alternative A or B is the most

preferred one in view of attributes cost and environmental aspects together. The correspond-

ing feasible region is modeled with a set of linear constraints on the model parameters and
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auxiliary binary variables. This makes it possible to complement incomplete ordinal state-

ments by any incomplete cardinal preference statements which correspond linear constraints

on the model parameters. As a result, it is possible to admit incompletely specified attribute

weight ratios or ordinal comparisons between alternatives’ achievement levels in preference

specification, for example. The number of binary variables employed in the mixed integer

linear programs (MILPs) developed for solving decision recommendations depends on the

given preference statements. For example, if the feasible region is convex, the optimization

problems simplify from MILPs to LPs.

3.2 Rank-based results for value trees and CCR-DEA based effi-

ciency analysis

Paper [III] focuses on ordinal results of value tree analysis under incomplete information.

First, it shows that recommendations of some comparison concepts and decision rules that

compare preference differences across value functions that describe different preferences (e.g.,

Eiselt and Laporte 1992, Park and Kim 1997, Dias and Clímaco 2000, Ahn et al. 2000,

Salo and Hämäläinen 2001, Sarabando and Dias 2009) as well as sensitivity analysis results

based on the size of the feasible region or distances within it (Rios Insua and French 1991,

Lahdelma et al. 1998) can depend on how the additive value functions are normalized. These

recommendations and results can thus exhibit rank reversals (Belton and Gear 1983) in the

sense that changing the normalization of the value functions can change the relative ranking of

two non-dominated alternatives. Furthermore, for maximax, maximin and weak dominance

decision rules Paper [III] presents sufficient conditions, under which the normalization can

always be selected so that a non-dominated alternative is favored over another.

Second, as a partial solution to this problematic phenomenon, Paper [III] develops MILPs

for computing all rankings that the alternatives can attain over a convex feasible region of

all those model parameters that correspond to the DM’s incompletely specified preferences

and incompletely characterized alternatives. Like dominance relations, the resulting ranking

intervals do not depend on the selected normalization of the value functions.

Paper [IV] develops the Ratio-based Efficiency Analysis (REA) methodology, which follows
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the CCR-DEA method in that it models DMUs’ efficiencies with their efficiency ratios. It

differs from earlier methods in that it derives results based on, and for all feasible output and

input weights, which fulfill possible statements about the relative values of different inputs and

outputs in terms of assurance regions type I statements. REA extends conventional efficiency

scores by developing LPs to compute efficiency bounds, which communicate how efficient a

DMU can be related to a benchmark group of DMUs, for all feasible output and input weights.

In addition to this generalization, REA adopts the ordinal comparison concepts of dominance

and ranking intervals from the MCDA literature and develops MILPs and LPs for computing:

• What rankings can a DMU attain in comparison with other DMUs, based on the com-
parison of their efficiency ratios for all feasible output and input weights?

• Does a DMU dominate another DMU in the sense that its efficiency ratio is higher than
or equal to that of the other for all feasible output and input weights?

The results provided by the REA methodology coincide with some well-known results of

CCR-DEA-based methods as special cases. Specifically, (i) the best ranking of an efficient

DMU is one, and, conversely, a DMU whose best ranking is one has efficiency score of one,

(ii) if all DMUs are in the benchmark group, the upper efficiency bound of a DMU is equal to

its efficiency score, (iii) if all other DMUs are in the benchmark group, the upper efficiency

bound of a DMU is equal to its super-efficiency. The REA results offer new possibilities to

set performance targets for the DMUs. For example, Paper [IV] develops MILPs to compute

the smallest radial improvement in outputs required for a DMU to improve its best or worst

ranking to some target ranking.

4 Discussion

Incomplete ordinal preference information has been used in modeling the relative importance

of attributes in many applications, for example by Ojanen et al. (2005), Salo and Liesiö (2006),

Mild and Salo (2009), and Mild (2006) (in Finnish; a very similar case study is found in Liesiö

et al. 2007). In all of the above applications, the preference information has represented the
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preferences of a group of DMs (or, stakeholders). Indeed, incomplete ordinal information

makes it possible to construct preference statements even from group members who disagree.

For example, each DM can be asked to specify the two most preferred alternatives with regard

to an attribute, after which the group’s preferences are expressed by a statement that the two

most preferred alternatives are among the ones specified by the group members.

If the DMs cannot agree on the attributes’ numerical measurement scales, or if natural

scales do not exist, one way to describe preferences between the alternatives is to divide them

into classes for which numerical values – perhaps together with verbal expressions describing

preferences between these classes – are assigned (e.g., Salo and Liesiö 2006, Könnölä et al.

2007). Such preference information ranks the classes, but the fixed numerical values do not

necessarily reflect strength of preference between the classes. In addition, the DMs may be

prepared to provide additional preference statements between the alternatives in the same

class for example through pairwise comparisons. Incomplete ordinal information helps model

such classification as ordinal information, yet making it possible to define bounds for the

values associated with the classes and to constrain value differences between the classes. This

way, incomplete ordinal information can be used to perform ex ante sensitivity analysis on

the values associated with the classes, and to allow alternatives in the same class to differ

in values. Such possibilities for preference elicitation can be particularly beneficial in large

problems with dozens alternatives in which data is available for only some attributes. In

these settings, the available data together with incomplete ordinal information with regard to

the other attributes can be sufficient to establish dominance relations that reduce the set of

non-dominated alternatives. This, in turn, can lead to resource savings as fewer alternatives

need be thoroughly evaluated.

Ranking intervals are suitable for this kind of screening of alternatives, especially if the aim

is to choose several alternatives (referred to as ‘pick k out of n’ by Stillwell et al. 1981). Indeed,

Butler et al. (1997) note that multi-criteria analysis is often performed in order to select a

subset of alternatives, and they suggest that the ranking intervals should be examined to get

insights about the robustness of the alternatives’ rankings. Specifically, the ranking intervals

identify which alternatives are among the K most preferred ones (i) for all, (ii) for some, and

(iii) for no combinations of feasible parameters. These results are obtained simultaneously

for all ‘budgets’ K, thus making it possible to analyze how decision recommendations change

as a function of the budget. The above categorization is closely connected to recent advances
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in multi-criteria portfolio decision analysis (Salo et al. 2011). More precisely – following the

terminology of the robust portfolio modeling (Liesiö et al. 2007, 2008) – if feasible portfolios are

characterized only by the number of alternatives they include, the ranking intervals identify

core, borderline and exterior alternatives among all potentially optimal portfolios. Paper [III]

illustrates this connection by revisiting an application by Könnölä et al. (2007).

Some fifteen years ago, Butler et al. (1997) noted that exploration of all feasible parameter

combinations to compute ranking intervals would be “extremely tedious”. In this regard,

the MILPs developed in Paper [III] are computationally effective as they can compute the

ranking intervals among hundreds of alternatives, as shown in the sensitivity analysis of

university rankings in Paper [III]. The use of ranking intervals as a tool for multi-parameter

sensitivity analysis is supported by the observation in Paper [III] that ranking intervals do

not depend on the selected normalization of the value functions, unlike many other results.

From the perspective of decision support, practitioners can be given a holistic view through

these intervals, independently of the number of attributes.

The ranking intervals and efficiency bounds are novel concepts in CCR-DEA based effi-

ciency analysis in that in addition to communicating how ‘good’ a DMU can be at best, they

also provide information about how ‘bad’ it can be at worst. They can be used to compare

efficient DMUs, unlike conventional efficiency scores, for example. More specifically, they can

help identify (i) those efficient DMUs, which perform ‘well’ compared to other DMUs across

the entire set of feasible weights, and (ii) those inefficient DMUs, which do not perform ‘ex-

tremely badly’ compared to other DMUs for any feasible weights. On the other hand, the

results can help identify the ones, whose relative efficiency varies ‘much’ in the set of feasible

weights. This may help identify the outputs and inputs that should be bettered in order to

improve the worst possible ranking, for example.

Many efficiency measures, such as efficiency scores, cross efficiencies, and super-efficiencies,

are computed relative to the other DMUs included in the analysis. These measures discrim-

inate between the efficiencies of the DMUs only on the condition that the number of DMUs

is large enough compared to the number of outputs and inputs (Cooper et al. 2000). Fur-

thermore, they can exhibit rank reversals, if the set of DMUs included in the analysis is

manipulated. These concerns do not apply to dominance relations which compare pairs of

DMUs independently of any other DMUs

14



Although the proposed concepts for ratio-based efficiency analysis are new, efficiency

scores, super-efficiencies, and division into efficient and inefficient DMUs are obtained as

special cases of the new results. They are also intuitive in that additional preference informa-

tion in terms of new weight constraints (i) keeps previous dominance relations intact, but can

establish new ones, (ii) does not widen the ranking intervals or the intervals bound by the

efficiency bounds, but can make them narrower. These appealing features together with the

relations to earlier efficiency measures can catalyze the adoption of the REA methodology by

researchers and practitioners.

The thesis suggests some future research directions. First, preference elicitation procedures

that accommodate incomplete ordinal information should be designed and tested. These

procedures should give the DMs the possibility to express their preferences with the accuracy

they feel confident with, but deploy also more discriminative numerical information to obtain

decision recommendations. One possibility could be to extend the classification procedure

discussed in Section 4 so that it would admit incomplete assignments; for example, when

evaluating research proposals, a proposal’s attribute-specific performance could be evaluated

to belong to either class ‘excellent’ or to class ‘very good’.

Second, the REA methodology could be extended to admit interval-valued data about the

DMUs (Cooper et al. 1999, 2001). Furthermore, some of the proposed results for REA could

be applied to DEA models with other returns-to-scale assumptions, such as the BCC model

by Banker et al. (1984).

Third, the observation that comparing value differences’ magnitudes across value functions

that describe different preferences can result in rank reversals has implications outside the

scope of this thesis. For example, many simulation studies have used the average loss of value

(or, utility) – which is effectively a sum of value differences over different value functions – to

evaluate the quality of decision recommendations in comparing (i) attribute weight (Barron

and Barrett 1996) and multi-attribute utility function approximations (Durbach and Stewart

2012) and (ii) multi-attribute value function elicitation procedures that are based on incom-

plete preference information (Salo and Hämäläinen 2001, Paper [I], Mustajoki et al. 2005).

Furthermore, in the context of resource allocation, Liesiö et al. (2008) suggest that budgeting

decisions could be based on the minimum value of the portfolio suggested by the maximin

decision rule over different budgets. Thus, one research question raised by this thesis is how

– if at all – should strengths of preferences between different value functions be measured?
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And, subsequently, if such a measure were to be found, can it be used (i) to evaluate the

robustness of the alternatives, (ii) to act as a basis for decision rules, and (iii) to characterize

incompleteness of preference specification? Or is rank-based information all there is, when

we are comparing alternatives across different value functions?

References

Adler, N., Friedman, L., Sinuany-Stern, Z. (2002). Review of ranking methods in the data

envelopment analysis context. European Journal of Operational Research 140 249–265.

Ahn, B.S., Park, K.S., Han, C.H., Kim, J.K. (2000). Multi-attribute decision aid under in-

complete information and hierarchical structure. European Journal of Operational Re-

search 125 431–439.

Allen, R., Athanassopoulos, A., Dyson, R.G., Thanassoulis, E. (1997). Weight restrictions

and value judgements in data envelopment analysis: Evolution, development and future

directions. Annals of Operations Research 73 13–34.

de Almeida, P.N., Dias, L.C. (2012). Value-based DEA models: application-driven develop-

ments. Journal of the Operational Research Society 63 16–27.

Andersen, P., Petersen, N.C. (1993). A procedure for ranking efficient units in data envelop-

ment analysis. Management Science 39 1261–1294.

Athanassopoulos, A.D., Podinovski, V.V. (1997). Dominance and potential optimality in mul-

tiple criteria decision analysis with imprecise information. Journal of the Operational

Research Society 48 142–150.

Banker, R.D., Charnes, A., Cooper, W.W. (1984). Some models for estimating technical and

scale inefficiencies in data envelopment analysis. Management Science 30 1078–1092.

Barron, F.H., Barrett, B.E. (1996). Decision quality using ranked attribute weights. Manage-

ment Science 42 1515–1523.

16



Behzadian, M., Kazemzadeh, R.B., Albadvi, A., Aghdasi, M. (2010). PROMETHEE: A com-

prehensive literature review on methodologies and applications. European Journal of

Operational Research 200 198–215.

Belton, V., Gear, T. (1983). On a short-coming of Saaty’s method of analytic hierarchies.

Omega 11 228–230.

Butler, J., Jia, J., Dyer, J. (1997). Simulation techniques for the sensitivity analysis of multi-

criteria decision models. European Journal of Operational Research 103 531–546.

Carrizosa, E., Conde, E., Fernández, F.R., Puerto, J. (1995). Multi-criteria analysis with

partial information about the weighting coefficients. European Journal of Operational

Research 81 291–301.

Charnes, A., Cooper, W.W., Golany, B., Seiford, L. (1985). Foundations of data envelop-

ment analysis for Pareto-Koopmans efficient empirical production functions. Journal of

Econometrics 30 91–107.

Charnes, A., Cooper, W.W., Rhodes, E. (1978). Measuring the efficiency of decision making

units. European Journal of Operational Research, 2 429–444.

Cook, W.D., Kress, M. (1996). An extreme-point approach for obtaining weighted ratings in

qualitative multicriteria decision making. Naval Research Logistics 43 519–531.

Cook, W.D., Kress, M. (2002). A linear value function in mixed MCDM problems with

incomplete preference data: An extreme point approach. INFOR 40 331–346.

Cooper, W.W., Park, K.S., Yu, G. (1999). IDEA and AR-IDEA: Models for dealing with

imprecise data in DEA. Management Science 45 597–607.

Cooper, W.W., Park, K.S., Yu, G. (2001). An illustrative application of IDEA to a Korean

telecommunication company. Operations Research 46 807–820.

Cooper, W.W., Seiford, L.M., Tone, K. (2000). Data envelopment analysis – A comprehensive

text with models, applications, references and DEA-solver software . Springer.

Corner, J.L., Kirkwood, C.W. (1991). Decision analysis applications in the operations research

literature, 1970–1989. Operations Research 39 206–219.

17



Dias, L.C., Clímaco, J.N. (2000). Additive aggregation with variable interdependent param-

eters: the VIP analysis software. Journal of the Operational Research Society 51 1070–

1082.

Doyle, J., Green, R. (1993). Data envelopment analysis and multiple criteria decision making.

Omega 21 713–715.

Doyle, J., Green, R. (1994). Efficiency and cross-efficiency in DEA: Derivations, meanings

and uses. Journal of the Operational Research Society 45(5) 567–578.

Durbach, I.N., Stewart, T.J. (2012). A comparison of simplified value function approaches for

treating uncertainty in multi-criteria decision analysis. Omega 40 456–464.

Dyer, J.S., Sarin, R.K. (1979). Measurable multiattribute value functions. Operations Research

27 810–822.

Dyson, R.G., Thanassoulis, E. (1988). Reducing weight flexibility in data envelopment anal-

ysis. Journal of the Operational Research Society 39 563–576.

Edwards, W. (1977). How to use multiattribute utility measurement for social decision mak-

ing. IEEE Transactions on Systems, Man and Cybernetics 7 326–340.

Edwards, W., Barron, F.H. (1994). SMARTS and SMARTER: Improved simple methods

for multiattribute utility measurement. Organizational Behavior and Human Decision

Processes 60 306–325.

Eiselt, H.A., Laporte, G. (1992). The use of domains in multicriteria decision making. Euro-

pean Journal of Operational Research 61 292–298.

Ewing Jr., P.L., Tarantino, W., Parnell, G.S. (2006). Use of decision analysis in the army

base realignment and closure (BRAC) 2005 military value analysis.Decision Analysis 3

33–49.

Golabi, K., Kirkwood, C.W., Sicherman, A. (1981). Selecting a portfolio of solar energy

projects using multiattribute preference theory. Management Science 27 174–189.

Gouveia, M.C., Dias, L.C., Antunes, C.H. (2008). Additive DEA based on MCDA with im-

precise information. Journal of the Operational Research Society 59 54–63.

18



Grushka-Cockayne, Y., De Reyck, B., Degraeve, Z. (2008). An integrated decision-making

approach for improving European air traffic management. Management Science 54 1395–

1409.

Halme, M., Joro, T., Korhonen, P., Salo, S., Wallenius, J. (1999). A value efficiency approach

to incorporating preference information in data envelopment analysis. Management Sci-

ence 45 103–115.

Hannan, E.L. (1981). Obtaining nondominated priority vectors for multiple objective deci-

sionmaking problems with different combinations of cardinal and ordinal information.

IEEE Transactions on Systen, Man, and Cybernetics 11 538–543.

Hazen, G.B. (1986). Partial information, dominance, and potential optimality in multiat-

tribute utility theory. Operations Research 34 296–310.

Hämäläinen, R.P. (2004). Reversing the perspective on the applications of decision analysis.

Decision Analysis 1 26–31.

Ishizaka, A., Labib, A. (2011). Review of the main developments in the analytic hierarchy

process. Expert Systems with Applications 38 14336–14345.

Joro, T., Korhonen, P., Wallenius, J. (1998). Structural comparison of data envelopment

analysis and multiple objective linear programming. Management Science 44 962–970.

Keefer, D.L., Kirkwood, C.W., Corner, J.L. (2004). Perspective on decision analysis applica-

tions, 1990–2001. Decision Analysis 1 4–22.

Keeney, R.L., Raiffa, H. (1976). Decisions with multiple objectives: Preferences and value

trade-offs. John Wiley, New York, USA.

Khalili, M., Camanho, A.S., Portela, M.C.A.S., Alirezaee, M.R. (2010). The measurement

of relative efficiency using data envelopment analysis with assurance regions that link

inputs and outputs. European Journal of Operational Research 203 761–770.

Kim, S.H., Han, C.H. (2000). Establishing dominance between alternatives with incomplete

information in a hierarchically structured attribute tree. European Journal of Operational

Research 122 79–90.

19



Kirkwood, C.W., Sarin, R.K. (1985). Ranking with partial information: A method and an

application. Operations Research 33 38–48.

Korhonen, P., Moskowitz, H., Wallenius, J. (1992). Multiple criteria decision support – A

review. European Journal of Operational Research 63 361–375.

Kämpke, T. (1996). Sensitivity Analysis for Assessing Preferentially Independent Order Re-

lations. Computers & Operations Research 23 1119–1130.

Köksalan, M., Büyükbasaran, T., Özpeynirci, Ö., Wallenius, J. (2010). A flexible approach to

ranking with an application to MBA programs. European Journal of Operational Research

201 470–476.

Könnölä, T., Brummer, V, Salo, A. (2007). Diversity in foresight: Insights from the fostering

of innovation ideas. Technological Forecasting and Social Change 74 608–626.

Lahdelma, R., Hokkanen, J., Salminen, P. (1998). SMAA – Stochastic multiobjective accept-

ability analysis. European Journal of Operational Research 106 137–143.

Larichev, O.I. (1992). Cognitive validity in design of decision-aiding techniques. Journal of

Multi-Criteria Decision Analysis 1 127–138.

Larichev, O.I., Moshkovich, H.M. (1995). ZAPROS-LM – A method and system for ordering

multiattribute Alternatives. European Journal of Operational Research 82 503–521.

Larichev, O.I., Olson, D.L., Moshkovich, H.M., Mechitov, A.I. (1995). Numerical vs cardinal

measurements in multiattribute decision making: How exact is enough? Organizational

Behavior and Human Decision Processes 64 9–21.

Lee, K.S., Park, K.S., Eum, Y.S., Park, K. (2001). Extended methods for identifying dom-

inance and potential optimality in multi-criteria analysis with imprecise information.

European Journal of Operational Research 134 557–563.

Lee, K.S., Park, K.S., Kim, S.H. (2002). Dominance, potential optimality, imprecise infor-

mation, and hierarchical structure in multi-criteria analysis. Computers & Operations

Research 29 1267–1281.

Liesiö, J., Mild, P., Salo, A. (2007). Preference programming for robust portfolio modeling

and project selection. European Journal of Operational Research 181 1488–1505.

20



Liesiö, J., Mild, P., Salo, A. (2008). Robust portfolio modeling with incomplete cost infor-

mation and project interdependencies. European Journal of Operational Research 190

679–695.

Malakooti, B. (2000). Ranking and screening multiple criteria alternatives with partial infor-

mation and use of ordinal and cardinal strength of preferences. IEEE Transactions on

Systems, Man, and Cybernetics – Part A: Systems and Humans 30 355–368.

Miettinen, K. (1999). Nonlinear Multiobjective Optimization. Kluwer Academic Publishers.

Mild, P. (2006). Monitavoiteoptimointi siltojen korjausohjelman laatimisessa – RPM-

menetelmän soveltaminen. Tiehallinnon selvityksiä 5/2006. (ISBN 951-803-668-3)

Mild, P., Salo, A. (2009). Combining a multiattribute value function with an optimization

model: An application to dynamic resource allocation for infrastructure maintenance.

Decision Analysis 6 139–152.

Moshkovich, H.M., Mechitov, A.I., Olson, D.L. (2002). Ordinal judgments in multiattribute

decision analysis. European Journal of Operational Research 137 625–641.

Mustajoki, J., Hämäläinen, R.P. (2005). A preference programming approach to make the

even swaps method even easier. Decision Analysis 2 110–123.

Mustajoki, J., Hämäläinen, R.P., Marttunen, M. (2004). Participatory multicriteria decision

analysis with Web-HIPRE: A case of lake regulation policy. Environmental Modelling &

Software 19 537–547.

Mustajoki, J., Hämäläinen, R.P., Salo, A. (2005). Decision support by interval

SMART/SWING – Incorporating imprecision in the SMART and SWING methods. De-

cision Sciences 36 317–339.

Ojanen, O., Makkonen, S., Salo, A. (2005). A multi-criteria framework for the selection of

risk analysis methods at energy utilities. International Journal of Risk Assessment and

Management 5 16–35.

Park, K.S. (2004). Mathematical programming models for characterizing dominance and po-

tential optimality when multicriteria alternative values and weights are simultaneously

incomplete. IEEE Transactions on Systems, Man, and Cybernetics – Part A: Systems

and Humans 34 601–614.

21



Park, K.S., Kim, S.H. (1997). Tools for interactive decision making with incompletely identi-

fied information. European Journal of Operational Research 98 111–123.

Park, K.S., Kim, S.H., Yoon, C.Y. (1996). An extended model for establishing dominance

in multiattribute decisionmaking. Journal of the Operational Research Society 47 1415–

1420.

Pearman, A.D. (1993). Establishing dominance in multiattribute decision making using an

ordered metric method. Journal of the Operational Research Society 44 461–469.

Rios Insua, D., French, S. (1991). A framework for sensitivity analysis in discrete multi-

objective decision-making. European Journal of Operational Research 54 176–190.

Roy, B. (1968). Classement et choix en présence de points de vue multiples (la méthode

ELECTRE). RIRO 8 57–75.

Roy, B. (1991). The outranking approach and the foundations of ELECTRE methods. Theory

and Decision 31 49–73.

Roy, B., Vanderpooten, D. (1996). The European school of MCDA: Emergence, basic features

and current works. Journal of Multi-Criteria Decision Analysis 5 22–38.

Saaty, T.L. (1980). The Analytic Hierarchy Process. McGraw–Hill, New York, USA.

Sage, A.P., White, C.C. (1984). ARIADNE: A knowledge-based interactive system for plan-

ning and decision support. IEEE Transactions on System, Man, and Cybernetics 14

35–47.

Salo, A., Hämäläinen, R.P. (1992). Preference assessment by imprecise ratio statements. Op-

erations Research 40 1053–1061.

Salo, A., Hämäläinen, R.P. (2001). Preference ratios in multiattribute evaluation (PRIME)

– elicitation and decision procedures under incomplete information. IEEE Transactions

on Systems, Man, and Cybernetics – Part A: Systems and Humans 31 533–545.

Salo, A., Hämäläinen, R.P. (2010). Preference programming – Multicriteria weighting models

under incomplete information. In: Zopounidis, C., P.M. Pardalos (eds.), Handbook of

Multicriteria Analysis, Springer, New York.

22



Salo, A., Keisler, J., Morton, A. (eds.) (2011). Portfolio decision analysis – improved methods

for resource allocation. Springer, New York, New York, USA.

Salo, A., Liesiö, J. (2006). A case study in participatory priority-setting for a Scandinavian

research program. International Journal of Information Technology & Decision Making

5 65–88.

Sarabando, P., Dias, L.C. (2009). Multiattribute choice with ordinal information: A compar-

ison of different decision rules. IEEE Transactions on Systems, Man, and Cybernetics –

Part A: Systems and Humans 39 545–554.

Sexton, T.R., Silkman, R.H., Hogan, A. (1986). Data envelopment analysis: Critique and

extensions. In: Silkman, R.H. (Ed.), Measuring the Efficiency: An Assessment of Data

Envelopment Analysis, American Evaluation Association, Jossey Bass Inc.

Stewart, T.J. (1996). Relationships between data envelopment analysis and multiple criteria

decision analysis. Journal of the Operational Research Society 47 654–665.

Stillwell, W.G., Seaver, D.A., Edwards, W. (1981). A comparison of weight approximation

techniques in multiattribute utility decision making. Organizational Behavior and Human

Performance 28 62–77.

Thompson, R.G., Langemeier, L.N., Lee, C., Lee, E., Thrall, R.M. (1990). The role of multi-

plier bounds in efficiency analysis with application to Kansas farming. Journal of Econo-

metrics 46 93–108.

Thompson, R.G., Singleton, F., Thrall, R., Smith, B. (1986). Comparative site evaluations

for locating a high-energy physics lab in Texas. Interfaces 16 35–49.

Torgersen, A.M., Førsund, F.R., Kittelsen, S.A.C. (1996). Slack-adjusted efficiency measures

and ranking of efficient units. The Journal of Productivity Analysis 7 379–398.

Weber, M. (1985). A method of multiattribute decision making with incomplete information.

Management Science 31 1365–1371.

Weber, M. (1987). Decision making with incomplete information. European Journal of Oper-

ational Research 28 44–57.

23



White, C.C., Dozono, S. and Scherer, W.T. (1983). An interactive procedure for aiding mul-

tiattribute alternative selection. Omega 11 212–214.

White, C.C., Sage, A.P., Dozono, S. (1984). A model of multiattribute decisionmaking and

trade-off weight determination under uncertainty. IEEE Transactions on Systems, Man,

and Cybernetics 14 223–229.

White, C.C., Sage, A.P., Scherer, W.T. (1982). Decision support with partially identified

parameters. Large Scale Systems 3 177–189.

Vincke, J.P., Brans, Ph. (1985). A preference ranking organization method. (The

PROMETHEE method for multiple criteria decision-making). Management Science 31

641–656.

Von Winterfeldt, D., Edwards, W. (1986). Decision Analysis and Behavioral Research. Cam-

bridge University press, Cambridge, Massachusetts, USA.

24





9HSTFMG*aeiihb+ 

ISBN 978-952-60-4887-1 
ISBN 978-952-60-4888-8 (pdf) 
ISSN-L 1799-4934 
ISSN 1799-4934 
ISSN 1799-4942 (pdf) 
 
Aalto University 
School of Science 
Department of Mathematics and Systems Analysis 
www.aalto.fi 

BUSINESS + 
ECONOMY 
 
ART + 
DESIGN + 
ARCHITECTURE 
 
SCIENCE + 
TECHNOLOGY 
 
CROSSOVER 
 
DOCTORAL 
DISSERTATIONS 

A
alto-D

D
 16

0
/2

012 

 

A
ntti P

unkka 
R

ank-based inform
ation in m

ulti-attribute decision and efficiency analysis 
A

alto
 U

n
ive

rsity 

Department of Mathematics and Systems Analysis 

Rank-based information in 
multi-attribute decision and 
efficiency analysis 

Antti Punkka 

DOCTORAL 
DISSERTATIONS 




