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Planning actions into the future is a fundamental task in many real world problems. The 

uncertain outcome of actions and partial noisy observations often make planning difficult. 
Specifically, in a wireless network, wireless agents must reason whether to transmit data now 
or postpone transmission into the future, based only on noisy sensor readings and incomplete 
information about traffic patterns and the state of other devices. 
   In many settings of this kind, a partially observable Markov decision process (POMDP) 
defines optimal actions for a single agent and a decentralized POMDP (DEC-POMDP) for 
multiple co-operative agents. POMDPs and DEC-POMDPs are expressive but computationally 
demanding models. This thesis presents new efficient POMDP and DEC-POMDP methods, 
motivated by challenging new wireless networking problems. 
   The first contribution of this thesis is a method for large factored POMDPs that handles larger 
problems than the comparison methods. The second contribution is the first proposed method 
for general factored infinite-horizon DEC-POMDPs. The method solves smaller problems with 
similar accuracy as non-factored methods and it can solve larger problems than the comparison 
methods. The third contribution is a new kind of controller type for POMDPs and DEC-
POMDPs, a periodic finite state controller, that allows optimization of larger controllers than 
previous finite state controller approaches and yields higher performance. 
   The fourth contribution is a POMDP model for a cognitive radio device, which served as 
motivation for the factored POMDP method. In the model, the cognitive radio transmits on 
frequency channels occupied by high priority legacy users. The model takes into account 
varying network traffic burst lengths and reactions of legacy users and performs better than the 
comparison models. The fifth contribution consists of framing wireless channel access of 
multiple devices with complicated spatial interference as a factored DEC-POMDP. This allows 
optimizing over both the spatial and time dimensions and in experiments yields higher 
performance than the wireless comparison methods. 
   The quality of wireless device decisions depends crucially on the cost and quality of sensor 
readings. The last contribution is a new spectrum sensing approach, that uses nanotechnology 
based computations and machine learning for mitigating nanoscale faults and classifying radio 
signals. 
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Tiivistelmä 
Toimintojen suunnittelu tulevaisuuteen on tärkeä tehtävä useissa käytännön ongelmissa. 

Epävarmuus toimintojen lopputuloksesta ja vaillinaiset kohinaiset havainnot tekevät 
suunnittelusta usein vaikeaa. Erityisesti langattomissa verkoissa langattomien agenttien 
täytyy päättää milloin lähettää dataa, käyttäen ainoastaan kohinaisia havaintoja ja vaillinaista 
tietoa verkkoliikenteestä ja muiden laitteiden tilasta. 
 Useissa tämänkaltaisissa tilanteissa osittain havaittava Markov-päätösprosessi (POMDP)-
malli määrittelee optimaaliset toiminnot yhdelle agentille ja hajautettu POMDP (DEC-
POMDP)-malli usealle yhteistyötä tekevälle agentille. Tämä väitöskirja esittelee uusia 
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 Neljäs kontribuutio on POMDP-malli kognitiiviselle radiolaitteelle, joka lähettää vanhoille 
radiolaitteille varatuilla taajuuskanavilla. Malli ottaa huomioon vanhojen radiolaitteiden 
erilaiset purskepituudet ja reaktiot ja suoriutuu paremmin kokeissa kuin vertailumallit. 
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1. Introduction

Both humans and artificial agents, including robots and wireless devices,

make decisions that may have far reaching implications. Agents make

decisions based on incomplete observations about the world around them.

Decision making in a complex uncertain world is a difficult problem even

for advanced intelligent agents such as humans. When it is uncertain in

which way the world will change in response to actions and when only in-

complete information about the world is available, an optimally behaving

agent has to consider a huge number of possible futures in order to find

the plan that yields the greatest return. From this perspective the diffi-

culty of optimal decision making is perhaps not surprising. Interestingly,

multi-agent decision making is even more difficult: agents not only have

to consider future events, but also what other agents are planning to do,

which depends on past observations of the other agents.

In order to optimize its behavior in a world that changes, an agent has

to plan its actions over a sequence of time instances. When an agent

or multiple agents do not know the outcome of their actions beforehand,

the decision making problem is one of planning under uncertainty. For

instance, a robot could plan its route from its home to a factory by consid-

ering in which direction to turn at each crossing. The optimal plan would

consist of a sequence of direction changes. In case the hardware of the

robot was of low quality, and the robot would not turn with probability

0.05, when it tried to, the robot would have to plan under uncertainty. An

optimal conditional plan would have to take many different sequences of

correct and false turns into account, that is, the action suggested by the

conditional plan would depend on the current location of the robot. While

planning under uncertainty is common in many robotics and other real

world applications [141, 32, 151, 139, 63, 34, 102], it is computationally

very challenging, especially when the current world state is uncertain.

15



Introduction

Therefore, efficient computational methods are needed.

One challenging real-world application domain for planning under un-

certainty is wireless networking. In a wireless network, agents such as

mobile phones, laptops, or cell towers transmit data to each other on dif-

ferent frequency channels. Wireless agents decide at each time instance

which channels (if any) to sense and transmit on. Consider for example

two humans talking to each other over a wireless network. When the first

human speaks, the voice signal is translated into data, which is put into

network packets. The network packets are transmitted over a wireless

channel to the wireless device of the second human and translated back

into a voice signal. The wireless devices decide when to sense channels

and transmit data depending on the current wireless network state and

of the data to transmit.

In a wireless network, several things influence decision making. The hu-

man user, the protocol stack, and wireless device hardware influence how

data is generated for transmission. In addition, the spatial location of

wireless devices and the surrounding environment influence how trans-

mitted data travels to the intended receiver. Furthermore, sensing the

environment is limited by energy and hardware constraints. These and

other properties of the operating environment need to be taken into ac-

count when wireless agents plan actions into the future.

1.1 Overview

Next, the three main topics of the thesis: “Planning under uncertainty”,

“Wireless channel access”, and “Spectrum sensing” will be introduced.

Planning under uncertainty. This thesis presents new decision making

methods for agents, that act in a world with uncertainty. Figure 1.1 illus-

trates the sequential action-observation cycle for a single agent and for

multiple agents. In the figure, agents act, the actions change the world,

the agents then observe the changed world, and the cycle starts from the

beginning. In real world problems, observations usually do not reveal

everything about the world, that is, observations are partial/incomplete

and noisy. For instance, a wireless agent may observe that another agent

transmits data, but it does not know how much data the other agent still

has in its transmit buffer. Also, usually, in real world problems changes

to the world state are uncertain as illustrated with the example of a robot
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Agent
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(a)

Agent 1

World

Act 1

Agent 2

Act 2

Obs 1 Obs 2

(b)

Figure 1.1. Action-observation cycles for a single agent (a) and multiple agents (b). The
action-observation cycles repeat for a certain, possibly infinite, time. In (a) a
single agent (depicted as a wireless device in this figure) performs an action,
which influences the state of the world and then makes an observation about
the new world state. In (b) two or more agents perform actions independently,
which influence the state of the world and then each agent makes its own
observation about the new world state.

navigating to a factory. Furthermore, actions of an agent may have far

reaching implications: if the robot fails to pick up a tool at home that it

needs to perform a function at the factory, it notices the failure only after

arriving at the factory. A partially observable Markov decision process

(POMDP) [141] is a general model for optimizing single agent decision

making that takes into account both partial/incomplete observations, un-

certainty in world state transitions, and the effects of the agent’s actions.

In a POMDP, world dynamics are defined using probabilistic Markov mod-

els [121] and the optimization objective is encoded as a reward that the

POMDP assigns to the agent at each time step. Because solving POMDPs

optimally is intractable except for very small problems, approximate ap-

proaches have been developed [112, 143, 140, 81].

A POMDP formalizes single agent decision making problems, but in or-

der to optimize policies of multiple agents, such as wireless devices or

robots, special problem properties need to be taken into account. In ad-

dition to uncertainty and partial observability, in many multi-agent prob-

lems agents act individually and do not share observations or actions with

other agents. For instance, in a wireless network agents make individual

channel access decisions based on their own channel sensing results. The

agents may still optimize a joint objective, for example sum throughput

in wireless networks. A decentralized POMDP (DEC-POMDP) [17] (see

also [132]) is a model for optimizing co-operative multi-agent behavior

that has received attention lately. A DEC-POMDP is a generalization of

a POMDP to multiple agents. In addition to uncertainty and partial ob-
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servability, a DEC-POMDP models agents that optimize a joint objective,

but act and observe individually. These properties are crucial for many

real world problems, but make policy computation hard [18].

Wireless channel access. As discussed earlier, a user that talks with an-

other user over a wireless network connection or browses the web gen-

erates data that must be transmitted. When the user clicks a link to a

web page, the web browser generates a request for the web page and en-

codes it as a data packet. The data packet travels through the protocol

stack of the wireless device to the protocol layer that decides when and

how to transmit the data. This thesis focuses on the problem of decid-

ing whether to transmit or listen, and on which frequency channels. In

wireless channel access the behavior of wireless agents corresponds to the

action-observation cycle model shown in Figure 1.1: 1) A wireless agent

decides whether to access a channel, 2) The decision of the agent influ-

ences the surrounding world, that is, the state of wireless devices, 3) The

wireless agent makes an observation on the world, that is, senses the

channel.

Based on past observations an agent tries to determine, when to access

a wireless channel. Many widely used standard protocols, such as IEEE

802.11 [1], specify how channel access decisions should be made. These

protocols have been hand-crafted by experts and define explicitly when a

wireless device may access the channel. A cognitive radio [61] on the other

hand is a wireless device that can adapt to the environment it operates

in and flexibly use frequency channels. One central problem in cognitive

radio research is the simultaneous operation of cognitive radios and pri-

mary (high priority) users. Often a cognitive radio tries to utilize wireless

channels in a new more efficient way, but at the same time has to pre-

vent interference to primary users operating on the same channels. Some

research [172, 53, 46] models cognitive radio channel access on primary

user channels as a POMDP. A POMDP models naturally the stochasticity

in primary user behavior and the partial observability caused by practical

sensing limitations.

Wireless devices can optimize their behavior over the temporal and fre-

quency dimensions, but also taking into account the spatial dimension.

The interference from one wireless device to another depends heavily on

the distance between the devices and devices far apart can transmit with-

out causing interference to each other. Therefore, approaches for taking

advantage of spatial opportunities have been proposed [174, 47, 48, 74,
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73].

Spectrum sensing. As discussed previously a wireless agent first makes

an observation, that is, it senses a frequency channel and then decides

whether to access a channel. However, decision making is not only about

deciding which channels to access, but also about when and which chan-

nels to sense. Good decisions on channel sensing at the current time help

gather information that leads to better decisions in the future. The quality

of actual spectrum sensing is the basis for making high value decisions. If

the agent thinks a channel is free when it is actually occupied, a collision

and loss of data happens. If the agent thinks a channel is occupied when

it is not, a transmission opportunity is lost.

There is a wide array of research on spectrum sensing [169, 6] and dif-

ferent approaches for single and multi-agent sensing have been proposed.

One difficult problem, wide bandwidth spectrum sensing with low power

requirements, is addressed in this thesis.

1.2 Contributions

The contributions of this thesis can be divided into methodological plan-

ning under uncertainty contributions and into contributions specific to

wireless networking. In the methodological category, Publication I pre-

sents a new factored POMDP method (factored means here that the prob-

lem is described in terms of several variables and how they depend on

other variables) that can compute policies for very large problems and

demonstrates its performance on benchmark problems and the wireless

networking problem introduced in Publication IV. Publication II presents

the first proposed method for planning with factored infinite-horizon DEC-

POMDPs. The method solves large problems with many agents with good

accuracy. Finally, Publication III shows how a new kind of policy type

allows for larger policies and higher performance in both POMDPs and

DEC-POMDPs.

In terms of contributions to wireless networking, Publication IV shows

how to model primary user traffic in cognitive radio networks, where the

goal is to choose the best channel to transmit on, with more realistic mod-

els than in earlier approaches. The new model yields significantly better

performance compared to earlier simpler models when used for optimiz-

ing the POMDP policy of a cognitive radio. Publication V shows how to
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take advantage of both temporal and spatial opportunities in channel ac-

cess. Publication V formulates the channel access problem as a factored

DEC-POMDP and computes policies for wireless agents, using the method

of Publication II with modification and the new policy type introduced in

Publication III. In experiments, the new approach yields higher perfor-

mance than wireless channel access protocols. Publications VI and VII

discuss a new passive nanoscale spectrum sensing approach for cognitive

radio. The approach uses a radial basis function network to classify sig-

nals and to mitigate the effect of nanoscale faults.

1.3 Thesis structure

This thesis consists of a summary and original articles. The summary

part of the thesis begins in Chapter 2 with background information on

planning under uncertainty. Chapter 2 focuses on research in POMDP

and DEC-POMDP methods. Next, Chapter 3 discusses the new POMDP

and DEC-POMDP methods in Publication I, Publication II, and Publica-

tion III. Chapter 4 discusses cognitive radio background and the POMDP

based cognitive radio approach in Publication IV, which is followed by

channel access background and the DEC-POMDP based wireless chan-

nel access approach in Publication V. Chapter 5 presents background on

spectrum access, nanotechnology, and fault tolerance and then the passive

analog nanoscale spectrum sensing approach proposed in Publications VI

and VII. Finally, the summary and discussion in Chapter 6 wraps the

thesis up.
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2. Background: Planning under
uncertainty

As discussed in the previous chapter (see Figure 1.1) an agent has to de-

cide on its current action based on what it has observed in the past. Op-

timal decision making is one of the fundamental questions of artificial

intelligence research. The agent makes observations about the surround-

ing world and the agents’ actions change the world. Because actions of an

agent influence the world, an action may have significant repercussions in

the future. A rational agent plans its actions into the future. In classical

planning, [54] it is known beforehand how actions influence the world.

Classical planning methods [54] try to find a sequence of deterministic

actions that transitions the world, from a known initial state, to a certain

predefined goal state. For example, in a factory problem the goal could be

to decide on the sequence of machines to use to manufacture a car. How-

ever, in practice it is often uncertain whether a machine completes it job

or not. When the world is not fully deterministic, planning under uncer-

tainty is needed. The world may change in many different ways and an

optimal plan is no longer a sequence of actions, but instead a conditional

plan. Intuitively a conditional plan is a tree of actions: the agent per-

forms an action prescribed by the current tree node and then follows the

tree branch, which corresponds to the observation made about the world.

In classical planning, the agent tries to reach a predefined goal, but

practical problems may have a goal for each time step. For example, in a

wireless network problem, the goal of an agent may be to transmit in each

time step as much data as possible. In reinforcement learning [71, 145],

the agent is assigned a reward at each time step depending on the cur-

rent state of the world, and the goal of an optimal agent is to collect

high rewards over a long (possibly infinite) period of time. In this the-

sis, planning under uncertainty is discussed in the context of reinforce-

ment learning. Reinforcement learning can be divided into model-free
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and model-based approaches. In model-free reinforcement learning, the

agent does not have a model of the environment it operates in, but instead

tries to improve its policy, that is, how actions are chosen, while gather-

ing knowledge of the environment. A model-free agent has to consider,

among other things, the exploration-exploitation trade-off: the agent can

collect information about the environment and emphasize maximizing re-

wards later, or based on current knowledge emphasize immediate reward

collection. In model-based reinforcement learning, the agent optimizes its

policy based on a model of the environment. When the model is known, a

policy can be optimized, and then immediately used without extra infor-

mation gathering. The decision making methods presented in this thesis

are model-based.

As discussed above, in reinforcement learning the goal is to maximize

gathered reward over time. When selecting actions it is important to con-

sider the effects of the actions into the future: remember the example of a

robot that needs to pick up a tool that is needed only later. In order to opti-

mize the gathered reward into the future, one needs a way to reason about

the current and future states of the world. One way is to assume that only

the current state of the world contains all the information required for

predicting the probability of the next state of the world and that no addi-

tional history information is required, that is, the world evolves according

to a Markov process. This thesis focuses on models of decision making

with this Markov assumption. There are also other alternative models for

decision making under uncertainty. For instance, predictive state repre-

sentations [88] use predictions of future observation sequences, instead of

Markovian states, to model the world. In this thesis, it is assumed that

the Markov model is known, that the model has a discrete set of states,

actions, and observations, and that the model is stationary so that it does

not change (this includes models that are descriptive enough to describe

possible changes).

2.1 Hierarchy of decision processes

In this section, Markovian decision processes are categorized according

to the observability of the world state and according to the number of

agents. Differences between the categories are illustrated using a wire-

less network problem example and factored Markovian decision process

models that can describe large real-world problems are discussed.
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When the agent can observe the world state fully, the Markovian deci-

sion process is called a Markov decision process (MDP). Consider a wire-

less channel access problem, where the agent has to choose a channel to

transmit on in the next time step. Each channel has a certain probability

for moving between idle and occupied states. The probabilities represent

traffic characteristics of other devices and depend on whether the agent

accesses the channel or not. The goal is to transmit on channels that other

wireless devices do not use. If the agent can always observe the state of

all channels fully, then the problem is an MDP (MDPs will be discussed

in Section 2.2) and it is straightforward to compute the probability of the

next state of a channel. However, because of hardware limitations, wire-

less agents cannot in practice observe all channels at once and channel

measurements are noisy. In addition to predicting how the agent’s actions

will influence the state of the world in the future, with partial observa-

tions, the agent has to consider how to gather information about the state

of the world. With partial observations the decision process is called a par-

tially observable MDP (POMDP). POMDPs will be discussed in Sections

2.3–2.5. An even more difficult problem arises when the goal is to opti-

mize the behavior of two or more agents. An agent does not know what

observations other agents have made or what actions the other agents

have performed and thus also not what other agents intend to do next.

When there are multiple decision makers sharing the same reward func-

tion, but each decision maker has its own observations and actions, the

decision process is called a decentralized POMDP (DEC-POMDP). DEC-

POMDPs will be discussed in more detail in Sections 2.6–2.9.

Figure 2.1 shows influence diagrams for MDPs, POMDPs, and DEC-

POMDPs. The details and semantics of the models will be discussed in

the relevant sections later, but for now the figure illustrates how the de-

pendencies become more complicated for partially observable and decen-

tralized cases. Figure 2.2 illustrates a hierarchy of Markovian decision

processes. As also mentioned in the figure caption, a DEC-POMDP is a

special case of a partially observable stochastic game (POSG) [60], which

allows also competitive settings. A decentralized MDP (DEC-MDP) is the

fully observable special case of a DEC-POMDP and a POMDP is the sin-

gle agent special case of a DEC-POMDP. An MDP is the fully observable

special case of a POMDP and at the same time the single agent special

case of a DEC-MDP.

POMDPs and DEC-POMDPs allow for a broad range of practical appli-
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Figure 2.1. Influence diagrams of (a) a Markov decision process (MDP), (b) partially ob-
servable MDP (POMDP), and (c) a two agent decentralized POMDP (DEC-
POMDP). s denotes the world state and r the reward. In an MDP and
POMDP, π denotes the agent’s policy, a the agent’s action, and in a POMDP
o denotes the observation. In a DEC-POMDP with two agents, a1 and a2

denote the agent actions, π1 and π2 denote the policies of the agents, �o the
joint observation, and o1 and o2 individual observations. Thick circles illus-
trate variables that the agent(s) observe. In an MDP, the agent observes the
world state directly, but in a POMDP and in a DEC-POMDP the agent(s)
make(s) observation(s) that only indirectly reflect(s) the real world state. An
agent chooses actions based on its past observation history and according to
its policy. In the figure, a dotted line separates time steps.

POSG

DEC-POMDP

POMDP DEC-MDP

MDP

Figure 2.2. Hierarchy of Markovian decision processes. A DEC-POMDP is a special case
of a partially observable stochastic game (POSG) [60], which allows also com-
petitive settings. A decentralized MDP (DEC-MDP) is the fully observable
special case of a DEC-POMDP and a POMDP is the single agent special case
of a DEC-POMDP. An MDP is the fully observable special case of a POMDP
and at the same time the single agent special case of a DEC-MDP.

cations, such as optimizing wireless network operation ([102] and Publi-

cation V), robot control and navigation [32, 151], rover sample collecting

[139], elder care [63], tiger conservation [34], manufacturing [141], and

many other kinds of problems. Cassandra [31] provides a survey of possi-

ble POMDP applications.
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The POMDP and DEC-POMDP models allow a formal description of op-

timal decision making in complicated problems. However, in real-world

POMDP and DEC-POMDP applications the size of a problem description

is often huge, because the state-space grows exponentially with respect to

the number of state variables. This exponential growth of the state-space

is often called the state-space explosion problem. In the wireless network

example discussed previously, in a realistic implementation each channel

can be in 15 different internal states, but the complete world state space

is then of size 15N , where N is the number of channels. In practice, it is

not possible to specify the complete probability table in such a problem. In

factored (MDP, POMDP, DEC-POMDP, . . . ) models, state, action, observa-

tion, and controller variables are divided into sets of individual variables.

For example, in the wireless network problem with multiple channels,

each channel is a separate state variable and the full world state is the

cross product of the individual variables, but probabilities are specified

using a subset of all the state variables. The factored description of real-

world problems is often compact and allows taking advantage of the fac-

tored form during planning. Publication I and Publication II present new

methods for efficient planning in factored POMDPs and DEC-POMDPs,

respectively.

This chapter discusses first what a Markov decision process (MDP) is

and then proceeds to the more general partially observable Markov deci-

sion process (POMDP). Then the chapter discusses POMDP policy repre-

sentations, solution techniques for POMDPs, and approaches for solving

factored POMDPs. From POMDPs the chapter moves on to decentralized

POMDPs (DEC-POMDPs). The chapter discusses solution techniques for

finite-horizon and infinite-horizon DEC-POMDPs, and concludes with fac-

tored DEC-POMDPs.

2.2 Markov decision process (MDP)

This section formally defines an MDP as a starting point, which will be

used in later sections as a building block for more general models. A

Markov decision process (MDP) is defined by the tuple 〈S,A, P,R, s0〉,
where S is the set of world states, A is the set of actions of the agent, P

denotes transition probabilities, R is a real valued reward function, and s0

is the starting state. P and R will be defined in more detail below. In gen-

eral, MDPs can be defined over continuous or discrete valued states and
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actions, but in this thesis states and actions are discrete valued. Time can

also be considered either continuous or discrete valued. This thesis con-

siders discrete time denoting the current time step by t and the next time

step by t + 1. The current state at time t is denoted by s and the state at

time t+1 by s′. Denote with a the action of the agent. P (s′|s, a) is the prob-

ability to move from state s to the next state s′, given the action a. R(s, a)

is the real-valued reward for executing action a in state s. In MDPs, the

current state s is fully observable and an optimal policy π∗ is a mapping

π∗(s) = a from states to actions that maximizes the reward objective. The

reward objective is to maximize a cumulative sum of rewards over a cer-

tain time period. Note that the optimal policy depends on the particular

reward objective chosen (possible reward objectives are discussed below).

Note that rewards are a property of the computational model and there

is no need for an actual reward signal. For instance, the computational

model may specify that a robot is assigned a reward of twenty if the robot

finds hundred dollars. In an MDP, the obtained immediate reward is al-

ways known, because the world state is fully observable. When the world

state is partially observable, the obtained actual immediate reward is in

general not known. However, if a robot thinks it has found hundred dol-

lars with a probability of 0.5, it does not know the actual reward, but it

knows the expected reward is ten.

For some problems, rewards are gathered over a fixed time span called

the horizon. For these problems, a finite-horizon reward objective can be

used:

E

[
T−1∑
t=0

R(s(t), a(t))|π
]

, (2.1)

where T is the horizon, s(t) is the state and the action a(t) at time step t

is chosen by the policy π. For other problems, such as wireless network

channel access, the execution of the policy can go on for an infinite time

in practice. In infinite-horizon MDPs, the discounted reward objective is

E

[ ∞∑
t=0

γtR(s(t), a(t))|π
]

, (2.2)

where 0 < γ < 1 is the discount factor. The discount factor makes compu-

tations tractable. Another optimization objective, which is used in infinite-

horizon problems, is the average reward objective [13, 168].

This thesis focuses on discounted reward infinite-horizon problems, al-

though a finite-horizon objective is used as initialization for an infinite-

horizon approach in Publication III. Many solution techniques make use
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of the Bellman optimality equation. Denote with V π(s) the value, that is,

the expected cumulative reward, when starting from state s and following

the policy π. The Bellman optimality equation

V ∗(s) = max
a

[
R(s, a) + γ

∑
s′

P (s′|s, a)V ∗(s′)

]
(2.3)

recursively defines the optimal value function V ∗(s). When the optimal

value function is known, the optimal action is simply the one that maxi-

mizes the right-hand-side of the Bellman equation.

The computational complexity of MDPs is P-complete [105] for both of

the reward objective definitions above and thus an MDP can be solved

(solving refers here to finding an optimal policy) efficiently for reasonably

sized state and action spaces. There are several ways for solving MDPs.

In value iteration [16], the value function is initialized to low values and

then the Bellman equation is used repeatedly to compute new value func-

tions until convergence. Value iteration converges to the optimal value

function. In policy iteration [64], the best policy is computed for the cur-

rent value function and the new policy is then used to compute a new

value function. This procedure of computing a policy and then a value

function is repeated until the policy does not change. An MDP may also

be solved using linear programming [21].

2.3 Partially observable Markov decision process (POMDP)

A POMDP [142, 72] allows an agent to make optimal decisions in an un-

certain world with noisy and partial observations. POMDPs generalize

MDPs to partially observable states. The worst case computational com-

plexity of finite-horizon POMDPs is PSPACE-complete [105] and infinite-

horizon POMDPs are undecidable [90]. Because of the high computational

complexity, optimal solutions are attainable only for small problems, and

state-of-the-art POMDP solvers ([112, 143, 140, 81] as well as Publication

I and Publication III) use various approximations. Recent POMDP solvers

have had great success, but problem size still remains a major obstacle for

many real world problems. Interestingly, some POMDP problems are eas-

ier to approximate than others [65].

Formally a POMDP is defined by the tuple 〈S,A,O, P,R,O, b0〉. Simi-

larly to an MDP, S is the set of states, A is the set of actions, P (s′|s, a) is

the probability to move from state s to the next state s′, given the action a,

and R(s, a) is the real-valued reward for executing action a in state s. In
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a POMDP, O is the finite set of observations and O denotes the observa-

tion probabilities P (o|s′, a), where o is the observation made by the agent,

when action a was executed and the world moved to the state s′. Lastly,

b0(s) is the initial state distribution, also known as the initial belief.

In this thesis, a single probability distribution over world states is called

either a belief or belief point and the space over all possible beliefs is called

the belief space. Although the current state is not known in a POMDP, the

belief is known at each time step. After performing action a and observing

o the updated belief b′ = b′(s′|b, a, o) can be obtained from the current belief

b = b(s) using the Bayes formula

b′(s′|b, a, o) = P (o|s′, a)
P (o|b, a)

∑
s

P (s′|s, a)b(s) , (2.4)

where P (o|b, a) =
∑

s′ P (o|s′, a)∑s P (s′|s, a)b(s) is the normalization con-

stant. A POMDP is called a belief state MDP, because the continuous

belief of a POMDP can be regarded as a continuous state in an MDP.

2.3.1 POMDP example

As a concrete POMDP example, consider a heavily simplified version of

the POMDP problem discussed in Section 4.1.2, where the goal of a wire-

less secondary user (SU) is to transmit on a wireless channel, when the

primary user (PU) of the channel is not active. The PU can either be ac-

tive, meaning it is transmitting, or idle, meaning it does not transmit.

In this problem, a two state Markov model describes the idle and active

periods of the PU. The PU moves from an idle to an active state with prob-

ability 0.1 and from the active state to the idle state with probability 0.2.

The SU can either listen to the channel or transmit on the channel. If

the SU transmits when the PU is active, a negative reward (penalty) of

−5 is given and the PU remains active (the PU tries to access the channel

until it succeeds). Successful SU transmissions yield a positive reward of

+1. In each time step, the SU makes a correct observation, on whether

the PU is active, with probability 0.8. Because the observations are noisy,

the SU should not decide on actions based only on the current observed

channel state, but should make decisions using the current belief distribu-

tion which contains information also about past actions and observations.

Moreover, in general, optimal decision making requires taking possible fu-

ture (channel) states into account. Table 2.1 shows the formal definition

of this POMDP problem and Table 2.2 illustrates how the belief would

evolve over time for a series of actions and observations.
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(a)

P (s′|s, a = listen):

s s′ idle active

idle 0.9 0.1

active 0.2 0.8

(c)

P (o|s′, a):
s′ o idle active

idle 0.8 0.2

active 0.2 0.8

(b)

P (s′|s, a = transmit):

s s′ idle active

idle 0.9 0.1

active 0 1

(d)

R(s, a):

a s idle active

listen 0 0

transmit +1 −5

Table 2.1. The example POMDP, discussed in Section 2.3.1, is formally defined by the
state set S = (idle, active), the action set A = (listen, transmit), the obser-
vation set O = (idle, active), the transition probabilities shown in sub-figures
(a) and (b), the observation probabilities shown in sub-figure (c), the reward
function shown in sub-figure (d), and the initial belief b0(s) = 0.5.

Time 0 1 2 3 4 5 6 7

o – active active idle idle active idle active

a listen listen listen listen transmit listen listen listen

b(s = I) 0.50 0.23 0.13 0.62 0.87 0.48 0.82 0.46

b(s = A) 0.50 0.77 0.87 0.38 0.13 0.52 0.18 0.54

Table 2.2. Illustration of the evolution of the belief b(s) for the example POMDP problem
discussed in Section 2.3.1 and formally defined in Table 2.1. The world state
s (state of the primary user) is either idle (denoted with I) or active (denoted
with A). In each time step, the agent makes an observation o (idle or active)
and executes an action a (listen or transmit). The agent updates its belief b(s)
using only the action a it executed, the observation o that followed, and the
current belief.

2.3.2 POMDP value function

In POMDPs, similarly to MDPs, the optimal value function yields an opti-

mal action for the agent. By defining the value function V (b) over beliefs

the resulting Bellman equation for a discounted POMDP is

V ∗(b) = max
a

[∑
s

R(s, a)b(s) + γ
∑
o

P (o|b, a)V ∗(b′(s′|b, a, o))
]

. (2.5)

For finite-horizon POMDPs, the optimal value function is piece-wise lin-

ear and convex (PWLC) [138] over the space of beliefs and for infinite-

horizon discounted POMDPs the value function can be approximated ar-

bitrarily closely with a PWLC function. This is of practical relevance since

most POMDP approaches [112, 139, 143, 81] take advantage of the PWLC

property in some form or another.

Because the value function of a POMDP is PWLC, the value function

can be represented as a set of vectors, commonly called α-vectors. Each
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α-vector corresponds to a conditional plan (more on this later), that starts

with a certain action. The value of a belief is the maximal dot product of

the belief b(s) with one of the α-vectors. The best α-vector α∗
a for a belief

b(s) is

α∗
a = argmax

αi
a

∑
s

b(s)αi
a(s) , (2.6)

where αi
a(s) is the ith α-vector with action a. The best action is the action

of the best α-vector.

A common approach for solving POMDPs is to compute a policy consist-

ing of α-vectors offline. Then, during online operation, execution starts

from the initial belief and the current belief is updated at each time step

using Equation 2.4. Inserting the current belief into Equation 2.6 yields

the best action. In addition to policies in vector form, policies in the form

of a graph (graphical policies) are commonly used. A graphical policy can

be executed without maintaining a belief or an explicit value function.

Figure 2.3 shows different kinds of graphical policies. How α-vectors are

constructed and how α-vectors relate to graphical policies is discussed

next.

2.4 POMDP approaches

As discussed above, in POMDPs the policy can be represented as a set of

α-vectors. Many POMDP methods start from a small set of α-vectors and

iteratively grow the set. The backup operation is an elementary operation

for constructing new α-vectors from known α-vectors. The backup oper-

ation constructs for time step t a new α-vector from a set of α-vectors in

the next time step t+1. The idea is to find for a given action a, in the cur-

rent time step, an α-vector αo
ao(s

′) in the next time step for each possible

observation o (it will be discussed shortly how POMDP methods choose

αo
ao(s

′) for each observation). The new α-vector αi
a(s) is then constructed

from the next time step α-vectors and the immediate reward R(s, a):

αi
a(s) = R(s, a) + γ

∑
o

∑
s′

P (o|s′, a)P (s′|s, a)αo
ao(s

′) . (2.7)

When performing backup for a specific belief b(s), the next time step α-

vector αo
ao(s

′) for observation o is chosen as

αo
ao(s

′) = argmax
αj
aj

(s′)

∑
s,s′

αj
aj (s

′)P (o|s′, a)P (s′|s, a)b(s) . (2.8)

α-vectors and policy graphs are directly related (see Publication I for more

discussion on the subject and Figure 2.3 for a policy graph example). In-
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Figure 2.3. (Deterministic) examples of different types of graphical POMDP policies. A
graphical policy consists of nodes and directed edges. At each time step the
agent executes action a at the current node, the POMDP moves from state
s to state s′ with probability P (s′|s, a), the agent makes observation o with
probability P (o|s′, a), and the policy moves to a new node along the edge with
o. (a) In a policy tree, the execution begins at the root node on the left and
continues to the right. The execution branches at each node according to the
observation made by the agent. Especially online POMDP methods discussed
in Section 2.4.4 use policy tree based policy representations. (b) In a finite
state controller (FSC), the execution moves from any node to any other node
along the edge with the observation made. Section 2.4.3 discusses FSCs in
general and methods for constructing them. Publication II and Publication
III use FSCs as policy. (c) A policy graph resembles a policy tree, but a node
may have several incoming edges. In Publication I the policy is represented
as a policy graph only.

tuitively in an α-vector backup one finds the best action and the best pre-

vious alpha vectors for each observation. Assume that each policy graph

node corresponds to an α-vector. To add a new policy graph node before

the first layer of nodes, one has to find the best action, and for each obser-

vation find the best first-layer node (remember that a node corresponds

to an α-vector). Adding a new node to a policy graph is thus similar to

adding a new α-vector to a set of α-vectors.
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2.4.1 Optimal POMDP methods

There are several ways for constructing optimal α-vector policies. The

brute force approach iteratively constructs a set of α-vectors, whose size

grows fast. Some optimal methods [33, 72] avoid redundant α-vectors. An

α-vector is redundant if another set of α-vectors yields higher value over

the complete belief space. Some methods [33] generate all possible α-

vector backups and then prune redundant α-vectors. Some methods [72]

try to identify beliefs, for which a backup generates a redundant α-vector.

Optimal methods scale to POMDPs with only a few states. Point based

approximate methods, discussed next, scale to larger problems.

2.4.2 Point based methods

For practical problems, it is computationally too demanding to construct

α-vectors over the complete belief space. Equation 2.8 shows how to per-

form an α-vector backup efficiently for a single belief point. Point based

POMDP solvers [112, 143, 140, 134, 81] do not try to find a policy over

the complete belief space, but instead restrict policy search to a limited

number of belief points. Point based POMDP solvers scale to state spaces

with thousands of states [140, 134, 81].

The point based method Perseus by Spaan et al. [143] samples a set

of beliefs and then improves the policy, a set of α-vectors, for the fixed

set of beliefs until convergence. In an iteration, Perseus tries to improve

the value of all sampled beliefs by backing up α-vectors for each belief.

Identical α-vectors are pruned. Because Perseus improves all beliefs in

one iteration, backup operations can be done in parallel resulting in a

computationally efficient implementation. The complexity of one Perseus

iteration is polynomial, because the number of α-vectors is bounded by

the size of the belief set.

Point based value iteration (PBVI) [112] starts from an initial set of be-

liefs, performs backups for the beliefs, and then adds new beliefs to the

belief set and starts a new backup round. The beliefs to be added are

beliefs selected from a set of sampled beliefs, such that the beliefs have

a large distance to the previous beliefs. Heuristic search value iteration

(HSVI) [139, 140] maintains a set of α-vectors as a lower bound and a

set of belief-value pairs as a value function upper bound. HSVI uses the

bounds in an efficient (deterministic) belief generation heuristic. Forward

search value iteration (FSVI) [134] samples belief trajectories from the
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initial belief by selecting actions based on the optimal MDP policy and

computes an α-vector for each sampled belief using the backup operation

discussed earlier. Similar to HSVI, SARSOP [81] also maintains lower

and upper bounds and uses those for generating new beliefs. SARSOP’s

new sampling and pruning procedures (see [81] for details) are motivated

by the notion of optimally reachable belief spaces introduced in [65]. SAR-

SOP yields better results than earlier POMDP methods (see [81] and Pub-

lication III).

2.4.3 Finite state controllers

A set of α-vectors is a common policy representation for POMDPs. An-

other kind of policy representation is the finite state controller (FSC). An

FSC is a finite state machine that takes as input observations and outputs

actions. Figure 2.3b displays an example FSC. During online operation an

FSC does not need to update a belief about the world state, and it does not

require a search for the best action for the current belief, thus online use

of an FSC is extremely light weight. Humans can also interpret compact

FSCs more easily than a set of vectors.

Formally an FSC is defined by a set of controller states (also called

nodes, because of the graphical structure of the policy), the start distri-

bution P (q), where the distribution is over the controller state variable q,

the conditional action distribution P (a|q), and the conditional transition

distribution P (q′|q, o), where q′ is the controller state in the next time step.

In time step zero, the FSC starts from state q according to the probability

distribution P (q). In time step t, the FSC is in some known controller

state q, and the agent then performs action a according to probability

P (a|q), the action influences the world and the agent makes observation

o about the world. The FSC then transitions from current state q to the

next time step state q′ according to the conditional probability P (q′|q, o).
There are several FSC based POMDP methods ([58, 96, 115, 69, 9, 12,

11, 152, 14] and Publication III). The policy iteration (PI) method in [58]

transforms the current FSC policy to α-vectors, backs the α-vectors up,

and then modifies the FSC using the backed up α-vectors. Point based pol-

icy iteration (PBPI) [69] is similar to PI, but does backups at a selected set

of beliefs. Bounded policy iteration (BPI) [115] uses linear programming

to improve a stochastic FSC. Gradient ascent [96] methods represent the

FSC in a form (softmax parameter representation for example) for which

the gradient can be computed and improve the policy by following the
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gradient.

In the non-linear programming approaches [9, 12, 11], the optimization

problem is written as a non-linear program and an off-the-shelf solver

is used to optimize the FSC parameters. Expectation maximization (EM)

[152, 153, 79] transforms the optimization problem into an inference prob-

lem and improves the FSC in each iteration. Non-linear programming

and EM are applicable to both POMDPs and DEC-POMDPs. Because

a POMDP is the single agent special case of a DEC-POMDP, non-linear

programming and EM will be discussed in more detail in the context of

DEC-POMDPs in Section 2.8.

Publication III introduces a new type of FSC, periodic FSCs, for both

POMDPs and DEC-POMDPs. A periodic FSC is composed of layers of

controller nodes, which are connected only to the next layer. The last layer

is connected to the first layer. The periodic FSC approach yields state-of-

the-art results. Periodic FSCs are discussed in more detail in Section 3.3.

2.4.4 Other POMDP approaches

Bonet and Geffner [25] show how discounted POMDPs can be transformed

into Goal POMDPs (Goal POMDPs have absorbing goal states with zero

immediate reward) and compare the real time dynamic programming (RTDP-

Bel) approach for Goal POMDPs with point-based solvers for discounted

POMDPs. The RTDP-Bel approach discretizes the belief space and uses

a hash table as value function approximation. It samples beliefs using

the current best action and updates the value function approximation for

each sampled belief.

Online methods [160, 92, 133, 106, 122, 123, 124] do not compute a policy

offline, meaning in advance, but instead make decisions during online

operation. One advantage of online planning is that the current belief can

be used as a starting point for planning and planning can concentrate on

a small part of the belief space. A disadvantage is that planning is needed

at each time step, which can be prohibitive in some applications (mobile

phones for example may have hard restrictions on computing resources).

During offline planning, the planner has to consider all beliefs that the

agent with an optimal policy can visit. A simple online method would

construct a complete policy tree (see Figure 2.3 for a policy tree example),

where each node is an action, and each edge an observation. This tree

has exponential size with respect to the planning depth. State-of-the-

art POMDP solvers improve the simple method substantially, but a more
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detailed discussion is out of the scope of this thesis.

2.5 Factored POMDP

Factored POMDPs ([113] and Publication I) provide a framework for mak-

ing optimal decisions in settings, where the world state and observations

can be described using several state and observation variables. A fac-

tored POMDP description can be compact even though the actual state

space is huge. The compactness is possible because the probability for

a single variable depends only on a subset of all variables. For exam-

ple, in a wireless network problem with multiple frequency channels, the

next state of a single channel depends on the previous state of the chan-

nel and on the action of the agent, but not on the state of other chan-

nels. A factored POMDP allows a compact description of many real-world

(and benchmark) problems for which a “flat” description would not fit into

memory.

More formally, in a factored POMDP the state consists of several state

variables s1, s2, . . . , sM and an observation of several observation vari-

ables o1, o2, . . . , oM . The probability for state variable si to transition to

s′i is P (s′i|Parents(si)) where Parents(si) ⊂ (a, s1, s2, . . . , sM ) denotes the

parent variables. P (oi|Parents(oi)) denotes the probability for the agent

to observe oi and Parents(oi) ⊂ (a, s′1, s′2, . . . , s′M ) denotes the parent vari-

ables of oi. The reward function R(s, a) is a sum of reward sub-functions

R(s, a) =
∑

iRi(Si), where Si ⊂ (a, s1, s2, . . . , sM ). Figure 2.4 shows the

influence diagram of an example factored POMDP.

In a factored POMDP, variables depend directly only on a subset of

other variables, but over several time steps the influence of a variable

may spread to all other variables. Intuitively, variable dependencies form

a graph, in which a path from one variable to another means that the

variables depend, at least over time, on each other. Because influence

spreads over time, the major problem that most factored POMDP meth-

ods try to solve is how to keep the belief and the policy in a compact form

during planning and execution. There are several ways for making be-

liefs tractable. One popular approximation for beliefs is the Boyen-Koller

[27] approximation, which breaks dependencies between all state vari-

ables resulting in a product of probabilities of individual state variables:

b(s) =
∏

i bi(si).

Linear value functions are one choice for an approximate policy. The
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Figure 2.4. Influence diagram of an example factored POMDP. The dotted line separates
two time slices. a is an action, r1 and r2 rewards, s1, . . . , s4 state variables,
and o1 and o2 observation variables.

paper [57] proposes to approximate the policy with a linear value function

V (s) =
∑

i Vi(Si), where Si ⊂ (s1, s2, . . . , sM ), that is, each sub-function

Vi(Si) is restricted to a small subset of variables. Guestrin et al. [57]

propose linear programming methods to optimize the policy for factored

POMDPs, but does not present experimental results.

Boutilier and Poole [26] discuss how to represent α-vectors as value

trees and probability tables compactly as Bayesian networks. Concern-

ing graph based probability and value function representations, an alge-

braic decision diagram (ADD) [62, 59, 113] is a directed graph, where leaf

nodes represent values or probabilities. The transition and observation

probabilities and the reward function of a factored POMDP can be repre-

sented compactly as ADDs. Additionally, operations between ADDs are

computationally efficient.

Symbolic Perseus [113] is similar to the Perseus [143] method, but it

uses ADDs to represent probability tables, rewards, and α-vectors. Sym-

bolic Perseus scales to large problems and has been successfully used for

solving complicated problems in elder care [63]. Symbolic HSVI [137]

adds an additional ADD based upper bound for the value function.

Several POMDP methods compute policies for large POMDPs without
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considering factored structure explicitly. Compression methods [114, 116,

113, 126, 86] compress the probability and reward matrices and solve the

POMDP problem for the compressed matrices (Publication I shows ex-

perimental results for an ADD implementation of the truncated Krylov

iteration compression method discussed in [113]). Monte-Carlo value iter-

ation (MCVI) [14, 87] represents the policy as a finite state controller and

uses sampling to estimate values in value function backups. Sampling

circumvents problems with large (and continuous) state spaces. Finally,

the POMCP method in [136] uses Monte-Carlo tree search with Monte-

Carlo sampling to plan online in large POMDPs. POMCP requires only a

black-box simulator.

2.6 Decentralized partially observable Markov decision process
(DEC-POMDP)

The policies of multiple agents, such as wireless devices [102] or robotic

fire fighters [103], in a partially observable environment, can be opti-

mized using a decentralized POMDP (DEC-POMDP; [17, 132]). A DEC-

POMDP is a generalization of a POMDP to multiple co-operative agents.

The agents share the same reward function, but each agent performs ac-

tions on its own and makes its own observations. There is no explicit

communication in a DEC-POMDP among agents. The worst case com-

putational complexity for finite-horizon DEC-POMDPs is NEXP-complete

[18] and infinite-horizon DEC-POMDPs are undecidable (this is because

infinite-horizon POMDPs are undecidable [90] and a POMDP is a special

case of a DEC-POMDP). Contrary to POMDPs, in DEC-POMDPs it is not

possible for an agent to make optimal decisions based only on a proba-

bility distribution over world states. In order to construct optimal plans,

the action-observation histories of all agents have to be considered and

one has to consider possible future action-observation sequences. This ex-

plains why DEC-POMDP problems are computationally so challenging.

The complexity will be illustrated further in the context of finite-horizon

DEC-POMDPs in Section 2.7.

Formally a DEC-POMDP with N agents is defined by the tuple

〈S,A1, . . . ,AN ,O1, . . . ,ON , P,R,O, b0〉. S is the set of world states, b0(s)

is the initial probability distribution over the world states, and P (s′|s,�a)
is the probability to move from state s to state s′, given the actions �a =

(a1, . . . , aN ) of all agents. R(s,�a) is the real-valued reward for executing
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actions �a in state s. In a DEC-POMDP, Ai and Oi are the finite sets of

actions and observations of agent i and O the observation probabilities

P (�o|s′,�a), where �o = (o1, . . . , oN ) are the respective observations made by

each agent, when actions �a were executed and the world moved to state

s′.

In some DEC-POMDP problems, the policy is executed over a limited

time span, that is, a finite horizon which is known in advance. The opti-

mization goal for a finite-horizon DEC-POMDP is

E

[
T−1∑
t=0

R(s(t),�a(t))|π
]

, (2.9)

where T is the horizon, s(t) is the state and �a(t) agents’ actions at time

step t, and π denotes the agents’ policies. In some other DEC-POMDP

problems, such as in wireless networks with multiple agents, the exe-

cution of policies of agents can continue over an infinite time period in

practice. In discounted infinite-horizon DEC-POMDPs, the optimization

goal is

E

[ ∞∑
t=0

γtR(s(t),�a(t))|π
]

, (2.10)

where 0 < γ < 1 is the discount factor.

Other models than the DEC-POMDP model have been proposed for co-

operative multiagent planning under uncertainty. In interactive POMDPs

(I-POMDPs) [55, 42], the agent’s belief includes probabilities for the cur-

rent world state, other agent capabilities, other agents’ beliefs about be-

liefs of agents, etc. An I-POMDP captures the idea that an agent needs to

reason about the beliefs of other agents recursively, because other agents

consider the agent’s belief. An I-POMDP allows for modeling also adver-

sial situations. The Communicative Multiagent Team Decision Problem

(COM-MTDP) [119, 120] framework and the DEC-POMDP-COM frame-

work [56] are similar to a DEC-POMDP, but they include explicit com-

munication and may be useful when communication is analyzed. Online

DEC-POMDP methods [166] also utilize communication. When agents

communicate their observations, they reduce uncertainty about the cur-

rent world state and about the policies of other agents, and the agents

need to consider only a small part of the policy and belief space while

planning future actions. When agents are allowed to communicate fully

at every time step, a DEC-POMDP is reduced to a centralized multiagent

POMDP [120], which has been exploited for computationally lighter mul-

tiagent planning [95].
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In a POMDP, the value function is piecewise linear and convex and the

agent can maintain a belief, which is a sufficient statistic, over the world

states. In a POMDP, the policy can be efficiently represented in vector

form in both finite-horizon and discounted infinite-horizon POMDP prob-

lems. However, in a DEC-POMDP an agent does not know what other

agents have observed, and in order to act optimally, it must reason about

the possible action-observations histories of other agents. Because the

policy cannot be kept in vector form, many state-of-the-art finite-horizon

DEC-POMDP methods [148, 147, 104, 165, 78, 144] use policy trees or

graphs as policy representation. In infinite-horizon DEC-POMDPs, a pol-

icy tree or graph would require infinite space, and thus state-of-the-art

infinite-horizon methods ([9, 12, 11, 79] and Publications II and III) use fi-

nite state controllers as policy (see Figure 2.3 for policy tree, policy graph,

and finite state controller examples).

2.7 Finite-horizon DEC-POMDP

The computational challenges in DEC-POMDPs are illustrated nicely by

optimal finite-horizon DEC-POMDP methods [60, 148, 104, 144]. In finite-

horizon POMDPs, the optimal policy can be represented as a policy tree

(see Figure 2.3 for a policy tree example). Similarly, in DEC-POMDPs the

optimal policy can be represented as a set of policy trees, one policy tree

for each of the N agents. A simple optimal finite-horizon DEC-POMDP al-

gorithm constructs a search tree, where each node is a set of policy trees.

The first level of the search tree contains |Ai| nodes for one agent and

|Ai|N nodes for N agents (without loss of generality assume that all N

agents have the same number of actions |Ai| and observations |Oi|), that

is, a set of policy trees for each action combination. When considering the

second level in addition to the first level, there are in total (|Ai|1+|Oi|)N

policy trees, because all actions have to be considered for each observa-

tion. For horizon T , there are in general (|Ai|
|Oi|T−1

|Oi|−1 )N possible policy trees

(see Section 3.1 in [132] for details). The search tree is doubly exponential

in the horizon and exponential in the number of agents. However, state-

of-the-art optimal methods [144] can solve some two agent DEC-POMDP

problems to large horizons. Methods based on A* search [148, 104, 144]

use an upper bound for pruning the search tree and for choosing which

search nodes to expand. Techniques such as history clustering [104] make

policy search more efficient. Another interesting optimal method is the
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dynamic programming approach for partially observable stochastic games

[60], which is one of the first algorithms for solving DEC-POMDPs opti-

mally.

2.7.1 Bounded width policy graph methods

Because DEC-POMDPs are computationally so demanding, a large part of

recent research work [44, 131, 132, 79, 165] propose approximate meth-

ods. Bounded policy graph approaches scale to large horizons and have

received significant interest lately [131, 132, 79, 165]. Bounded policy

graph methods use a policy graph with bounded width (see Figure 2.3 for

a policy graph example) as policy. Bounded width policy graph methods

can scale linearly with respect to the horizon. The main algorithmic idea

behind the bounded policy graph methods is discussed next.

The basic idea in a bounded policy graph method is to build the pol-

icy graph starting from the last layers of nodes in horizon T and to go

backwards towards the first layers of nodes in time step zero. The pol-

icy graphs of all agents have the same size and structure. A point based

bounded policy graph method updates the policies for the nodes in all

agents’ graphs, which are in the same layer and in the same position

within the layer, at the same time. In the update, the method samples

a centralized belief, assumes that the agents are in the “same” nodes,

and computes a policy for the nodes using the value function of the next

layers. The value function is maintained by backing it up, when the

policy for a layer has been computed. In more detail, at the last time

step T a value function VT (s, �q), over the world state s and the policy

graph nodes �q, is initialized to maximize the immediate reward R(s,�a).

When the policy for policy graph layer t has been determined, Vt(s, �q)

is computed using the new policy, the immediate reward, and the next

layer value function Vt+1(s, �q). Point based methods commonly deter-

mine the policy for a node by sampling a shared centralized belief for

all agents. Denote with t the layer of the policy graph and with (t, i) the

ith node in layer t. A centralized belief b(s) is sampled for layer t, and

then it is assumed that all agents are in the same ith policy graph node:

Pt(s, q1 = i, q2 = i, . . . , qN = i) = b(s). The goal is then to find for all

agents a policy for the (t, i) node, which maximizes the expected sum of

the immediate reward and of Vt+1(s, �q) for Pt(s, q1 = i, q2 = i, . . . , qN = i).
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2.8 Infinite-horizon DEC-POMDP

Finite-horizon DEC-POMDP methods use policy trees or policy graphs as

policy representation. In infinite-horizon DEC-POMDP problems, the pol-

icy of each agent must control the agent over an infinite length of time.

Using a policy graph or tree in an infinite-horizon DEC-POMDP would

either require that the policy has infinite length (which is not possible in

real methods) or that actions could be chosen using the current belief state

(possible in POMDPs, but not in DEC-POMDPs). Instead of using pol-

icy graphs or trees state-of-the-art infinite-horizon DEC-POMDP methods

(see [146, 19, 9, 20, 12, 11, 79] and Publications II and III) use finite state

controllers as policy. Figure 2.3b shows an example finite state controller

and Figure 2.5 shows an influence diagram of a two agent DEC-POMDP

controlled by finite state controllers. In many problems, finite state con-

trollers allow compact representations of very good policies. Furthermore,

recent results indicate that controllers can be computed for very large

problems with a good performance (see [80], Publication II, and Publica-

tion V) and that large controllers with high performance can be optimized

(see Publication III).

a1
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o2

a2q2
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�o

Figure 2.5. Influence diagram for a two agent DEC-POMDP. The agents are controlled by
finite state controllers (FSCs). The action of each agent (a1 and a2) depends
on the current FSC state (q1 and q2). The next FSC state depends on the
current FSC state and on the observation of the agent (o1 and o2).

Different techniques have been used to optimize finite state controllers

41



Background: Planning under uncertainty

for DEC-POMDPs. The method in [19] initializes the stochastic FSC of

each agent and then iteratively improves each FSC by linear program-

ming while keeping other FSCs fixed. Because only one FSC is improved

at a time, the approach may not converge to the global optimum. The best-

first search method in [146] finds deterministic FSCs with a fixed size.

The dynamic programming policy iteration approach in [20] converges in

the limit to an optimal solution, but for practical results a heuristic policy

iteration approach is presented. Bernstein et al. [20] also discuss how a

correlation device can be used to improve synchronization between agents

without communication. If a DEC-POMDP problem has a specific goal

state, then a goal-directed [10] approach can be used.

In the non-linear programming approach [9, 12, 11], the optimization

problem is formulated as a non-linear program, where the program tries

to find finite state controller action and transition probabilities that maxi-

mize the value function for the initial belief. The non-linear programming

approach tries to optimize the policies of all agents at the same time. Sim-

ilar to the Bellman equation in POMDPs (see Equation 2.5), the value

function is defined recursively to be the sum of the immediate reward and

the backed up next time step value function. Another approach for opti-

mizing stochastic FSCs, expectation maximization, is discussed next.

2.8.1 Expectation maximization

In the expectation maximization (EM) method for (PO)MDPs [152] and

DEC-POMDPs [79], the optimization is written as an inference problem

and EM is used to improve stochastic FSCs in each iteration. Because a

POMDP is a single agent DEC-POMDP, EM will be presented for DEC-

POMDPs only. In general, EM [39] tries to iteratively maximize the like-

lihood of a probabilistic model over latent parameters. One iteration of

EM consists of one E-step and one M-step. In the E-step, EM computes

the expected log-likelihood of the probabilistic model for the current pa-

rameter values (where the expectation is taken over the latent variables),

and in the M-step EM finds parameters that maximize the expected log-

likelihood found in the E-step. In the EM algorithm for DEC-POMDPs,

the DEC-POMDP problem is transformed into a probabilistic modeling

form where the likelihood of the resulting probabilistic model is directly

proportional to the expected discounted reward of the DEC-POMDP. EM

is then used to find latent FSC parameters that maximize the likelihood.

More details of the approach follow.
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In the EM approach, the reward function is scaled into a probability

distribution for a stochastic binary reward variable r, so that

R̂(r = 1|s,�a) = (R(s,�a)−Rmin)/(Rmax −Rmin) , (2.11)

where Rmin and Rmax are the minimum and maximum rewards possible

and R̂(r = 1|s,�a) is the conditional probability for the binary reward r to

be 1.

Denote with L = (Q1, . . . , QN , O1, . . . , ON , A1, . . . , AN , S) sequences of la-

tent FSC variables Q1, . . . , QN , observation variables O1, . . . , ON , action

variables A1, . . . , AN , and state variables S. EM maximizes the following

complete log likelihood in the M-step:

Q(θ, θnew) =
∞∑

T=0

∑
L

P (r = 1, L, T |θ) logP (r = 1, L, T |θnew) , (2.12)

where θ and θnew are current and new FSC parameters. The maximization

is done with respect to the new parameters θnew. When the initial belief

is projected T time steps forward in time using the latent variables L and

the given FSC parameters θ, the probability for the binarized immediate

reward to happen at time step T is P (r = 1, L, T |θ):

P (r = 1, L, T |θ) = P (T )R̂(rT = 1|sT ,�aT )
∏
i

P (a(i,T )|q(i,T ))
T∏
t=1

P (�ot|st,�at−1)

P (st|st−1,�at−1)
∏
i

P (a(i,t−1)|q(i,t−1))∏
i

P (q(i,t)|q(i,t−1)o(i,t))P (s0, �q0) , (2.13)

where P (T ) is the prior probability for time step T . Subscripts denote

either the time step (xt for time step t) or the agent and time step (x(i,t)
for agent i at time step t). In order to make the likelihood proportional to

the discounted reward, P (T ) = γT (1− γ).

In the E-step, the EM method computes discounted sums of beliefs pro-

jected forward in time and discounted sums of reward probabilities pro-

jected backwards in time. In the M-step, the EM method uses these dis-

counted sums to find FSC parameters to maximize the log-likehood in

Equation 2.12. Because the log in Q(θ, θnew) makes a sum out of the prod-

uct of the new FSC parameters θnew and DEC-POMDP probabilities, FSC

parameters can be maximized separately in the M-step (see Section 4.2

in [79] for details). Therefore, the FSC parameters of each agent can be

updated in parallel in the M-step, making efficient parallel algorithmic

implementations possible.
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2.9 Factored DEC-POMDP

Similar to factored POMDPs, factored DEC-POMDPs ([102] and Publica-

tion II) provide a model for making optimal decisions in settings where

the world state, observations, and agents, can be described using several

variables. All DEC-POMDP problems are to some degree inherently fac-

tored: because agents are decentralized, that is, make decisions indepen-

dently in a DEC-POMDP, the policies of agents do not “directly” influence

each other (an agent influences the state of the world, which influences

other agents “indirectly”, but agents do not decide together at each time

step which actions to perform. See the DEC-POMDP influence diagram

in Figure 2.1.).

The wireless network problem in Publication V with multiple wireless

agents provides an example of a general factored DEC-POMDP. In wire-

less networks, the interference from a wireless agent to another agent

depends on the distance between the agents. When an agent tries to

transmit a packet, only wireless agents that are close enough can cause

a packet drop. Therefore, in the factored DEC-POMDP model, the next

state of an agent’s packet buffer depends only on the agent’s action and on

the actions of those agents that can cause interference, but not on agents

that cannot cause interference. A factored DEC-POMDP describes the

wireless network problem compactly.

Formally, in a factored DEC-POMDP the state consists of several state

variables s1, s2, . . . , sM and the observation oi, of agent i, of several obser-

vation variables oi = oi,1×oi,2×· · ·×oi,N . The probability for state variable

si to transition to s′i is P (s′i|Parents(si)), where Parents(si) ⊂ (a1, a2, . . . , aN ,

s1, s2, . . . , sM ) denotes the parent variables. The probability for agent i to

observe oi is P (oi|Parents(oi)) =
∏

j P (oi,j |Parents(oi,j)), where Parents(oi,j)

⊂ (a1, a2, . . . , aN , s′1, s′2, . . . , s′M ). The reward function R(s,�a) is a sum of

reward sub-functions R(s,�a) =
∑

iRi(Si), where Si ⊂ (a1, a2, . . . , aN , s1,

s2, . . . , sM ). Figure 2.6 shows the influence diagram of an example fac-

tored DEC-POMDP.

2.9.1 Special cases of factored DEC-POMDPs

The computational complexity of general factored DEC-POMDPs is the

same as that of non-factored DEC-POMDPs [8]. This is perhaps not sur-

prising, because the influence of variables spreads over several time steps

to all other variables, when variable dependencies are not restricted. Be-
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Figure 2.6. Influence diagram of an example factored DEC-POMDP with two agents. The
dotted line separates two time slices. a1 and a2 denote actions of agent one
and two, r1, r2 and r3 rewards, s1, . . . , s4 state variables, and o1 and o2 obser-
vation variables of agent one and two.

cause of the computational complexity, special cases of factored DEC-

POMDPs have been investigated in the literature.

In transition-independent DEC-MDPs [15], it is assumed that an agent’s

local state evolves independently of other agents. In Network-Distributed

POMDPs (ND-POMDPs) [100], both the agent’s local observation and the

agent’s state do not depend on other agents’ actions or states. In a ND-

POMDP, the reward is a sum of sub-rewards and each sub-reward de-

pends on a limited subset of all agents’ actions and states. Because of the

restricted structure, the influence of variables does not spread to other

state variables over time and efficient algorithms are easier to construct

(transition-independent DEC-MDPs are NP-complete). Another special

case of a factored DEC-POMDP is the Transition-Decoupled POMDP (TD-

POMDP) [162], which has local state and observation variables for each

agent. In a TD-POMDP, the joint reward is composed of individual re-

wards and the local state variable of an agent can be directly influenced

by one other agent, which allows influence to spread over time, while still

making more efficient algorithms possible [163].

Most work on special cases of factored DEC-POMDPs concentrates on
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finite-horizon problems. Kumar et al. [80] present an expectation maxi-

mization approach for both finite-horizon and infinite-horizon problems.

The approach optimizes finite state controllers for models, such as transi-

tion independent DEC-MDPs and ND-POMDPs, in which the value func-

tion can be decomposed into factors (see [80] for more details).

2.9.2 General factored DEC-POMDPs

The models described above offer solutions to problems such as sensor

networks [100] or autonomous exploration [162]. However, in many real-

world problems a general factored DEC-POMDP approach is required.

Examples of such problems are the factored fire-fighting problem in [103]

and the wireless network problems in [102], Publication II, and Publi-

cation V. General factored finite-horizon DEC-POMDPs are investigated

in [103] and approximations for scaling to large number of agents are

presented in [102]. Publication II provides an expectation maximization

based approach for optimizing finite state controllers in factored infinite-

horizon DEC-POMDPs. In the experiments in Publication II, the ap-

proach has similar performance as non-factored methods in problems with

few agents and scales to large problems with many agents for which non-

factored methods fail. The approach is discussed in more detail in Section

3.2.
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3. New methods: Efficient planning for
POMDPs and DEC-POMDPs

Many real-world problems require more scalable and better performing

POMDP and DEC-POMDP methods. This chapter motivates and presents

the factored POMDP method in Publication I, the method for factored

infinite-horizon DEC-POMDPs in Publication II, and periodic finite state

controllers for POMDPs and DEC-POMDPs in Publication III.

Exact optimal planning [33] algorithms exist for POMDPs, but such al-

gorithms can handle only problems with few states. For larger problems

approximate algorithms [115, 113, 86, 136, 87] are needed. DEC-POMDP

algorithms [103, 144] can find optimal solutions to some problems with

a limited planning horizon in reasonable time (for complex problems the

maximum feasible horizon is very short). A flat format definition of a very

large POMDP or DEC-POMDP problem, such as the wireless network-

ing problems described in Publication IV or in Publication V, often ex-

ceeds practical memory limits. Luckily most real-world problems are fac-

tored in some way and a factored description is possible. However, finding

the optimal policy for a factored problem is in general not simpler than

for a non-factored problem. Factored finite-horizon DEC-POMDPs have

the same computational complexity of NEXP-complete than non-factored

DEC-POMDPs [8]. In order to scale to larger problems, new kinds of so-

lution methods are needed.

The new factored POMDP method in Publication I finds approximate

solutions to larger POMDP problems than comparison methods and gives

good results on smaller problems. Publication I is motivated by the op-

portunistic spectrum access problem in Publication IV, which will be dis-

cussed in detail in Chapter 4. Publication II discusses the first factored

infinite-horizon DEC-POMDP method. The method performs as well as

non-factored methods on smaller problems and finds approximate solu-

tions to much larger problems than comparison methods. The method is
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used in Publication V for optimizing wireless channel access policies (see

Chapter 4 for a discussion on Publication V).

There are at least two problems, that make policy optimization computa-

tionally intractable: 1) large problem size and 2) large policy size. Many

factored methods ([57, 116], Publications I and II) focus on the problem

size. Complex large problems most often require complex large policies

for high performance. Because of the computational complexity of DEC-

POMDP problems, state-of-the-art infinite-horizon DEC-POMDP meth-

ods can optimize larger policies only in small problems. Publication III

presents periodic finite state controllers (FSCs) that allow large policies

and new kinds of optimization algorithms. Periodic FSCs yield state-of-

the-art results for both POMDPs and DEC-POMDPs. The practical rele-

vance of the developed methods is demonstrated in Publication V. Publi-

cation V uses periodic policies together with the factored infinite-horizon

DEC-POMDP method for optimizing wireless controllers in a real-world

problem with many agents.

3.1 Efficient planning for factored POMDPs

Factored POMDPs have been used on benchmark problems such as the

computer network problem [116], but also on important real-world prob-

lems such as assisting persons with dementia during handwashing [63] or

optimizing spectrum access in a wireless network (Publication IV). This

chapter discusses the factored POMDP method factorized belief value pro-

jection (FBVP) described in Publication I. The practical motivation for the

new approach comes from Publication IV which investigates opportunis-

tic spectrum access in a wireless network. A secondary user, the wireless

agent, has to choose a channel to transmit on, while balancing the tasks of

collecting information about channel states, avoiding collisions with pri-

mary users, and transmitting as much data as possible (see Section 4.1.2

for a more detailed discussion on the wireless networking problem). Be-

cause the state space of the POMDP grows exponentially with the number

of wireless channels, the problem requires a scalable POMDP approach.

As discussed in Section 2.5 the problem in factored POMDPs is how to

keep the belief and the policy in compact form. FBVP avoids problems

with the exponentially sized state space by maintaining the policy as a

policy graph only (see Figure 2.3 for a policy graph example). More infor-

mation on why this helps is given below. The belief is kept in an approxi-
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mate fully factored form, that is, as a product of individual state variable

distributions. Although the state space has exponential size with respect

to the number of state variables N , the FBVP algorithm requires only

polynomial time with respect to N .

3.1.1 Factorized belief value projection (FBVP)

The main algorithm of FBVP is similar to Perseus [143] in that FBVP

first samples a set of beliefs and then improves belief values incrementally

using the Bellman equation. FBVP starts from an empty policy graph and

adds a new policy graph layer, which improves the value of each belief, in

each iteration. The policy graph consists of nodes, each associated with

a certain action and connected for each observation to a next layer policy

graph node (see Figure 2.3 for a policy graph example).

1 Input: Initial policy G0, beliefs B, factored POMDP specification

2 Output: Policy graph G

3 Initialize policy graph layer counter n = 0

4 repeat

5 Initialize current belief set B̃ to B

6 Initialize new policy graph layer Gn+1 to ∅
7 repeat

8 Remove random belief b from B̃

9 Backup belief b using Gn yielding new graph node α that could

become part of Gn+1

10 if α does not exist yet in Gn+1 (there is no node with the same

action and observation connections) then

11 Add α to Gn+1

12 Remove beliefs from B̃ for which α increased value

13 until B̃ is empty

14 n = n+ 1

15 until convergence

Algorithm 1: Pseudocode for the main loop of factorized belief value pro-

jection (FBVP). FBVP adds iteratively new policy graph layers at the be-

ginning of the policy graph. In order to add a new layer, FBVP randomly

selects beliefs from a fixed belief set B and backs up each belief for a new

node in the layer. Gn denotes the nth policy graph layer of the complete

policy graph G.
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Algorithm 1 shows an outline of the main loop in FBVP. The algorithm

invokes two sub-routines: backup a belief and evaluate a belief. Because

backup uses evaluate, evaluate is described first.

Evaluate a belief. FBVP uses the policy graph to compute the value of a

belief, that is, the expected discounted reward when following the policy

graph starting from the belief. FBVP computes the belief value for each

policy graph root node separately and selects the root node with the high-

est value. The value for a root node is computed by projecting the belief

through the policy graph (discussed below) and summing the discounted

immediate rewards at the policy graph nodes to get the expected reward.

FBVP projects the belief forward one policy graph layer at a time, start-

ing from the initial policy graph node. The end result of the projection is

the probability for visiting each node, and the belief over world states at

the node, when visiting it. During projection FBVP conditions the belief

at each node on the node’s action, and on each observation using Equa-

tion 2.4 (without normalization over observations). FBVP computes the

visiting probability for an outgoing observation edge by multiplying the

observation probability with the visiting probability of the current node.

At the next policy graph layer FBVP computes the belief for a node by

summing all beliefs, that arrive at the node through incoming observa-

tion edges, and normalizes it. The visiting probability for the next layer

node is computed as the sum of incoming observation edge probabilities.

In order to make computations tractable, FBVP keeps beliefs in a fully

factored form, which corresponds to a product of probability distributions

b(s) =
∏

i b(si) of individual state variables si. When a belief is projected

through the policy graph, the fully factored form is maintained by em-

ploying approximations that minimize the Kullback-Leibler divergence to

the current non-factored form. Approximations are done: 1) when a belief

is conditioned on an action, 2) when a belief is conditioned on an obser-

vation, and 3) for converting a sum of several beliefs into a single belief.

As discussed above beliefs are summed when a node has several incoming

observation edges. Section 3.1 in Publication I discusses the formulas for

these belief approximations.

Backup a belief. In FBVP, the backup operation constructs, for a certain

belief, a new policy graph node at the beginning of the policy graph. FBVP

chooses an action and for each observation chooses an edge to the next

layer node so that the choices yield highest value for the belief. In more

detail, the approach projects a belief for each action-observation pair us-
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ing Equation 2.4, finds for the projected belief the next layer node that

gives the highest value using the evaluate procedure described above,

and then sums together the immediate reward and the value following

each observation to get a value for the action. The right hand side of the

Bellman-equation in Equation 2.5 shows how the value of an action is

computed. The backup operation in FBVP corresponds to the elementary

backup operation in other point based POMDP algorithms [112, 143, 140],

but usually other POMDP algorithms backup previous α-vectors in order

to construct a new α-vector, instead of backing up graph nodes.

3.1.2 Pruning

The evaluation of a belief is a computationally heavy operation, because

FBVP projects the belief through the whole policy graph. To speed up com-

putations FBVP computes for each policy graph node an approximate up-

per value bound, that is a sum of linear functions of single state variables.

The bounds can be computed by either applying quadratic programming

or least squares on computed belief values. In the experiments quadratic

programming was used. The bounds are used in the backup operation

during belief evaluation: if the upper bound for a belief ’s value is below

the best value found so far, evaluation for the belief can be stopped. Prun-

ing can be made even more efficient: process most likely observations first

and use the upper bounds to determine if it is impossible to improve the

current best solution using the remaining observations. The observation

based pruning works well in problems where observation probabilities are

unevenly distributed.

3.1.3 Implementation

In an efficient implementation of FBVP, computations are done in parallel

for multiple beliefs at a time. Also, in FBVP it can happen that a new

node in the new graph layer n + 1 does not increase the value for a belief

compared to the highest value node in the previous policy graph layer n.

In order to prevent a value decrement, FBVP inserts a virtual dummy

node into layer n + 1 that redirects the belief directly into the highest

value node in layer n during belief projection.
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3.1.4 Results

In the experiments, shown in Table 1 in Publication I, FBVP was com-

pared to four POMDP methods in four different benchmark problems.

Background information about the used comparison methods can be found

in Section 2.4.2 for the non-factored Perseus [143] and HSVI2 [140] meth-

ods and in Section 2.5 for the truncated Krylov iteration [113]) and Sym-

bolic Perseus [113]) methods. In the experiments, FBVP found approx-

imate solutions to larger problems than comparison methods, with good

performance, and yielded adequate performance in smaller problems. Note-

worthy is the much higher performance of FBVP, compared to the compar-

ison methods, in the large scale real-world spectrum access problem.

3.2 Factored infinite-horizon DEC-POMDPs

Publication II appears to be the first publication on general factored infinite-

horizon DEC-POMDPs (see Section 2.9 for a discussion about factored

DEC-POMDPs). The new factored infinite-horizon DEC-POMDP method

in Publication II allows the use of different efficient approximations that

can scale polynomially with respect to the number of agents and state

variables. The policies of agents are stochastic finite state controllers

that are improved using a specially modified version of the expectation-

maximization (EM) method for non-factored DEC-POMDPs [79]. In com-

parison to state-of-the-art algorithms, the method performs well and finds

approximate solutions to much larger infinite-horizon DEC-POMDP prob-

lems than the comparison methods.

Wireless controller optimization, described in detail in Section 4.2 and

Publication V, serves as a real-world application for the method. Publi-

cation V models a wireless network as a factored infinite-horizon DEC-

POMDP. Because interference decreases quadratically or faster with dis-

tance, a device receives significant interference only from a small subset

of devices in a wireless network. Therefore, the next state of a device

depends only on a small subset of other devices and the problem is nat-

urally modeled as a factored DEC-POMDP. Because wireless controllers

can be used in practice for an infinitely long time, the problem needs to be

treated as an infinite-horizon problem.
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3.2.1 Expectation maximization for factored DEC-POMDPs

This thesis discusses now how to apply EM to large factored DEC-POMDPs,

what problems need to be solved, and how the new factored infinite-horizon

approach addresses these problems.

In the expectation maximization (EM) methods for POMDPs [152] and

DEC-POMDPs [79], the optimization is written as an inference problem

and EM is used to improve stochastic finite state controllors (FSCs) in

each iteration (see Section 2.8.1 for more details). The reward function

is scaled into a probability of a binary reward and EM tries to maximize

the expected reward likelihood. The EM algorithm performs expectation

and maximization steps (E- and M-steps) iteratively. In the E-step, EM

computes, using the current policy, α messages by projecting probabilities

forward in time and β messages by projecting reward probabilities back-

ward in time. In the M-step, EM uses the α and β messages computed

in the E-step for finding new policy parameters that improve expected

reward.

In practice, EM cannot be applied to large factored DEC-POMDPs, be-

cause the computation time of one EM iteration scales exponentially with

the number of agents and exponentially with the number of state vari-

ables. The main idea in Publication II is to keep probabilities always

factored, that is, in a form that has polynomial size with respect to the

number of agents and state variables (see Section 3.5 in Publication II

for more details on the properties of the approach). In Publication II, the

EM algorithm is transformed into a form in which probabilities are pro-

jected only forward, which eliminates the need to project rewards, which

are sums of reward sub-functions, backwards in time. In brief, the method

substitutes backward projection of reward probabilities with forward pro-

jection of probabilities and computation of immediate reward probabili-

ties. Below, subsection 3.2.2 discusses how probabilities are kept factored

and subsection 3.2.3 discusses how rewards are kept factored.

3.2.2 Keeping probabilities factored

In a general factored DEC-POMDP, probabilities become non-factored dur-

ing forward and backward projection. Consider for example the two agent

dynamic Bayesian networks in Figure 3.1. Assume that all variables are

independent at the beginning and let’s consider state variable s4 of the

set of all state and FSC variables (s1, s2, s3, s4, q1, q2). s4 in the first time
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step directly influences s2 and s4 in the second time step. Indirectly it

influences also q2 in the second time step. The influence spreads in each

time step. In this wireless network problem, the number of agents affects

how many time steps it takes for all variables to depend on each other,

because an agent influences only neighboring agents inside one time step,

but in the end all variables depend on each other. This spreading of influ-

ence intuitively explains why factored finite-horizon DEC-POMDPs have

the same computational complexity as non-factored finite-horizon DEC-

POMDPs [8]: even if only part of the variables depend on each other in

one time step, the influence will spread over all variables over multiple

time steps. The same principle applies to reward sub-functions. The pa-

per [103] contains a nice illustration on how influence spreads in a fac-

tored finite-horizon DEC-POMDP, when reward sub-functions are pro-

jected backwards in time. The same kind of influence spreading occurs

with reward probabilities, when projected backwards in time. The spread-

ing of variable influence in dynamic Bayesian networks in general is dis-

cussed in [98].

Intuitively, the method in Publication II projects probabilities one time

step forward and then breaks dependencies between variables in different

variable clusters. Publication II explains in more detail how to break the

dependencies with two different variable clusterings and how the approx-

imation error caused by the forced variable clustering behaves. The first

approach, fully factored clustering, keeps all variables in separate clus-

ters. The second approach, overlapping clustering, clusters variables us-

ing one time step DEC-POMDP variable dependencies. Figure 3.1 shows

examples of both clusterings in a wireless network problem.

3.2.3 Keeping rewards factored

There are two problems with keeping rewards factored. Firstly, when

a factored reward function is projected in time, the scope of the reward

sub-functions grows (Oliehoek et al. [103] illustrate this for finite-horizon

DEC-POMDPs). In order to keep rewards factored, the method in Publica-

tion II does not project rewards, but instead projects factored probability

distributions forward in time and computes only immediate reward prob-

abilities. This approach circumvents problems with keeping the reward

function in a computationally efficient form during projection. Secondly,

the standard EM algorithm for POMDPs and DEC-POMDPs scales re-

wards into probabilities using the minimum and maximum of the reward
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Figure 3.1. Examples of the two different variable clusterings in the wireless network
problem shown in subfigure (a). Two wireless agents try to transmit packets
from their buffers s1 and s2, which are filled by traffic sources s3 and s4.
q1 and q2 are FSC states of agent one and two, a1, a2 are actions, o1, o2 are
observations, and r1, r2 are rewards. Dotted lines separate time steps. In
the dependency diagrams (b) and (c), nodes with the same color are in the
same cluster. In the fully factored clustering in subfigure (b), all variables
are in different clusters. In the overlapping variable clustering in subfigure
(c), state variables s1 and s3 are in the same cluster, state variables s2 and s4

are in another cluster, and the FSC variables q1 and q2 are in both clusters.
The colored arrows explain the reasoning behind overlapping clustering: s1

depends directly on s3, s2 depends directly on s4, and both s1 and s2 depend
through an action on both q1 and q2.

function. In a factored DEC-POMDP the reward function is a sum of re-

ward sub-functions. While the scopes of reward sub-functions are small,

the scope of the non-factored reward function can be huge and it can be

prohibitively expensive to compute the minimum and maximum of the

reward function. Instead, as described in Section 3.4 in Publication II,

the new approach uses the sums of reward sub-function minimums and

maximums as lower and upper bounds for the minimum and maximum

rewards, respectively. The approach then scales the reward function with

these lower and upper bounds.

3.2.4 Results

Publication II compared the proposed factored infinite-horizon DEC-POMDP

method, experimentally, to a random baseline method and to the non-

factored non-linear programming [9] and EM [79] methods. The experi-

ments included two factored DEC-POMDP benchmark problems: a robotic

fire fighting problem and a wireless networking problem (see Publication
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II for details). Problem size was increased from two to ten agents. In the

fire fighting problem the proposed factored infinite-horizon method had

equal or better performance than comparison methods in problems with

four or less agents. In problems with five or more agents, the non-factored

methods ran out of memory, but the proposed method produced better re-

sults than the baseline. In the wireless networking problem, the proposed

method had equal or better performance than the comparison methods

with only two agents. With three or more agents the non-factored meth-

ods ran out of memory, but the proposed method produced, again, good

results compared to the baseline.

3.3 Periodic finite state controllers for (DEC)-POMDPs

While the factored infinite-horizon method discussed in the previous sec-

tion focuses on the problem of finding solutions to large DEC-POMDP

problems, Publication III focuses on optimizing large policies (which are

often needed in large problems). State-of-the-art infinite-horizon DEC-

POMDP methods ([9, 79, 11] and Publication II) store agent policies as

finite state controllers (FSCs). One problem with these methods is that

DEC-POMDP problems are computationally very demanding and policy

size is thus restricted. The novel approach in Publication III for both

POMDPs and DEC-POMDPs uses periodic FSCs, which are composed of

layers connected only to the next layer and the last layer connected to the

first layer. It enables the design of new kinds of algorithms and computa-

tion of much larger controllers.

In more detail, periodic FSCs allow construction of new algorithms that

improve only a single policy layer at a time while keeping other layers

fixed. In contrast, a regular aperiodic FSC can be in any state at any given

time. Therefore, improving only a subset of the states of an aperiodic FSC

is not possible in the same way as in periodic FSCs. Furthermore, in

general, in a DEC-POMDP, agents do not communicate or jointly decide

on actions. Therefore, synchronizing agent behavior is difficult. However,

in a periodic FSC, only a subset of the FSC states is active at each time

step; it is computationally easier to find policies that work together for

smaller sets of FSC states than for complete FSCs.

The periodic methods in Publication III are general and applicable to

any POMDP or DEC-POMDP problems. The real-world wireless network

problem in Publication V serves as a practical application. In Publica-
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tion V, the factored infinite-horizon DEC-POMDP approach, discussed in

the previous section, optimizes stochastic finite state controllers for wire-

less agents. Because the dependencies among the agents are complicated,

policies of adequate complexity are required to achieve high value. The

periodic expectation maximization (EM) approach, discussed later in this

section, scales linearly with the number of FSC layers. Although peri-

odic EM is based on the EM formulation for non-factored problems, it is

straightforward to use it together with the factored infinite-horizon DEC-

POMDP approach. The two approaches are used together in Publication

V to optimize large policies for large wireless network problems. Using

periodic EM together with the factored infinite-horizon DEC-POMDP ap-

proach will be discussed in more detail in Section 3.3.4.

Publication III presents first a new method for improving deterministic

finite-horizon finite state controllers monotonically (a finite-horizon finite

state controller is a policy graph). Next a method for transforming the

finite-horizon policy to an infinite-horizon periodic FSC is described. Fi-

nally, the finite-horizon improvement method is adapted to the infinite-

horizon case to optimize periodic FSCs. In addition to the deterministic

FSC methods, formulas for a periodic expectation maximization method

for optimizing stochastic FSCs are derived. The periodic EM method can

be used to optimize policies starting from deterministic FSCs with noise

added, which is done in Publication III, or to optimize policies starting

from random stochastic FSCs as is done in Publication V.

The text proceeds next to discuss what a periodic FSC actually is. Then

it presents the new optimization method for finite-horizon DEC-POMDPs

and shows how the optimization method can be adapted to optimize de-

terministic periodic FSCs. Lastly, a periodic expectation maximization

approach for stochastic FSCs is discussed.

3.3.1 Periodic finite state controller

A periodic FSC is composed of layers of nodes and policy execution cycles

through each layer. In layer m, the agent takes action ai when in node

qi with probability P (m)(ai|qi) and the controller moves from node qi to a

node q′i in the next layer with probability P (m)(q′i|qi, oi), when observing

oi. Figure 3.2 shows a periodic FSC. Note that the size of the probability

distribution over nodes depends only on the width of the FSC, that is,

the number of nodes in a layer, not on the total number of nodes. The

periodic FSC structure makes it possible to create efficient algorithms
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that improve one layer at a time. Intuitively a regular FSC is the special

single-layer case of a periodic FSC or alternatively a periodic FSC is a

regular FSC with some transition probabilities set to zero.

t = 0,3,6,... t = 1,4,7,... t = 2,5,8,...

Figure 3.2. A periodic finite state controller composed of layers of nodes. The policy cy-
cles through each layer of nodes periodically. The agent executes an action
according to the action probabilities of the current node, makes an observa-
tion and transitions to a node in the next layer according to the transition
probability for the current node and the observation made. From the last
layer the controller transitions to the first layer. As a result, for this example
3-layer controller, at time steps 0, 3, 6, . . . the controller will be in layer 1, at
time steps 1, 4, 7, . . . in layer 2, and at time steps 2, 5, 8, . . . in layer 3.

3.3.2 Monotonic policy graph value improvement

The method in Publication III first initializes the policy graphs and then

applies the procedure illustrated in Figure 3.3 to improve the policy graph

value monotonically. The initialization procedure starts from random pol-

icy graphs. It computes a policy (an action and next layer node for each

observation) for each node proceeding from last layer to the first layer.

When in layer t, it samples beliefs bt(s) for each policy graph node assum-

ing that all agents are in the same node (the policy graphs of all agents

are of the same size and same node means here the ith node in all policy

graphs) and improves the policy of the agents’ nodes. Using bt(s) and the

next time step value function Vt+1(s, �q) the method optimizes the policy

of each agent’s node while holding the other agents policies fixed until

no improvement is possible. The initialization procedure is similar to the

PBPG method in [164], but instead of linear programming direct search

is used with the same end result.
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Figure 3.3. Illustration of the monotonic policy graph value improvement method for two
agents. Each graph node is labeled with an action and outbound edges denote
the next node for each observation. Belief bt(s, �q) is the probability distribu-
tion and Vt(s, �q) is the value function over world state s and graph nodes �q

at graph layer t. The method projects the belief from left to right and starts
optimization from the right-most graph layer and proceeds left. When opti-
mizing a layer, the method optimizes each node at a time and after all nodes
have been optimized in the layer, it backups the value function.

In order to improve the value of the policy graph, the new improvement

method in Figure 3.3 projects b(s, �q) from time step zero to the end of the

horizon T using the current policy. The value function VT+1(s, �q) is ini-

tialized to zero. The method optimizes each layer starting from the last

graph layer and ending at the first layer. In each graph layer, the method

optimizes for the current belief bt(s, �q), at time step t, the action and ob-

servation edges of an agent’s graph node (the policy for an agent’s graph

node) by holding other agents’ policies fixed. The formulas for selecting

the action and the observation edges are shown in Algorithm 1 at lines

6–9 in Publication III. If the found policy for the node (action and obser-

vation edges) is identical to the policy of another node of the agent, then

the new redundant policy is discarded and a new node policy is optimized

for a sampled belief. When there are two or more agents and a policy is

discarded, the incoming observation edges to the optimized node need to

be redirected to the node, which had the identical policy. Without this

redirection, optimization of other agents’ nodes may result in lower value.

This happens because the optimization of another agent’s node’s policy

depends on the policies of other agents’ nodes. For only one agent, this is
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not a problem, because a node’s policy does not depend on the policies of

other nodes of the same agent. After all the nodes in a graph layer have

been optimized, the value function is backed up:

Vt(s, �q) =
∑

s′,�a,�o,�q′

[
R(s,�a)

∏
i

Pt(ai|qi) + γ
∏
i

Pt(q
′
i|qi, oi)P (s′, �o|s,�a)Vt+1(s

′, �q′)

]
.

(3.1)

3.3.3 Periodic FSC improvement

In order to construct periodic deterministic FSCs, a finite-horizon policy

graph is optimized first and then the last layer of the policy graph is con-

nected to the first layer (see Publication III for details on how the con-

nection is done). The resulting periodic FSC could be used as such, but

would most likely not yield high value without further optimization. The

infinite-horizon optimization method for periodic FSCs is adapted from

the monotonic policy graph value improvement method discussed in the

previous section. The infinite-horizon optimization method is determinis-

tic and produces deterministic FSCs.

The main idea of the infinite-horizon periodic FSC improvement method

is to optimize one FSC layer at a time similar to the finite-horizon mono-

tonic policy graph value improvement method. This can be achieved by

dividing the reward sum over time periodically. In more detail, when the

world starts from belief b0(s, �q) and the agents follow a periodic controller

policy with period M , the expected discounted reward is

∞∑
t=0

∑
s,�q,�a

γtbt(s, �q)R(s,�a)
∏
i

Pt(ai|qi) =
∑
s,�q,�a

∑
t=0,M,2M,...

γtbt(s, �q)
∏
i

Pt(ai|qi)[
R(s,�a) + V(t+1,t+M)(s

′, �q′)P (�o, s′, |s,�a)
∏
i

Pt(q
′
i|qi, oi)

]
, (3.2)

where bt(s, �q) is the belief projected t time steps forward using the current

policy and
∑

t=0,M,2M,... is the periodic sum over time. The value function

V(t+1,t+M)(s, �q) corresponds here to the expected discounted reward, when

starting from world and controller states s and �q in time step t + 1 and

following the current policy for M − 1 steps into time step t+M . Because

of policy periodicity, V(t+1,t+M)(s, �q) = V((t+1) mod M,(t+M) mod M)(s, �q), and

thus V(t+1,t+M)(s, �q) is identical for all t = 0,M, 2M, . . . .

In practice, the periodic FSC method computes V(t+1,t+M)(s, �q) by back-

ing up M − 1 steps periodically (at the last layer the first layer is backed
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up) starting from the layer t+M , initialized to zero value, and finishing at

the layer t+1. Because V(t+1,t+M)(s, �q) does not depend on the policy of the

periodic FSC layer in time step t, the method can efficiently optimize the

policy for layer t similarly to the finite-horizon monotonic improvement

algorithm.

Using the computation of value functions as described above, the com-

putational procedure of the complete periodic FSC improvement method

is as follows. First, the method projects a belief to a sufficient horizon.

Then the method computes the discounted sum of the beliefs for each

periodic layer l: b̂l(s, �q) =
∑

t=l,M+l,2M+l,... γ
tbt(s, �q). Then the method

optimizes each FSC layer l like the monotonic improvement algorithm

does, using the current belief b̂l(s, �q) and the next time step value func-

tion V(l+1,l+M)(s, �q). Note that this method does not guarantee monotonic

value improvement, since policy changes affect beliefs beyond one policy

period, but because of discounting the approximation error nevertheless

decreases exponentially with the period M . Note that in the case when

the approximation is exact (no approximation error), the finite state con-

troller policy converges to a (local) optimum in the limit, because of mono-

tonic policy improvement.

3.3.4 Periodic expectation maximization

The expectation maximization (EM) approach for POMDPs and DEC-

POMDPs discussed in Section 2.8.1 optimizes stochastic FSCs. Periodic

EM, presented in Section 3.2 of Publication III, optimizes periodic stochas-

tic FSCs. Periodic EM retains the theoretical properties of the standard

EM approach (monotonic convergence to a local optimum). A periodic de-

terministic controller is a local optimum for EM, but a periodic determin-

istic controller plus a small amount of noise can be used as initialization

for periodic EM.

The EM algorithm performs an E- and M-step in one iteration. The new

E-step computes α and β messages for each layer separately. In order to

derive the new M-step, Publication III transforms the log-likelihood into

a sum, where each sum component contains only parameters from the

same periodic FSC layer. The update for each layer is then independent

of the other layers and one iteration of the periodic EM method has linear

complexity with respect to the number of layers.
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Using periodic EM with the factored infinite-horizon DEC-POMDP approach.

Publication V discusses how wireless channel access can be described as

a DEC-POMDP and how policies for the DEC-POMDP can be computed.

Therefore, Publication V combines periodic EM described in Section 3.2 of

Publication III with the factored EM approach for infinite-horizon DEC-

POMDPs introduced in Publication II. The combination is straightfor-

ward, because although the factored EM approach is based on a form of

EM in which probabilities are projected only forwards in time, the funda-

mental idea how the log in the log-likelihood separates FSC parameters

into components of a sum remains unchanged. Therefore, in the com-

bined approach, the M-step update for a layer of a periodic FSC can be

performed independently of the other layers.
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4. Spectrum access in wireless
networks

In a wireless network, an agent (mobile phone, laptop, access point, cell

tower, . . . ) accesses the frequency spectrum in order to transmit data to

its intended receiver. The quality of the transmission depends on the in-

terference level at the receiver. Interference means that signals of other

transmitters, and background noise, decrease the relative signal power of

the transmitter at the intended receiver. Thus, to maximize the proba-

bility of a successful transmission an agent should access the spectrum

when interfering agents are not transmitting, access the spectrum at an

interference free spatial location, or use an unused frequency channel.

There is a large body of research that focuses on optimizing and an-

alyzing wireless agent behavior in these time [40, 158, 36, 94, 172, 53,

35, 4, 89, 154, 66], spatial [75, 174, 47, 48, 74, 7, 73], and frequency

[172, 53, 35, 4, 89, 154, 66] dimensions. Publication IV optimizes the

policy of a wireless agent in the time and frequency dimensions and Pub-

lication V optimizes the policies of multiple agents in the time and spatial

dimensions.

Cognitive radio refers to the ideal radio device that makes intelligent de-

cisions based on information sources such as the current frequency spec-

trum, other radio devices, and the user. In a large part of cognitive radio

research, a cognitive radio differs from other wireless devices in that it

tries to avoid interference to legacy primary users, while it tries to maxi-

mize its throughput or another performance measure. In Publication IV,

the spectrum access policy of a cognitive radio [97, 61] is optimized in an

environment with multiple frequency channels on which primary users

operate.

In a wireless network, the interference from one wireless agent to an-

other depends on the distance between the agents, because of the signal

attenuation. Therefore, an agent does not interfere with other far away
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agents. On the other hand, the traffic that users of wireless devices gen-

erate is bursty. Idle periods of agents with bursty traffic provide trans-

mission opportunities for other agents. It follows, that wireless channel

access should be optimized over both the temporal and spatial dimen-

sions. In order to take both time and spatial dimensions into account, the

channel access problem is formulated as a factored DEC-POMDP in Pub-

lication V. As discussed in Section 2.6 DEC-POMDPs optimize policies

over time. Moreover, because of the weak interaction of far away wireless

agents, that is, the spatial dimension of the problem, the transmission

success of an agent depends only on a subset of other agents. This makes

it possible to encode the spatial interaction of agents into the factored

DEC-POMDP in Publication V.

Section 4.1 discusses cognitive radio background and the cognitive radio

approach in Publication IV. Section 4.2 presents first background on wire-

less channel access and then the channel access approach in Publication

V.

4.1 Cognitive radio

There is a pressing need for more wireless bandwidth as mobile users

begin to use new applications and data centric services. Different radio

frequencies have been assigned to wireless devices to transmit on, but

currently the radio frequency spectrum is congested, especially in high-

density urban areas. Historically radio frequencies have been statically

allocated to licensed users, that is primary users, such as TV-stations or

mobile operators. However, studies [5, 157] show that frequencies are

heavily under-utilized.

Currently in both urban and rural areas only a fraction of all spectrum

opportunities are used. Radio frequency legislators are opening up parts

of the spectrum under conditions that secondary users do not interfere

with the licensed primary users. In order to optimally utilize the unused

spectrum in the time, space, and frequency dimensions, a cognitive radio

[97, 61] is needed.

Traditional wireless protocols have been manually designed by domain

experts using assumptions about the radio environment in which the wire-

less devices operate. Because of these assumptions, traditional protocols

do not adapt to conditions, which the wireless protocol designers did not

take into account. Hence, traditional protocols cannot take advantage of
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all the opportunities in the current radio environment, but an ideal cog-

nitive radio device can. In order to achieve a high performance level, a

cognitive radio must be able to adapt to changes in the operating envi-

ronment and be able to make decisions based on noisy observations. The

spatial locations of primary and secondary users, their temporal access

patterns, bandwidth needs, battery levels, sensor and transmitter con-

straints, and the wealth of many other parameters make cognitive radio

tasks, such as dynamic access of frequencies and time slots, challenging.

This section first discusses cognitive radio background, with a focus on

dynamic spectrum access, and then discusses opportunistic spectrum ac-

cess formulated as a POMDP.

4.1.1 Background

The cognitive radio (CR) literature comprises a wide variety of topics (see

[5, 171, 157] for comprehensive surveys), but this thesis focuses on dy-

namic spectrum access [61, 171] in cognitive radio networks.

Dynamic spectrum access [61, 171] in cognitive radio networks means

dynamically allocating a spatially and temporally varying limited set of

channels to several cognitive radios (in this discussion the radio spectrum

is divided into distinct frequency channels and a channel refers to one

of these channels). Note that from the point of view of a cognitive ra-

dio, wireless channel quality varies over time, because the interference

from other wireless devices evolves. Furthermore, the interference level

of a channel may change when the spatial location of the cognitive radio

changes, because interference depends on spatial distance and on other

properties of the wireless network, such as signal strengths and (moving)

objects affecting signal propagation. Cognitive radios sense the state of

the spectrum and decide which channels to use. The aim is to dynam-

ically allocate unused spectrum efficiently to cognitive radios. Dynamic

spectrum access is a difficult problem, because of the complex combina-

torial aspect of selecting an optimal set of channels for each of multiple

cognitive radios, while obeying interference and fairness constraints. In

a decentralized ad hoc network, which is an appropriate model [172] for

cognitive radio networks, the cognitive radios have to perform spectrum

access decisions independently based on partial/incomplete information

at hand.

In general, cognitive radio networks can be categorized [171] into net-

works in which users are entitled to use a part of the spectrum exclu-
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sively, to networks where anyone can use the license-free spectrum (reg-

ular WLAN is an example of this), and into networks where the users

are divided into primary and secondary users. The last network type can

be further divided into overlay and underlay networks. In underlay net-

works, simultaneous transmissions by cognitive radios do not cause colli-

sions with primary users, but in underlay networks cognitive radios usu-

ally have to restrict their transmit power to low levels to prevent collisions

and use spread spectrum techniques. Because of the limited transmit

power, the distance between cognitive radio transmitters and receivers

is restricted. In overlay networks cognitive radio transmissions interfere

with primary user transmissions if they occur at the same time. There-

fore, such cognitive radios usually listen to primary user transmissions in

order to predict when primary users do not transmit.

Temporal exploitation of frequency spectrum, that is opportunistic spec-

trum access, has received considerable attention [172, 53, 46]. In oppor-

tunistic spectrum access, the goal is to utilize time slots that are not used

by primary users. A primary user can be a legacy protocol user that uses

for example a common WLAN protocol for transmissions, a TV-station, or

a mobile operator. In opportunistic spectrum access, the network corre-

sponds to an overlay network. Figure 4.1 shows an example of primary

user traffic (traffic used in Publication IV) on four frequency channels.

There are long unoccupied periods, but the complicated traffic patterns

of the primary users indicate that predicting unoccupied channels is non-

trivial.

There exists research on predicting unoccupied channels. For example,

in [53] a secondary user predicts primary user channel access using a

traffic pattern model estimated from experimental data. Zhao et al. [172]

model primary user network traffic with a two-state Markov model that

has an idle and a busy state. Because current radios can only sense a

portion of the spectrum at a time, in the model in [172] the secondary

user transmits or senses a single channel at a time. Sensing a channel

reveals the state of the channel: “idle” or “busy”, but the state of the other

channels remains hidden. Because the complete state is not observable,

Zhao et al. [172] model the problem as a POMDP (see Section 2.3 for a

definion and description of a POMDP in the general case). The problem

can also be defined as a special case of a restless bandit problem [4, 150].

The simple two-state Markov model used in [172] allows modeling bursty

traffic where primary users do not react to collisions and because of the
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simplicity of the model, it is amenable for analysis. Most research on this

problem [35, 4, 89, 154, 66] assumes that primary users do not react to

collisions, that Markov models have two states, and that each channel

evolves independently. The next section discusses our new POMDP ap-

proach in Publication IV that models the effects of collisions with primary

users and that models idle times and packet bursts of differing length

using several states.
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Figure 4.1. Snapshot of idle and busy periods on wireless channels. On each of the four
frequency channels a primary user transmits web and voice over IP (VOIP)
traffic. The traffic was generated by the NS-2 network simulator [93]. Red
lines denote traffic, white space denotes idle periods, and arrows show exam-
ples of spectrum access opportunities. Note the complicated bursty nature of
primary user traffic patterns.

4.1.2 Opportunistic spectrum access as a POMDP

Publication IV presents a new approach for opportunistic spectrum ac-

cess. Legacy primary users, who are not aware of cognitive radios, oper-

ate according to their legacy protocol on several frequency channels. The

goal is to optimize the policy of a secondary user, so that the secondary

user can transmit as much data as possible, while at the same time not

disturbing primary users.

The transmission of a secondary user may interfere with the current

transmission of a primary user and disrupt the primary user’s transmis-

sion. Furthermore, even if the primary user is not transmitting currently,

the transmission of the secondary user may affect the future behavior of

the primary user. For example, in the commonly used IEEE 802.11 WLAN

network wireless devices use carrier sense multiple access (CSMA) pro-
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tocols, which prevent primary user transmission until the primary user

senses the channel idle. Therefore, if a secondary user does not take into

account primary user behavior, it can inadvertently hijack a channel. To

model different packet and idle burst lengths, and to model primary user

responses to secondary user traffic, Publication IV presents a new kind of

Markov process model. The primary user traffic shown in Figure 4.1 con-

cretely illustrates the need for explicit modeling of long and short bursts

and both idle and busy bursts. In addition, the new Markov model takes

into account explicitly primary user reactions to secondary user (cognitive

radio) channel access, which is crucial for operating in wireless networks

such as regular WLAN networks.

Figure 4.2 illustrates the operation of the wireless system described in

Publication IV for five frequency channels. In each time step, the sec-

ondary user senses three adjacent channels and may transmit on one of

them. Each primary user is modeled with a Markov process, which is dis-

cussed in more detail in Section 4.1.2. The goal of the secondary user is to

predict when a primary user listens to a channel or when a primary user

transmits on a channel. If the secondary and primary users transmit at

the same time, then there is a collision and both transmissions typically

fail. If the secondary user transmits when a primary user listens to the

channel, then primary user transmission is postponed. The secondary

user cannot distinguish between primary-user-listening and channel-idle

situations using sensing, but must instead predict the intentions of the

primary user. Next, the primary user channel model will be discussed

in more detail and then the computation of policies for many frequency

channels.

Realistic model for primary users

The main idea of the primary user Markov model in Publication IV is to

model both short and long traffic bursts and to take into account the inter-

ference that the secondary user causes to a primary user that transmits

or intends to transmit data. The primary user Markov model consists of

sets of listen, listen collision, transmit, transmit collision, and idle states.

When the primary user is in an idle state and decides to transmit data,

it moves to a listen state. If it senses the channel unoccupied it moves

next to a transmit state. When the primary user listens to its channel

with the intention to transmit, but the secondary user transmits on the

channel, the primary user moves to the listen collision state. Similarly,
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Figure 4.2. Illustration of secondary user spectrum access in a wireless network with five
primary user (PU) frequency channels denoted #1, . . . ,#5. At each time step
the secondary user (SU) senses three adjacent channels and may transmit
on one of them. The sensed channels are denoted by a green rectangle and
the transmission is denoted by a blue filled box. Primary user transmissions
are denoted by a red filled box. The goal of the secondary user is to transmit
without causing interference to any of the primary users.

the primary user moves to the transmit collision state, if the secondary

user transmits, when the primary user would have transmitted.

There are J idle and K transmit states (and the corresponding listen

and collision states). Intuitively, each state corresponds to a certain burst

length. Figure 1 in Publication IV shows the states and possible state

transitions when the secondary user transmits and also when it does not

transmit. In Publication IV, the probability to move from a certain idle

state to another transmit state and vice versa was determined from the

simulated network data. The other transition probabilities are determin-

istic and can be derived directly from the Markov model specification for

primary user behavior, that is illustrated in Figure 1 in Publication IV.

The secondary user policy is optimized within the POMDP framework

described in Section 2.3. In a POMDP, the Markov probability model de-

scribes how the system evolves over time in response to agent actions,

but the optimization objective is specified using rewards. In POMDPs,

the agent is assigned at each time step a real valued reward that de-

pends on the current world state and the action of the agent. In wire-

less spectrum access, the reward can be based on performance measures

such as throughput or packet delay, but also for instance monetary re-

wards (or penalties), negotiated between secondary and primary users,

could be assigned for situations where a secondary user interferes with
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primary users. Because collisions with primary users have highest prior-

ity, in Publication IV, primary user listen and transmission collisions were

penalized with the reward of −10. Secondary user transmissions were re-

warded with +1, and because of the energy consumption, the sensing was

penalized with −0.01. Note that only the relative values of the rewards

matter when solving POMDPs.

Publication IV tests the new more realistic Markov model approach in

experiments with four, five, and six channels using a combination of voice-

over-IP (VOIP) and web traffic. In numerical comparisons (see Publication

IV for details), the new approach clearly outperforms several two-state

Markov model approaches.

Computational difficulty

Because the state of a channel does not directly depend on the state of all

other channels (here the state of a channel does not depend on any other

channel state), the opportunistic spectrum access problem is defined as a

factored POMDP in Publication IV. A factored POMDP definition makes it

possible to fit the POMDP model in a limited amount of memory and also

makes it possible to find solutions efficiently (see Section 2.5 for details

on factored POMDPs and solution methods for them). In Publication IV,

Symbolic Perseus [113], a factored POMDP method, is used to compute

the policy of a secondary user. In the experiments in Publication IV, the

Markov model of a channel has 15 states and thus the size of the complete

state space is 15N , where N is the number of channels. Symbolic Perseus

cannot handle large numbers of channels, but Publication I (discussed in

Section 3.1) introduces a new factored POMDP method, which scales to

larger problems and finds solutions to the opportunistic spectrum access

problem with a larger number of channels.

Summary

This section presented a new approach for modeling primary user traffic

and making channel access decisions based on the model. In contrast to

traditional two-state Markov models, the new model takes into account

packet and idle bursts of varying lengths. Furthermore, the new model

takes into account the primary user’s reactions to cognitive radio trans-

missions. Experiments in Publication IV demonstrate that these proper-

ties are crucial for transmitting large amounts of data and for limiting the

number of collisions with primary users.
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4.2 Wireless channel access

The previous section discussed optimizing the behavior of a single wire-

less agent. In wireless networks, such as in widely used wireless local

area networks (WLANs), multiple agents transmit data. In wireless net-

works, the transmission of one agent may interfere with the transmis-

sions of other agents. Therefore, one widely studied problem in wireless

networks is how to ensure that agents that interfere with each other do

not transmit at the same time.

The next section discusses background on wireless network channel ac-

cess. After that, Section 4.2.2 discusses the new channel access approach

based on factored DEC-POMDPs, presented in Publication V.

4.2.1 Background

Channel access is a wide and active research field with diverse approaches.

Figure 4.3 illustrates how the interaction of wireless agents, that access

the same channel, depends on spatial locations. Each agent has a trans-

mit queue from which it transmits data. The transmit queue gets new

data when, for example, the user of a mobile wireless device clicks on a

new web page and the corresponding web page request is inserted into

the transmit queue of the mobile device. The agents must decide, when

to transmit data based on whether they have data in the transmit queue

and whether they anticipate that interfering agents will be transmitting.

This section will proceed with channel access methods that take into ac-

count temporal dynamics, then continue with spatial methods that take

advantage of interference diminishing with distance, discuss multi-agent

techniques for channel access, and finally present the DEC-POMDP based

approach proposed in Publication V for channel access.

Wireless channel access protocols

Wireless channel access can be divided into scheduled and contention based

access. In scheduled access, someone else than the wireless devices them-

selves decides when transmissions occur. That is, someone schedules the

channel access. In scheduled access, the decision maker often receives in-

formation from the wireless devices and can thus make more informed de-

cisions than individual decision makers could. However, communication

of information consumes network bandwidth. In time division multiple

access (TDMA), channel access is statically distributed among wireless
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Figure 4.3. Example of interfering wireless agents. Five wireless agents (wireless net-
works or devices) with overlapping operating ranges. Agents whose operat-
ing ranges overlap may interfere with each other. For example, agent 1 may
interfere with agents 2, 3, and 5. Each agent has a transmit queue with a
certain amount of data. The problem is how to decide which agents should
transmit at which time.

devices: each time slot is assigned to a specific wireless device and chan-

nel access by other wireless devices in that time slot is forbidden. In mo-

bile networks, the base station decides when mobile phones are allowed

to transmit. In WiMAX [2, 3], a central controller allocates a time slot to

each transmitter. In contrast to scheduled systems where a central con-

troller tells wireless devices when and how to transmit, in polling based

systems [101], a central controller polls wireless devices for data.

In contention based systems, wireless devices listen to a channel and

decide on their own when to access the channel, based on observations

about the channel state and their own needs. In effect, wireless devices

contend for channel access, because the number of devices on the channel

is limited. The most widely known set of standards for wireless network-

ing is IEEE 802.11 [1], that specifies how wireless devices should access

channels in the frequency bands that are widely available for contention

based access. For example, most personal computers use IEEE 802.11

for wireless access and improvements to 802.11 are a widely researched

topic. Channel access of IEEE 802.11 is based on carrier sense multiple

access with collision avoidance (CSMA/CA). In CSMA/CA, when a device

wants to transmit data, it has to monitor the channel until it detects it

to be free. In order to prevent a single device from occupying the channel

all the time, CSMA/CA includes randomization. When a listen or packet
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collision happens a device has to wait a uniformly random number of idle

slots. A listen collision happens when the channel is occupied at the end

of a waiting period, and a packet collision happens when two or more de-

vices transmit at the same time. The maximum waiting time of a device

doubles after every collision in order to make it less likely for another col-

lision to occur. The doubling of the maximum waiting time is commonly

referred to as the exponential backoff and the waiting time is referred to

as the contention window.

In principle, CSMA/CA makes contention based communication in a

network with many wireless devices possible, but unfortunately basic

CSMA/CA does not guarantee high channel usage, that is, there may be

wasted idle periods on the channels. Therefore, enhancements to CSMA/CA

that improve the channel allocation over time have been widely researched.

Especially tuning of CSMA/CA parameters, such as tuning the backoff

mechanism [158, 36, 94] yields increased performance. Another problem

with basic CSMA/CA is that high priority traffic has to compete with low

priority traffic. This has been addressed by using different contention

window sizes for different priority classes [40].

Improving the behavior of CSMA/CA and other wireless protocols over

time allows higher network performance. Next, performance improve-

ment through spatial reuse will be discussed.

Spatial reuse

In wireless networks, the interference caused by a wireless device to other

wireless devices depends on the distance between the devices. This cre-

ates transmission opportunities: two devices far away from each other can

transmit successfully at the same time, that is, a device can spatially reuse

[75, 7] spectrum when non-interfering devices are transmitting. Spatial

reuse is related to the so-called hidden and exposed terminal problems.

The hidden terminal problem refers to the situation where a wireless de-

vice interferes with the transmissions of a second wireless device, but the

second device can not observe transmissions of the first device, leading

to packet collisions. The exposed terminal problem refers to a situation

where a wireless device does not interfere with a second wireless device,

but the second device does observe transmissions of the first device, lead-

ing to wasted transmission opportunities. Figure 4.3 provides examples

of spatial reuse possibilities in a wireless network.

In contention based channel access protocols, such as IEEE 802.11, a
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wireless device determines whether another device is transmitting data

by measuring the signal power level on a channel. If the power level is

over the carrier sense threshold, the channel is assumed occupied. In ba-

sic IEEE 802.11, the carrier sense threshold is identical for every wireless

device and set to a very low value in order to prevent packet collisions.

However, research shows that network performance can be increased by

tuning carrier sense thresholds of wireless devices to take advantage of

spatial reuse [174, 47, 48, 73]. Another parameter that can be tuned for

spatial reuse is the transmit power [47, 48, 74]. The transmit power of a

device is strongly linked to the carrier sense threshold in the sense that

the transmit power and the carrier sense thresholds of other devices de-

termine whether other devices detect the device’s transmissions.

Another approach that has been investigated for maximizing spatial

reuse is to use directional [77, 76] or MIMO antennas [107], that allow

interference only to selected directions (the IEEE 802.11n wireless stan-

dard has support for multiple antennas [156]). Transmission rate tuning

[22] has also been investigated in the literature.

Multi-agent approaches to channel access

A wireless network consists of a set of wireless agents that transmit data.

Each agent monitors channel(s) and uses past observations to decide on

which channel(s) to transmit. A question that arises is whether multi-

agent techniques could be used for planning wireless channel access. As

discussed in Section 2.6, in order to compute optimal policies in a multi-

agent system with imperfect sensing and uncertain dynamics, one has

to plan actions into the future by considering observation histories of all

agents for all possible action-observation sequences. The decentralized

partially observable Markov decision process (DEC-POMDP) model (see

Section 2.6 for background information on DEC-POMDPs) is a model for

formalizing this and solving a DEC-POMDP yields optimal policies for

the wireless agents. “Optimal” here means the (global) optimum of the

DEC-POMDP when the Markov model assumptions are true. In practical

applications the performance of the DEC-POMDP policy depends on how

well the Markov model describes the wireless environment and how well

practical algorithms are able to compute a high performance solution.

Previous work on wireless channel access using multi-agent techniques

is limited to special cases. Shirazi et al. [135] present a DEC-POMDP

model for wireless relays. In [135], wireless agent actions do not affect
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the state of the world and the goal is to find the best wireless relay for the

current channel conditions. Multi-agent techniques such as multi-agent

Q-learning [49, 84, 164] have been used in cognitive radio research. How-

ever, cognitive radio research [49, 84, 164] focuses on optimizing the al-

location of frequency channels among secondary users, while minimizing

interference to primary channel users. For example, the transmit queues

of secondary users are omitted in [49, 84, 164] and the main goal is not

the optimization of channel access between secondary users.

In general, the crucial properties of channel access are captured by

a DEC-POMDP: observations are partial (sensing is imperfect and an

agent does not observe the transmit queus of other agents), how the world

evolves is uncertain, and the information exchange between agents is

restricted. Moreover, the objective in a DEC-POMDP is to optimize co-

operative behavior instead of optimizing the behavior of single agents

that try to maximize their own gain. Consider the case of a wireless net-

work topology in which one agent can block the transmissions of all other

agents. A self-interested agent may choose to transmit all the time even if

its transmissions prevent successful transmissions by other agents. In an

efficient co-operative solution, the agents would try to avoid interfering

with other agents in order to maximize the joint objective, for instance to-

tal throughput. Therefore, in principle, a good solution to channel access

can be found by solving a DEC-POMDP. The next section discusses how

wireless channel access can be formulated as a factored DEC-POMDP and

how agent policies can be (approximately) optimized centrally to maxi-

mize the spatial and temporal reuse, and then executed decentrally.

4.2.2 Channel access as a factored DEC-POMDP

Publication V shows how wireless channel access can be formulated as

a factored DEC-POMDP. Figure 4.4 illustrates the wireless model used

in Publication V. The network consists of N transmitter-receiver pairs.

The transmit queue of a transmitter (the terms transmitter and wireless

agent are used interchangeably) is filled by a source traffic Markov pro-

cess, whose states are categorized into “packet” and “idle” states. The

Markov process can move from a packet state to the same packet state or

to any idle state and from an idle state to the same idle state or to any

packet state. A move from a packet or idle state to the same state rep-

resents an ongoing packet or idle burst and the probability of the move

defines the expected burst length. The source traffic model is similar to
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the Markov model in Publication IV, but without collision or listen states.

The Markov model allows for bursty network traffic with varying burst

lengths (for simplicity the experiments use a two-state Markov model).

Transmitter 1

Transmitter 2

Receiver 1

InterferenceSignal

Transmit queue

Transmit queue

Receiver 2

Transmitter 3

Signal

Receiver 3

Transmit queue

Figure 4.4. Example of a wireless network with three wireless transmitters communi-
cating with their intended receivers. Each transmitter transmits data from
a transmit queue that is filled by a stochastic process that models network
traffic, for example web or VOIP traffic. The general goal is to empty the
transmit queues as fast as possible, that is, to transmit data at a high rate.
The channel capacity (the highest amount of data a transmitter can transmit)
of transmitter i depends on the ratio of the signal power at receiver i and the
interference of other transmitters j �= i at receiver i plus background noise.
The interference caused by j at receiver i depends on the distance between j

and the receiver i.

Intuitively, the goal is to keep transmit queues as empty as possible. A

transmitter may transmit data according to the Shannon capacity, which

is a theoretical upper bound on the amount of transmitted data. The

Shannon capacity is measured at the receiver and depends on the signal

power of the transmitter, on the interference caused by other transmit-

ters, and on the background noise. Essentially, the spatial configuration

determines capacities, because the interference power depends on the dis-

tance between the receiver and the interferer. To summarize, for deter-

mining efficient transmitter policies one has to consider the state of the

transmit queues and the evolution of the transmit queues into the future,

but also the spatial configuration, which determines transmission capaci-

ties.
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DEC-POMDP channel access

At every time step, each transmitter observes the status of its transmit

queue and an interference level, from which Shannon capacity can be es-

timated. Next, a transmitter either listens or transmits. Each transmit-

ter has a policy, which decides on transmissions based on past observa-

tions. Optimal transmitter policies take into account the future evolution

of transmit queues and source models in response to policy decisions and

future observations. Assuming that the world is Markovian and that the

optimization goal can be described with rewards, then solving the prob-

lem as a DEC-POMDP yields optimal policies. Publication V uses the fac-

tored infinite-horizon DEC-POMDP method in Publication II, with modi-

fications, to compute stochastic finite state controller transmitter policies.

This approach has several advantages. Each transmitter policy is opti-

mized for the current network topology and source models, and policies

can take sensor noise into account. The optimization objective can be se-

lected freely, for example delay or throughput (complicated performance

measures can be implemented by adding approriate states to the DEC-

POMDP). Furthermore, stochastic finite state controllers allow complex

behavior, for example they can implement both contention based random

access behavior similar to IEEE 802.11 and deterministic access behavior

similar to TDMA. Finally, for small enough finite state controllers, a hu-

man expert inspecting the controllers may gain valuable insight into what

kind of policies work in what kind of spatial and temporal configurations.

To formalize the wireless network problem as a DEC-POMDP several is-

sues must be addressed. The size of the state space of the transmit queues

of the agents is exponential in the number of agents and a straightfor-

ward DEC-POMDP specification is not possible. However, because in-

terference diminishes with distance, a transmitter’s capacity depends in

practice only on a limited set of other transmitters and a factored de-

scription of the problem is possible. Publication V formalizes the channel

access problem as a factored DEC-POMDP and computes stochastic fi-

nite state controller policies with the help of the infinite-horizon factored

DEC-POMDP method presented in Publication II. To describe the wire-

less network problem as a factored DEC-POMDP, Publication V uses the

following modeling approximations:

• In the wireless network problem, transmit queue sizes and capacities

are continuous valued, but the DEC-POMDP is discrete valued. Ap-
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proximation: Approximate continuous values with probabilities. For ex-

ample, if the continuous value is 0.5 and possible discrete values are 0

and 1, then transition to either 0 or 1 with probability 0.5.

• All transmitters interfere to some degree with other transmitters even

if the interference level is low. Approximation: When computing the

probability for the transmission capacity of a transmitter to be at a cer-

tain level, take into account largest interferers fully and compute an

aggregate interference level for the smallest interferers.

Furthermore, in order to compute actual policies, Publication V proposes

improvements to the factored infinite-horizon DEC-POMDP method:

• Publication V uses a non-linear reward scaling approach to speed-up

convergence

• Publication V uses periodic controllers presented in Publication III to

compute larger controllers

• In order to start optimization from a more likely long term probability

distribution than the pre-defined initial belief (see Section 2.6 for defi-

nition of initial belief), for a specific spatial configuration, Publication V

projects the initial belief many time steps forward before starting opti-

mization from it.

Experiments. In Publication V, experiments compared the proposed DEC-

POMDP approach with basic CSMA/CA and two different CSMA/CA ver-

sions with parameters tuned specifically for the spatial configuration at

hand, on different uniformly randomly generated spatial configurations.

For a concrete spatial configuration example, see Figure 4.5. Overall, the

DEC-POMDP approach outperformed basic CSMA/CA and the two differ-

ent CSMA/CA versions optimized for the spatial configuration.

Summary

This section discussed how the wireless channel access problem in Publi-

cation V is formulated as a factored infinite-horizon DEC-POMDP. DEC-

POMDPs are a general decision making model that take into account

partial observability, uncertainty of future states, and the interplay be-
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Figure 4.5. Wireless network with transmitters (numbers) and their receivers (boxes).
Each transmitter interferes with receivers of other transmitters.

tween multiple co-operative agents. In DEC-POMDPs, the optimization

objective is easy to specify in terms of the actual wireless network opti-

mization objective such as minimizing the mean delay (mean delay is the

average time that data has to wait in a queue before being discarded or

transmitted) or maximizing the sum throughput (sum throughput is the

total amount of successfully transmitted data per time step). Because

of the generality of the model, computing optimal policies for even small

(factored) DEC-POMDPs is intractable. Therefore, the contribution in

Publication V includes showing how wireless channel access can be for-

mulated as a factored DEC-POMDP, but also how efficient policies for the

factored DEC-POMDP can be computed in practice by utilizing the fac-

tored infinite-horizon DEC-POMDP method proposed in Publication II.
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5. New approach for spectrum sensing

A wireless agent makes observations about its environment. Based on

these observations, it decides on its transmissions and on other activi-

ties. For example, in the common CSMA/CA protocol discussed in Section

4.2.1 wireless agents listen to the frequency channel and start transmit-

ting only when the channel is observed to be free for a certain period of

time. The performance of the protocol depends strongly on the perfor-

mance of the frequency sensor. If the sensor classifies the channel as

occupied, when it is not, a transmission opportunity is missed. If the sen-

sor classifies the channel as free, when it is occupied, the wireless agent

may start a new transmission that collides with ongoing transmissions of

other wireless agents.

In cognitive radio research (see Section 4.1), sensing of the frequency

spectrum may have even more importance than in other more traditional

wireless networking scenarios, because the usual goal is to optimize the

behavior of secondary users that try to avoid interfering with primary

users. Preventing interference to primary users has highest priority (as

in Publication IV). If sensing is inaccurate, then interfering with primary

users becomes more likely. Even in cognitive radio approaches that take

imperfect sensing into account (e.g., by POMDP models, see Chapter 4)

sensing accuracy may heavily influence performance.

From the point of view of a mobile device that tries to take advantage

of transmission opportunities over a wide range of frequencies there are

two problems with frequency sensing. The first is that standard sensing

techniques sense only a small portion of the frequency spectrum at a time.

The second is that sensing consumes energy, which may be a big problem

in low power devices such as mobile phones. Therefore, Publication VI

and Publication VII discuss an analog passive nanoscale sensing approach

that is designed to operate without any external power and to be used
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over a wide range of frequencies. Because of expected nanoscale faults,

the approach uses a fault tolerant radial basis function network for signal

classification.

Next, in Section 5.1, this thesis gives some background information on

nanotechnology and then, in Section 5.2, it describes the new nanoscale

spectrum sensing approach.

5.1 Background

This section presents background information on the concepts involved in

Publications VI and VII, namely spectrum sensing in Section 5.1.1, nan-

otechnology in Section 5.1.2, and fault tolerant machine learning meth-

ods in Section 5.1.3, including research in radial basis function network

(RBFn) fault tolerance. Publications VI and VII use these concepts in a

spectrum sensing design in which signals propagate through a nanoscale

circuit. The signals are classified in Publications VI and VII by a radial

basis function network trained to tolerate faults in the nanoscale circuit.

5.1.1 Spectrum sensing

Cognitive radios need to sense the spectrum to determine, whether a fre-

quency channel is free or occupied. Although cognitive radios may receive

information from sources such as the Global Positioning System (GPS) or

user input, for the task of using unoccupied frequencies or communicat-

ing to other radio devices, the state of the frequency spectrum is the most

important information source.

The survey [169] discusses spectrum sensing in cognitive radio networks.

Spectrum sensing can be divided into co-operative sensing [6], where mul-

tiple wireless devices work together to jointly gather information about

the spectrum, and individual sensing, where a device gathers informa-

tion about the frequency spectrum on its own. In single device spectrum

sensing, the spatial location, the sensing equipment, and computational

power of the device limit the possibilities for reliable wide spectrum sens-

ing. Combining the sensing results of multiple devices co-operatively al-

lows one to circumvent these problems at least partly [85, 129, 170, 6].

However, compared to individual sensing, co-operative sensing requires

extra communication and complicates the design of wireless devices and

networks. Publications VI and VII present a sensing approach for an in-

82



New approach for spectrum sensing

dividual device, that is designed to sense over a wide range of frequencies

with minimal power use.

Common techniques for spectrum sensing are energy detection [155],

waveform-based sensing [149], matched filtering [118], and cyclostation-

ary sensing [51]. The simplest technique of these, energy detection [155],

assumes that a channel is occupied if the detected signal energy (power

over time) is above a pre-defined threshold. The accuracy of energy de-

tection depends on how well the threshold is defined and on the sensing

time. Compared to more sophisticated approaches, energy detection does

not take into account patterns in the signal. In waveform-based sens-

ing [149], part of the signal pattern is assumed to be known a priori.

Waveform-based sensing is applicable to detecting wireless protocols that

include pre-defined sequences such as preambles. In matched filtering

[118], the signal pattern is known completely a priori and if the observed

signal matches the known signal, then the channel is assumed to be oc-

cupied. Cyclostationary sensing [51] assumes periodicity in the signal or

its statistics. Many signals such as orthogonal frequency division multi-

plexed (OFDM) signals have cyclostationary components. Publications VI

and VII use cyclostationary feature detection as pre-processing for signal

classification.

As discussed above, many signal detection techniques recognize pre-

defined patterns. Machine learning methods make it possible to learn

signal patterns from training data (collected by sensing, simulation, or

by other means) and then detect signals based on the learned patterns

[50, 45, 23, 24]. In [50, 45, 24] neural networks are used for signal classi-

fication and in [50, 23] support vector machines are used. Using machine

learning methods is attractive, because learning can adapt to different

kinds of signal features. Furthermore, in the nanoscale spectrum sensing

approach proposed in Publications VI and VII, it is imperative to learn to

tolerate nanoscale faults.

5.1.2 Nanotechnology

Nanotechnology refers to the utilization of small structures or particles in

the nanometer range. This section discusses nanocomputing or nanoelec-

tronics [159], that is, computing with nanoscale components. Compared

to traditional computing, nanocomputing offers not only components of

smaller size, but also completely new kinds of components. A prominent

component example is graphene [52], which has different kinds of phys-
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ical properties compared to traditional electronic components. Research

exists on nanocomponents such as a crossing mesh of nano wires [70],

single carbon nanotubes [127], ultrathin films of carbon nanotubes [30],

or nanoscale integrators [167]. Research also exists on devices with ad-

vanced functionality based on simple nanocomponents such as a carbon

nanotube based transistor radio [68]. Also nanomaterials for harvesting

energy for sensors and other devices has been studied [161]. The recent

review [110] describes new kinds of components based on nanotechnology,

which are not used in traditional computing devices. Furthermore, as re-

viewed in [109] nanoelectromechanical systems (NEMS) have several ad-

vantages over microelectromechanical systems (MEMS) for implementing

low power radio devices.

Even though research on individual nanocomponents exists, complete

systems, where several nanocomponents are connected and used together,

are scarce. There is recent research based on simulating circuits with

measured nanocomponent models. Cantley et al. [28, 29] use models of

nano-crystalline silicon transistors and memristors in simulations of a

neural circuit with few neurons. Lee et al. [82] use abstract simulations of

a hybrid complementary metal–oxide–semiconductor (CMOS)/nanodevice

circuit to evaluate the pattern recognition ability of the circuit. This thesis

proposes a nano-scale approach for classifying wireless signals. The ap-

proach was investigated using simulations without detailed physical mod-

eling of nanocomponents and their interaction, which could make simula-

tions more accurate.

5.1.3 Fault tolerance

Fault tolerance of machine learning methods, especially neural networks

and radial basis function networks (RBFn), has been an active research

area for several decades. The structure of both neural and RBF networks

works well in fault tolerance, because both contain parallel computing ele-

ments. One motivation for fault tolerance research is analog circuit imple-

mentation. Especially for smaller scale analog circuits, such as nanocom-

ponent circuits, thermal noise and structural faults influence circuit op-

eration heavily. Previously studied neural network and RBFn fault types

include noise on network parameters [99, 108, 43] and structural faults

that fix neurons or parameters to certain values [130, 37, 128, 173, 83].

One important result of previous work is that a neural network can

be trained to tolerate faults during both training and evaluation [130,
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37, 128]. Furthermore, training for fault tolerance may even help the

network to generalize better [111]. For more background information on

fault tolerant neural networks, the reader is referred to Section 2.3 of

Publication VII.

5.2 Nanoscale spectrum sensing based on fault tolerant RBFn

This section discusses the nanoscale spectrum sensing design presented

in Publications VI and VII. For classification, the design uses an RBFn,

which is trained to tolerate nanoscale faults. The system is partially ab-

stract, but as discussed in Section 3.5 of Publication VII research exists

on many of the nanocomponents that the system requires. For instance,

the carbon nanotube based transistor radio in [68] illustrates how radio

signals can be captured by new kinds of nanocomponents.

The main idea in the new spectrum sensing approach is to use nanosen-

sors to capture incoming radio signals. The power in the incoming signals

drives the classification system. In the classification system, cyclostation-

ary feature extractation turns the incoming radio signal into features that

are classified by a radial basis function network (RBFn) as either “chan-

nel free” or “channel occupied”. These different parts of the system have

been selected so that they can be implemented in the future as a physical

nanoscale circuit. The RBFn is not only a good generic classifier, but the

RBFn can also be trained to tolerate faults. Fault tolerance is necessary,

because thermal noise and structural faults such as broken or displaced

wires are expected to be common in the nanoscale implementation. Tak-

ing displaced wire faults into account is an additional novel contribution

of our work. Furthermore, because signal power decreases as the sig-

nal propagates through the nanoscale circuit, the effect of thermal noise

increases farther away from the incoming signal. Figure 5.1 shows an

overview of the approach. Next, this thesis discusses in more detail cy-

clostationary feature extraction, RBFn classification, and training of the

RBFn to tolerate faults.

Cyclostationary feature extraction. Cyclostationary [51] feature extrac-

tion extracts periodic correlations in a time series, where the correlations

can be, for example, statistical means or variances. Many common radio

signals such as OFDM signals have cyclostationary features. Further-

more, cyclostationary feature extraction separates additive white Gaus-
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Figure 5.1. Overview of analog passive nanoscale spectrum sensing circuit design pro-
posed in Publication VI. A nanoscale sensor bank captures signals on a fre-
quency channel with a wide bandwidth. The system inputs the amplitude
and phase of captured signals for varying delays into a cyclostationary fea-
ture extraction circuit. A radial basis function network (RBFn) classifies the
frequency channel as either free or occupied based on the cyclostationary fea-
tures. Thermal noise perturbs signals temporarily and displaced and broken
wires cause permanent faults. The RBFn is trained to take all these possible
faults into account, when performing the classification. Note that the signal
strength deteriorates as the signal propogates through the nanoscale circuit
and therefore the relative thermal noise strength becomes stronger farther
away from the sensor bank that drives the circuit.

sian noise (AWGN) very well from signals, because AWGN does not con-

tain any cyclostationary frequencies. Therefore, a system that uses cyclo-

stationarity to detect signals finds signals even when the signal-to-noise

ratio (SNR) is very low. The system in Publication VI extracts cyclosta-

tionary features from spectral correlations. Spectral correlation can be

defined (see [51] for details) as the average correlation of two frequency

components, centered at f and separated by α, over time. Publication VI

computes final features for a selected set of α values. Each α-feature is

the maximum over absolute normalized spectral correlations. The spec-

tral correlation computations in Publication VI require enough frequency

sensors (and possibly other components) to cover a sufficient range of

frequencies, which should not be a problem, because sensors are in the

nanoscale.

Radial basis function network. The nanoscale system uses an RBFn to

classify the cyclostationary features into “channel free” and “channel oc-

cupied”. A RBFn is essentially a weighted sum of non-linear functions. In
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Publication VI the RBFn is a weighted sum of Gaussian functions with

weights wi and a bias term with weight wn+1:

y =
n∑

i=1

wie
−||�x−�ci||2/(2σ2

i ) + wn+1 , (5.1)

where each Gaussian has a width parameter σi and a center parameter

�ci, which correspond to the standard deviation and mean for Gaussian

probability distributions.

Fault tolerance. The nanoscale system described above is evaluated in

simulations. The simulations include a fault model that models thermal

noise and structural faults, which are expected to occur in the nanoscale

implementation (the expected implementation is discussed in more de-

tail in Publications VI and VII with the help of existing nanoscale com-

ponent examples). In the simulations, the fault model adds noise to the

frequency sensors, the RBFn spreads, centers, Gaussian function outputs,

and weights. Because the nanoscale system is designed to operate with-

out external power, the wireless signal attenuates farther away from the

frequency sensors. Moreover, because of this signal attenuation the rel-

ative noise power increases farther away from the frequency sensors. In

addition to noise, the fault model also models displaced and broken wires

in the RBFn.

As discussed in Section 5.1.3 inserting faults during training improves

the fault tolerance of an RBFn. In Publication VI faults, similar to the

ones expected to occur during evaluation, are inserted during the training.

A gradient ascent method is used to improve RBFn weight, spread, and

center parameters.

Experimental results. In the experiments, faults were divided into three

categories: feature extraction noise, RBFn noise, and RBFn structural

faults. The fault level of each fault type was varied while other fault

types were held at a default level. The experiments showed that when

the structural fault level is increased to a very high value, it decreases

performance heavily. At the expected default fault level the system per-

formed well.

5.2.1 Improvements to the spectrum sensing approach

Publication VII improves on the work in Publication VI. Publication VII

discusses the possible nanoscale implementation in more detail and makes
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several crucial changes to the proposed nanoscale architecture that im-

prove classification accuracy. Publication VII improves also the fault model

and experimental setup and includes several new comparisons.

In more detail, Publication VII changes the nanoscale architecture. It

removes normalization from cyclostationary feature extraction, which in-

creases performance significantly. Publication VII also removes the bias

term from the RBFn, because the bias term is very sensitive to faults. In

addition to the faults in Publication VI the fault model in Publication VII

includes noise and structural faults inside the feature extraction circuit.

The experiments included new structural variability evaluations and a

comparison of the RBFn classifier to a support vector machine (SVM) [38]

classifier. Experiments showed that even without faults the RBFn yields

equal performance compared with an SVM classifier.

5.2.2 Summary

This section discussed the nanoscale fault tolerant spectrum sensing ap-

proach in Publications VI and VII. Publications VI and VII give as much

details of the expected nanoscale implementation as is possible, but, at

the same time, stress that more research is needed on nanoscale compo-

nents for an actual implementation. The proposed spectrum sensing sys-

tem proposes a solution to the problems of nanoscale fault tolerance and

signal sensing in different SNR regimes under the expected conditions,

and is an important step in making actual low power cognitive radios op-

erating over a wide range of frequencies a reality.
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6. Summary and future work

To summarize, this thesis presented new models and techniques for cogni-

tive radio and wireless channel access that yield significant improvements

over previous approaches, a new low power wide bandwidth nanoscale

spectrum sensing approach, and new methods for partially observable

Markov decision processes (POMDPs) and decentralized POMDPs (DEC-

POMDPs) that in experiments solve larger problems and compute larger

policies more efficiently than previous methods, in both wireless network

applications and in benchmark problems.

In addition to new generic methods for POMDPs and DEC-POMDPs,

this thesis presented solutions for wireless networking problems. In par-

ticular, in Publications IV and V the behavior of single or several wireless

agents that transmit data on shared channels is optimized. Similarly to

other real-world problems, in these wireless networking problems it is

uncertain how the world evolves in response to agent actions. Further-

more, as in most real-world problems agents make noisy observations re-

stricted to only parts of the operating environment. For solving these kind

of problems, the thesis discussed the general decision making frameworks

of POMDPs for single agents and DEC-POMDPs for multiple co-operative

agents. In the past POMDPs and DEC-POMDPs have been used success-

fully for solving problems in many diverse application domains, such as

wireless networking, robotics, elder care, tiger conservation, and man-

ufacturing. However, solving POMDPs and DEC-POMDPs is computa-

tionally very challenging even for small problems and especially for large

complicated problems such as the wireless networking problems studied

in Publications IV and V.

All POMDP and DEC-POMDP methods are limited in practice by prob-

lem size in some way or another. For instance, in wireless applications the

problem size can grow exponentially with the number of frequencies and
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agents. Many POMDP problems can be described compactly in a factored

form that fits into computer memory, but the factored specification does

not alone solve the problem of efficient policy computation. Publication

I presented a new factored POMDP method that can efficiently compute

policies for large problems, such as the cognitive radio problem in Publi-

cation IV. In comparisons with state-of-the-art POMDP solvers it yielded

good results in smaller problems and could compute policies for larger

problems than the comparison methods.

In contrast to the single agent cognitive radio problem in Publication

IV, in the wireless channel access problem in Publication V the behav-

ior of multiple wireless agents is optimized. Wireless agents can be as-

sumed to operate for indefinitely long periods of time and thus an infinite-

horizon approach is required. Because there were no previous suitable

infinite-horizon methods, Publication II introduced the first general fac-

tored infinite-horizon DEC-POMDP method. In experimental compar-

isons with non-factored DEC-POMDP methods in Publication II, the new

method yielded equal performance in small benchmark problems. The

new method computed policies for benchmark problems with larger state

spaces and more agents than the comparison methods could. Moreover,

the wireless approach in Publication V utilized the new method for opti-

mizing wireless channel access policies yielding better results than wire-

less comparison methods, which were optimized for the same radio envi-

ronment.

In addition to problem specification size, in problems with a long op-

timization horizon the size of agent policies restricts performance. As a

solution, Publication III introduces periodic finite state controllers (FSCs)

that allow optimization of much larger controllers and new kinds of policy

optimization methods. In experiments the new methods performed bet-

ter than state-of-the-art DEC-POMDP methods and better than restricted

policy size POMDP methods. Furthermore, because the factored infinite-

horizon DEC-POMDP method in Publication II is based on expectation

maximization (EM), it was straightforward to use periodic EM introduced

in Publication III for optimizing periodic controllers for wireless agents in

Publication V.

In the context of wireless networking, the thesis discussed both wireless

channel access and spectrum sensing. One central problem in wireless

channel access is that transmissions of a wireless agent interfere with

transmissions of other wireless agents. The thesis discussed how one can
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try to avoid interference in the temporal, frequency, or spatial dimensions.

A widely researched cognitive radio problem is that of finding a frequency

channel that a primary user is not currently transmitting on so that a

secondary user can temporarily transmit on the channel. Publication IV

presented a more complete novel POMDP model than previous work, that

takes into account varying length idle and packet bursts and also primary

user reactions, on the frequency channels. In the experiments in Publica-

tion IV, the approach successfully outperformed comparison methods.

Research on wireless channel access often relies on tuning parameters

of existing protocols, which have been designed by wireless experts re-

lying on certain assumptions about the operating environment. Finding

high performance policies automatically is computationally difficult: be-

cause of uncertain traffic patterns and agents making individual observa-

tions and actions, a computationally complex model for planning such as

a DEC-POMDP is needed to take the crucial properties of channel access

into account. However, transmissions of a wireless agent influence only

wireless agents spatially close enough allowing a factored problem speci-

fication. Therefore, Publication V formulates channel access as a factored

infinite-horizon DEC-POMDP. The solution to the DEC-POMDP yields a

different channel access policy for each wireless agent optimized for the

current operating environment. In order to optimize wireless agent poli-

cies in practice, Publication V utilized the factored infinite-horizon DEC-

POMDP method presented in Publication II and periodic policies intro-

duced in Publication III. In experiments, the approach outperformed opti-

mized wireless protocols, indicating that a DEC-POMDP based approach

for channel access is a viable solution.

For the purpose of good decision making, sensing is of paramount impor-

tance. For instance, if a wireless agent senses a channel as idle, when it is

occupied, it may transmit and transmissions collide. If the agent thinks

the channel is occupied when actually it is not, a transmission opportu-

nity is lost. In addition to sensing accuracy, power usage and the range of

frequencies are critical properties of wireless sensors. Publications VI and

VII propose a new passive nanoscale spectrum sensing approach for cog-

nitive radio that is intended to solve the low power and wide frequency

range problems together with good sensing accuracy. However, a major

problem in nanoscale designs are nanoscale faults. As a solution, the new

approach used an RBFn to classify signals with good accuracy, while at

the same time the RBFn was trained to tolerate nanoscale faults. The
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proposed system had good performance even with a high level of faults.

To recapitulate, the thesis presented new efficient methods for comput-

ing policies for very large POMDP problems and for DEC-POMDP prob-

lems with large state spaces and many agents. The factored POMDP

method in Publication I yielded in comparisons with state-of-the-art POMDP

solvers good results in smaller problems and could solve larger problems

than the comparison methods. The first general factored infinite-horizon

DEC-POMDP method in Publication II yielded in experiments equal per-

formance in small problems and could solve much larger problems than

non-factored DEC-POMDP comparison methods. Publication III discussed

a new periodic controller approach that enables larger controllers and new

kinds of algorithms for POMDPs and DEC-POMDPs. In experiments,

periodic controllers performed better than state-of-the-art DEC-POMDP

methods or restricted policy size POMDP methods. In addition to new

POMDP and DEC-POMDP methods, the thesis presented solutions for

wireless networking problems. In Publication IV, a novel comprehensive

POMDP model for cognitive radios performed in experiments significantly

better than simpler comparison methods. Publication V showed how to

formulate wireless channel access as a DEC-POMDP and how to adapt

the methods from Publications II and III for computing wireless DEC-

POMDP policies efficiently. In experiments, the DEC-POMDP approach

outperformed optimized wireless channel access protocols. Lastly, Publi-

cations VI and VII discussed a new nanoscale spectrum classifier design,

which uses a RBFn that is trained to tolerate nanoscale faults. In exper-

iments, the system classified signals with good accuracy even under high

fault levels.

6.1 Future work

There is ample room for further work based on the contributions pre-

sented in this thesis. For the nanoscale spectrum sensing approach, the

obvious next step is implementation of necessary nanocomponents and

construction of a working prototype. The first step towards this goal is to

perform circuit simulations using detailed physical models of nanocompo-

nents.

Regarding wireless experiments, both the cognitive radio POMDP ap-

proach in Publication IV and the wireless factored DEC-POMDP approach

in Publication V were evaluated using computer simulations. The simu-
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lations could be made more detailed by utilizing additional information,

such as mobility models [67] or other kinds of topology information [91].

However, the ultimate test for these approaches is to implement them in

actual wireless devices. Another line of potential new work would be to

make the wireless factored DEC-POMDP approach in Publication V oper-

ate on multiple frequency channels. This would allow optimization over

all the three dimensions of time, frequency, and space.

The cognitive radio application in Publication IV requires the primary

user models to be estimated before a POMDP policy for the cognitive ra-

dio can be computed. Therefore a POMDP method which would learn

primary user models during online operation would be beneficial. There

exists research about active learning in POMDPs [41, 117, 125], but exist-

ing approaches do not seem to be able to solve very large problems, such

as the cognitive radio problem. The wireless factored DEC-POMDP chan-

nel access application in Publication V would similarly benefit from ac-

tive learning. The learning approach should take traffic pattern changes,

topology changes, and moving wireless devices into account.

In addition to research on active learning in POMDP and DEC-POMDP

methods, improvements to the actual optimization goal should be consid-

ered. The optimization goal in real-world wireless networking problems

is usually average throughput or average delay. The discounted reward

optimization goal in POMDP and DEC-POMDP methods eases algorithm

design, because it emphasizes rewards near the starting probability dis-

tribution more, but it also does not fully correspond to the actual optimiza-

tion criterion. In future work, the average reward optimization criterion

in (factored) POMDP and DEC-POMDP methods should be investigated.

POMDPs and DEC-POMDPs can be used to solve many real world prob-

lems, such as problems in wireless networking or robotics. However, be-

cause of their large size, practical problems often require the use of ap-

proximations. Further work should investigate improvements to approx-

imation techniques in POMDPs and DEC-POMDPs. In particular, even

more efficient approximation methods with analytic error bounds would

be useful.

Finally, the developed POMDP and DEC-POMDP methods were applied

in this thesis on benchmark problems and on the discussed wireless net-

working problems. In the future, the methods should be tested in other

application fields such as robotics or the computer games domain.
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Errata

Publication II

In Figure 2 there should be arrows from a2 to o1 and from a1 to o2.

Publication III

Line 14 of Algorithm 1 is missing the sum over s′, �a, �o, and �q′ after the

equal sign “=”.
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