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Abstract 
After its experimental discovery in 2004, graphene has been the topic of intense research. Its 

extraordinary linear dispersion relation in the vicinity of the Fermi surface allows the study of 
relativistic quantum mechanics in a condensed-matter context. The gapless spectrum is 
beneficial in, for instance, optical applications as the optical absorption is nearly constant in 
the visible spectrum. In transistor applications, however, the absence of a gap leads to poor on-
off ratios. Thus, inducing a gap is of interest for applications, and both quantum confinement 
as well as chemical modification can be used to achieve this goal. 

  
In this thesis, the electronic properties of modified graphene systems are studied using 

density-functional theory and lattice models. Additionally, a novel lattice density-functional 
theory approach is introduced. The chemical modification of graphene using chlorine and 
hydrogen is addressed considering also its chemical environment, a silicon dioxide substrate 
and a gaseous atmosphere treated using ab initio thermodynamics. Electronic states in finite 
metal-deposited graphene nanostructures with gaps induced by quantum confinement are 
studied together with experimental measurements. Finally, the prospect of superconductivity 
in rhombohedral graphite is addressed by studying flat bands in rhombohedral graphene 
multilayers. 

  
The results add to the understanding of the electronic properties of graphene in complex 

environments. We clarify the effect of the substrate in hydrogen adsorption on graphene and 
provide a suggestion to prepare graphene nanoribbons using chlorine to unzip carbon 
nanotubes. We aid in the interpretation of recent scanning tunneling microscopy experiments 
on metal-deposited finite graphene nanostructures, as well as provide reference data for the 
detection of end states in graphene ribbons.  
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1. Introduction

Graphite, the three-dimensional carbon allotrope with a layered struc-

ture, has been known for centuries, and is used for a wide scale of ap-

plications on the industrial level. Lower-dimensional materials based on

the same hexagonal carbon network were, however, discovered only re-

cently. Fullerenes, zero-dimensional spherical carbon cages, were first

reported in 1985 [1]. Their discovery was followed in 1991 by that of car-

bon nanotubes, the quasi-one-dimensional, all-carbon cylinders [2]. In

some sense, a graphene sheet consisting of hexagonally arranged carbon

atoms can be thought to be the basic unit in all of these structures. Piling

it into a stack forms graphite, and rolling it up yields carbon nanotubes

and fullerene cages. Originally, graphene was studied only to simplify the

description of graphite. The results for a single layer were only of theoret-

ical interest but, consequently, many of its extraordinary properties, such

as the linear dispersion of the electronic bands close to the Fermi level,

were predicted as early as in 1947 [3]. The current surge in the research

interest on this material began in 2004, as the Nobel price winners Prof.

A. Geim and Prof. K. Novoselov were able to transfer few-layer graphene

films for the first time, and demonstrate the high electron mobility of the

material [4]. Epitaxial graphite thin films had, however, been studied

already in the 1960s and 1970s [5, 6] but the experiments by Geim and

Novoselov also started a search for practical applications.

The hexagonal lattice structure of graphene gives rise to the linear elec-

tronic dispersion at the corners of the Brillouin zone [7]. The lattice is

bipartite, meaning that the sites belonging to one sublattices are nearest

neighbors only to sites belonging to the other sublattice. Figure 1.1(a) il-

lustrates the structure of a graphene sheet, showing the carbon atoms be-

longing to the two sublattices as black and gray spheres. The two carbon

atoms in the graphene primitive cell, shown as the blue parallelogramm

in Figure 1.1(a), are non-equivalent, and consequently there are also two

non-equivalent K points at the corners of the Brillouin zone in the recip-
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(a) (b)

Figure 1.1. (a) The structure of the graphene lattice. The black and gray spheres denote
the carbon atoms belonging to the A and B sublattices, respectively. The blue
arrows show the primitive lattice vectors, and together with the blue lines
they form the boundary of the two-carbon atom primitive unit cell. The yel-
low and green arrows show the zigzag and armchair directions, respectively,
and they span an alternative rectangular four-carbon atom unit cell of the
lattice. (b) The band structure of graphene in the reciprocal space. The K
points with a linear electronic dispersion are located at the corners of the
hexagonal Brillouin zone. Subfigure (b) is taken from Ref. [7].

rocal space. At these points close to the Fermi energy, the electronic bands

of graphene form a cone, shown in Figure 1.1(b). For undoped graphene,

the intersection points coincide with the points forming the Fermi sur-

face. Because the low-energy dispersion is linear close to the intersection

points, the electrons in graphene resemble massless particles [7]. In a

way, graphene can be thought to be a condensed-matter testbed for rela-

tivistic quantum mechanics.

If the hexagonal lattice is confined into finite structures, two main edge

directions are possible. These directions are called "armchair" and "zigzag"

and they are illustrated in Figure 1.1(a) using green and yellow arrows,

respectively. Obviously, other chiral edges interpolating between these

extrema are possible, but a general edge is composed of finite armchair

and zigzag segments. In finite graphene nanostructures, the electronic

structure is sensitive both to the size of the graphene flake, as well as the

edge termination. Long, planar stripes of graphene are called graphene

nanoribbons (GNRs). The electronic structure of the ribbons depends on

their edge termination. Zigzag-edged ribbons are predicted to be metallic

and to have edge states with a flat dispersion [8]. The exchange inter-

action between electrons causes these states to be antiferromagnetically

coupled across the ribbon, and also opens a band gap between them [7–9].

Armchair ribbons, on the other hand, can be either metallic or semicon-

ducting depending on the ribbon width [7]. Experimentally, all ribbons

prepared using lithographic methods seem to be semiconducting [10].

Graphene quantum dots, zero-dimensional graphene nanostructures, can

also be thought of as aromatic macromolecules that have a discrete energy
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spectrum. Similar to GNRs, their edge termination has a major impact

on their electronic and optical properties. Similar to zigzag-edged GNRs,

spin-polarized edge states are formed at the zigzag edges. In addition

to zigzag GNRs, magnetic states in all-carbon structures have been pre-

dicted for triangular, zigzag-terminated graphene flakes [11].

A large number of potential applications have been suggested for graph-

ene. The fact that graphene is a transparent conductor is probably its

most important property, as such materials are needed, for instance, in

solar cells. Here, just a few of the suggested applications are mentioned as

illustrative examples. Zigzag-edged graphene flakes with spin-polarized

edges have been proposed to act as spin logic gates [12]. Integrated graph-

ene transistor structures with carbon-based electrodes and interconnects

have been demonstrated [13], and the preparation of graphene field effect

transistors is becoming a standard procedure [14]. In addition to electri-

cal applications, devices based on the optical properties of graphene have

been demonstrated [15], for instance mode-locked lasers [16] and photode-

tectors [17]. Other maybe less exciting uses for graphene include the use

of graphene as a gas sensor [18] and as a filter in water desalination [19].

The original experimental fabrication method, mechanical exfoliation,

yields irregular-shaped flakes, often with multilayered regions [4]. Re-

cently, new methods for graphene synthesis have been introduced, and the

originally far-fetched theoretical suggestions relying on precise control of

the atomic structure of the graphene region are becoming experimentally

feasible. In chemical vapor deposition, carbon-containing precursor such

as methane is deposited on a transition metal surface and at elevated

temperatures, polycrystalline sheets of monolayer graphene even in the

size of a liquid crystal display screen can be synthesized [20]. The growth

can be restricted to submonolayer coverage by controlling the amount of

the precursor, temperature, the reaction time, and other experimental pa-

rameters. Moreover, the shape of the resulting graphene flakes can be

somewhat controlled using post-annealing [21]. Finite graphene regions

can be also formed by etching but in this approach, the edges are typically

rough [22]. Very recently, a synthesis method for well-defined graphene

nanostructures has been demonstrated using the polymerization of aro-

matic molecules on a catalytic surface [23]. Armchair-edged GNRs [23]

and triangles [24], and even nanoribbon junctions composed of chevron-

shaped ribbons [23] have been reported. The advantage of the method

is that the structure precursor molecule determines the edge termina-

tion of the resulting nanostructure. Conversely, engineering a graphene

nanostructure with a given shape requires complex precursor molecules

3
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and, at the moment, precursors yielding a clean, zigzag-terminated edge

are not known. Other graphene preparation methods include thermal an-

nealing of SiC surfaces [25] and unzipping of carbon nanotubes [26]. For

the preparation of high-quality monocrystalline graphene flakes with few

defects, mechanical exfoliation still seems to be the method of choice.

In some applications, such as transistors, a band gap would be desir-

able instead of the linear gapless dispersion. In addition to lateral con-

finement, also the substrate and functionalization can be used to mod-

ify the properties of graphene. The choice of a substrate has an effect

on doping, structural corrugation, and the screening of electron-electron

interactions. For example, in suspended graphene samples, the Fermi

velocity has been found to increase to over twofold [27] compared with

the usually reported value of 106 m/s [7]. On the other hand, on silicon

wafers covered by thermal silicon dioxide, the roughness and variation in

the surface composition lead to the formation of charge puddles, varia-

tions in local potential [28], whereas on atomically smooth boron nitride,

graphene properties differ a little from those in suspended samples [29].

In functionalizing graphene, attaching other chemical species directly to

the carbon backbone may open a gap [30]. The functionalizing species

either can be bound above the carbon plane, as is the case for hydrogen

and fluorine [30–32], or it may substitute carbon atoms in the hexagonal

network, like nitrogen [33] or boron [34]. In multilayer graphene, the in-

terlayer interaction leads to a modified band dispersion at the corners of

the Brillouin zone. For instance, in bilayer graphene the electronic disper-

sion is parabolic instead of linear at the K point [7] and an electric field

can be used to open a band gap [35].

In this thesis, the electronic properties of chemically functionalized and

laterally confined graphene systems are studied using density-functional

theory and lattice models. Chapter 2 reviews the computational models

used in Publication II-Publication IX, and also presents the novel lattice

density-functional theory model introduced in Publication I. Chapter 3

highlights the main results for each of the studied graphene systems, and

gives some background from the literature. Chapter 4 summarizes the

publications included in this thesis.
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2. Computational modeling of graphene

The full many-body problem of interacting electrons can be solved numer-

ically exactly for only few-electron systems, such as small molecules, even

if the electronic and atomic degrees of freedom are decoupled by apply-

ing the Born-Oppenheimer approximation. In addition to this, approxi-

mations simplifying either the numerical treatment of the full electron-

electron interaction, or the interaction term itself are unavoidable.

Two main approaches are widely used. Some of the atomic orbitals can

be neglected, including in the model only those accommodating the high-

energy valence electrons close to the Fermi level. If these orbitals are

assumed to be localized on the atomic sites, and the interaction between

them is described with electrons hopping between orbitals localized on ad-

jacent lattice sites, the model is said to be tight-binding. The Hamiltonian

for such a model is thus determined by the energies and the overlaps of the

orbitals, as well as the hopping amplitudes between them. The electron-

electron Coulomb interaction is thus not explicitly included, and the elec-

tron density between the atomic sites is neglected. Electron-electron in-

teractions can, however, be added on top of this kinetic model, for instance

by introducing a Hubbard-type on-site repulsion between opposite-spin

electrons occupying the same orbital [36]. Even if such models are simple,

they have been found to describe graphene fairly well [7].

Alternatively, the full orbital structure of the atoms is taken into ac-

count but the Coulomb interaction is treated in an approximative manner.

There are highly accurate quantum chemical approaches, such as the con-

figuration interaction or the coupled-cluster methods that are capable of

treating small molecules at high accuracy. This is not possible for larger

molecules and periodic bulk structures, and a widely-used approximate

solution is to use density-functional theory (DFT). The main idea of DFT

is that the electron density, instead of the more complicated wavefunction

is used as the basic variable, and all observables are calculated from it.

The Coulomb interaction is treated on the Hartree-Fock mean-field level,

5



Computational modeling of graphene

Figure 2.1. The atomic sites connected through (a) first-nearest neighbor (b) second-
nearest neighbor (c) third-nearest neighbor hopping elements of the tight-
binding model. The black and gray carbon atoms indicate the carbon atoms
belonging to the A and B sublattices, respectively.

and correlation and exchange beyond it are treated using an exchange-

correlation functional.

This Chapter introduces the models used to study graphene in this the-

sis, starting from the simpler lattice models, and then proceeding to a

continuum description within the framework of density-functional theory.

To bridge these two main approaches, a novel method developed in Pub-

lication I, lattice density-functional theory (LDFT) for graphene, is also

described.

2.1 The tight-binding model

In the most widely-used tight-binding model for graphene, only the π elec-

tron system formed from the carbon pz orbitals is used to describe the elec-

tronic properties close to the Fermi energy. In the case of finite graphene

fragments, the dangling σ-type bonds at the edges are implicitly assumed

to be terminated by hydrogen atoms. As the sp2-hybridized σ orbitals com-

posed of s, px and py carbon orbitals are much lower in energy, they can

be excluded from the model [7]. Usually, the orbitals centered at different

lattice sites i and j are assumed to be orthogonal, so that the orbital over-

lap between |piz〉 and |pjz〉 is given by 〈piz|pjz〉 = sij = δij , but the overlap can

also be explicitly included by using the overlap matrix S.

The hopping integrals between close-lying lattice sites describe an elec-

tron tunneling between a pair of pz orbitals on sites i and j. They thus

contain the kinetic contribution to the total energy due to electron move-

ment on the lattice. A particular tight-binding parameterization is deter-

mined by the choice of these hopping amplitudes {tij}. For instance, the

third-nearest neighbor (3NN) tight-binding model contains electron hop-

pings between atoms up to the third-nearest neighbor sites, as shown in

Figure 2.1. The original tight-binding description of graphene [3] includes
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only the nearest-neighbor (1NN) hopping t, which is often used as the unit

of energy.

Once the set {tij} is chosen, the tight-binding Hamiltonian is given by

H =
∑
i,j

(tijc
†
icj + t∗ijc

†
jci), (2.1)

where c
(†)
i is the electron annihilation (creation) operator in the second-

quantized form. In periodic systems, a phase factor of the form ei
�k·(�ri−�rj)

enters the hopping amplitude for sites connected over the periodic bound-

ary. Here �k is the wave vector in the reciprocal space, and �ri and �rj are

the coordinates of the lattice sites. Structural imperfections or gating can

be modeled using local potentials that change the orbital energies. A term

describing the effect of the external potential on each of the lattice sites is

added to the Hamiltonian, and it is of the form

Vext =
∑
i

εini, (2.2)

where εi is the strength of the potential on site i and ni = c†ici. The

eigenvalue equation HΨ = EΨ (or the generalized eigenvalue equation

HΨ = ESΨ if the overlap matrix Sij = sij is not unity) is then solved. The

resulting one-electron states are occupied starting from the one lowest in

energy up to the Fermi level.

The values of the hopping parameters {tij} are, in general, fitting pa-

rameters determined by comparing, for instance, the band structure cal-

culated using the tight-binding Hamiltonian with a reference such as a

DFT calculation or experimental data, if available. Thus, in most cases

the values cannot be thought to be exact, or to carry an explicit phys-

ical meaning. In the 1NN graphene tight-binding model, however, the

value of the first nearest-neighbor hopping is related to Fermi velocity vF ,

given by the slope of the linear dispersion at the corners of the Brillouin

zone as vF = 3ta/2, where a ≈ 2.46 Å is the graphene lattice parame-

ter [7]. The second-nearest neighbor in-plane parameter introduces trig-

onal warping and particle-hole asymmetry [7]. The earliest tight-binding

parameterizations [3,37] were fitted to the experimentally known proper-

ties of graphene, such as diamagnetic susceptibility. Further parameter-

izations to the transport properties of graphene nanoribbons [38], gated

bilayer graphene [39], and even to double-resonance Raman spectroscopy

of bilayer graphene [40] have been suggested.

Also multilayer graphene can be described within the tight-binding frame-

work. Similar to bulk graphite, the adjacent layers are coupled through

weak van der Waals-type interactions. There are two different stack-

7
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Figure 2.2. The structure of graphite or multilayer graphene with (a) the Bernal (b)
rhombohedral stacking order, as well as the minimal hopping parameters
used in the McClure [37] tight-binding model. Red lines show the verti-
cal coupling between nearest-neighbor carbon planes (γ1), green lines are
nearest-neighbor out-of-plane couplings between sites belonging to the differ-
ent sublattices (γ3), and yellow lines out-of-plane couplings connecting sites
belonging to the same sublattice (γ4). In-plane bonds represent the nearest-
neighbor hopping (γ0).

ing sequences in multilayers with aligned primitive unit cells. Multi-

layer structures with misaligned unit cells in adjacent layers, also called

twisted multilayers, are experimentally relevant [41, 42] but considering

them is outside the scope of this thesis. Figure 2.2 illustrates the two

stacking sequences, and the lattice sites that are connected by the tight-

binding hopping amplitudes. In the Bernal stacking, the carbon atoms

belonging to the A and B sublattices of the adjacent layers form a chain

perpendicular to the plane of the hexagonal network, with A and B atoms

being on top of each other in an alternating manner [Figure 2.2(a)]. In the

rhombohedral stacking, each layer is displaced by one third of the primi-

tive unit cell with respect to the one beneath it. The A-sublattice carbon

atom is always on top of the B-sublattice carbon atom of the layer beneath

[Figure 2.2(b)].

In addition to the in-plane tight-binding parameters, out-of-plane hop-

pings between the layers need to be included in the tight-binding Hamil-

tonian. In the model shown in Figure 2.2, only nearest-layer hoppings

in the out-of-plane direction are included. The symbol γ has been used

instead of t to denote the hopping parameter, in order to keep the nota-

tion for graphene multilayers similar to literature [7, 37]. γ1 denotes the

nearest-neighbor hopping amplitude between the carbon atoms located

on top of each other, and γ3 and γ4 are the next-nearest neighbor hopping

amplitudes between the layers. γ3 and γ4 connect carbon atoms belong-

ing to a different and the same sublattice, respectively. Figure 2.2 also

8
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clarifies how the two stacking sequences differ in terms of hopping ampli-

tudes, most easily seen for the sites connected by green lines showing the

γ3 coupling. In the Bernal stacking, each carbon atom couples through γ3

to both adjacent layers, whereas in the rhombohedral stacking, depend-

ing on the sublattice of the carbon atom, the coupling occurs either to the

layer above or below. A few differing sets of included coupling have been

used in the literature [7,37,43].

It is worth noting that, in general, the graphene tight-binding models

contain some interaction effects on the mean-field level. This is due to the

fitting procedure as the DFT band structures, to which the fits are usually

made, contain the Coulomb interaction on a mean-field level. Thus, if

the electron-electron interaction is to be explicitly included on top of the

tight-binding model, this implicit mean-field component should first be

removed [44].

2.2 The Hubbard model

Even though the tight-binding model can successfully be used to describe

many graphene properties such as transport [38] and Landau levels in

a magnetic field [7], the neglect of electron-electron interaction beyond

the implicit mean-field level means that the magnetic properties cannot

be described. The importance of the electron correlations in graphene is

still being debated [7, 45]. If a tight-binding-based description is to be

used to describe the magnetic properties of graphene, for instance the

spin-polarized states localized at the zigzag-terminated edges [46], an in-

teraction term including the electron exchange needs to be added to the

tight-binding Hamiltonian.

In fact, considering only the on-site component of the Coulomb repul-

sion, the repulsion between electrons of opposite spin residing on the same

lattice site, is enough to describe such magnetic properties. The Hubbard

Hamiltonian for graphene thus consists of the kinetic contribution Hkin,

given by the tight-binding Hamiltonian, Eq. (2.1), and the on-site interac-

tion term HU ,

HHub = Hkin +HU =
∑
i,j,σ

tijσ(c
†
iσcjσ + c†jσciσ) +

∑
i

Uini↑ni↓. (2.3)

Here, σ ∈ {↑, ↓} is the spin index, Ui is the strength of the on-site interac-

tion at site i, and niσ = c†iσciσ. Similar to the tight-binding model, a term

describing the external potential [Eq. (2.2)] can be added to the Hamilto-

nian. In graphene, the kinetic term is spin-degenerate, tijσ = tij , but in
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the general case, this is not required.

In the following, two different approaches to solve the model are consid-

ered. First, the exact diagonalization method applicable to small systems

is described. Second, the mean-field approximation allowing one to solve

larger systems is considered.

2.2.1 Exact diagonalization

As the name suggests, "exact diagonalization" refers to diagonalizing the

Schrödinger equation H|Ψ〉 = E|Ψ〉 in the full many-body basis. In a

lattice model consisting of N lattice sites, the size of the full Hilbert space

with Nel = N↑ +N↓ electrons is given by

Nbasis =
∑
N↑

(
N

N↑

)(
N

N↓

)
. (2.4)

This is thus equivalent to the number of ways to distribute N↑ and N↓
indistinguishable particles onto N sites, and summing over all possible

combinations of N↑ and N↓ under the constraint given by Nel.

The many-body basis is constructed from single-electron orbitals. There

are two obvious choices for the single-electron basis: a localized basis, in

which each of the lattice sites is either occupied or occupied by an electron,

and the one-body basis, in which the eigenstates of the non-interacting

model [Hkin in Eq. (2.3)] are used. Depending on the form of the inter-

action, the use of one of these choices might be favored in terms of the

computational cost. For instance, in the lattice site basis, the on-site Hub-

bard interaction HU contributes only to the diagonal of the full many-

body Hamiltonian, whereas for a single-electron orbital basis, off-diagonal

terms are present.

For a fixed number of electrons, Nel = N↑ + N↓, different values of

Sz = 1
2 |N↑ − N↓| are possible. As there are no spin-flip processes in the

Hubbard Hamiltonian, sectors with a different value of Sz do not couple,

and the Hamiltonian can be diagonalized separately in each subspace.

The size of the Hilbert space is thus greatly reduced. There are efficient

numerical algorithms for solving the resulting sparse eigenvalue problem.

The one used in Publication I is the Lanczos algorithm [47] that is based

on the transformation of the Hamiltonian matrix to a tridiagonal form in

the Krylov space. When the ground-state wavefunction is found, all ob-

servables such as site occupations or the total spin of the system can be

calculated from it.
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2.2.2 Hartree-Fock mean-field solution

The size of the full Hilbert space of the Hubbard model increases much

faster than the number of lattice sites, and eventually obtaining the exact

solution becomes first impractically slow, and then impossible due to com-

putational limitations. The electron-electron interaction can, however, be

treated in a mean-field manner. In the regime of relatively weak inter-

action, this approach captures the system behavior fairly well in terms of

magnetic order, for instance, and compromises between accuracy and com-

putational cost. Imposing the Hartree-Fock approximation, the ground-

state of the interacting system is assumed to be expressible as a single

Slater determinant constructed from the self-consistently optimized spin-

orbitals. Each electron feels the average repulsion due to all other elec-

trons. Exchange interaction between electrons is treated exactly, whereas

electron correlations between opposite-spin electrons are neglected [48].

In the case of the Hubbard model, the electron-electron interaction is

local [Eq. (2.3)]. On each site, the electrons only feel the repulsion caused

by the opposite-spin electron density residing on the same site. The inter-

action part of the Hamiltonian becomes

HU ≈
∑
iσ

Uiniσ〈ni−σ〉, (2.5)

where 〈niσ〉 denotes the density of spin σ electrons on site i. The full

mean-field Hubbard Hamiltonian is given by

HMF,σ =
∑
ij

(tijσc
†
iσcjσ + t∗ijσc

†
jσciσ) +

∑
i

(εiσ + 〈ni−σ〉)niσ, (2.6)

where a term describing an external potential εiσ [Eq. (2.2)] has been in-

cluded. Thus, electrons belonging to spin species σ are coupled to −σ-

electrons by the effective on-site potential εi+〈ni−σ〉, and the ground-state

of the Hamiltonian has to be solved self-consistently. The Hartree-Fock

spin orbitals are expanded in a one-body basis, for example the lattice

sites of the underlying tight-binding model, and Eq. (2.6) is solved for

both spin sectors. The Nσ lowest orbitals are occupied, the new effective

potential is calculated, and the cycle is repeated until convergence in total

energy or site occupations is achieved.

2.3 Density-functional theory

In many-body quantum theory, the wavefunction |Ψ〉 is the fundamen-

tal variable that contains all information on the state of the system, and
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from which the expectation values of observables are calculated. For most

interacting many-electron systems, the exact analytical solution for |Ψ〉
from the Schrödinger equation is not available and numerically exact

solutions can be computed only for very small systems. The main idea

of density-functional theory (DFT) is that the ground-state wavefunction

|Ψ(�r)〉, which depends on the 3Nel spatial coordinates, can be replaced by

a much simpler object, the Nel-electron density n(�r) that is a function of

only three spatial coordinates. This mapping was proved in 1964 by P.

Hohenberg and W. Kohn [49]. The first Hohenberg-Kohn theorem states

that for electrons moving in an external potential, such as the potential

caused by the nuclei, the ground-state density is uniquely determined.

This is a one-to-one correspondence, meaning that conversely, the poten-

tial is uniquely determined by the density. The second theorem relates the

ground-state density to the ground-state energy by stating that there is a

universal energy functional E[n]. Minimizing E[n] with respect to n gives

the exact ground-state density. As the ground-state density is directly ob-

tained from the ground-state wavefunction, the ground-state density can

be used to describe the system instead of the wavefunction.

The Hohenberg-Kohn theorems provide the theoretical justification for

using the electron density instead of the wavefunction to describe the

many-electron system. They do not, however, provide any concrete means

to actually calculate this density. DFT became practical when Kohn and

Sham [50] formulated a mapping between the fully interacting many-body

system and an effective one-body problem in a modified external potential.

This Kohn-Sham potential vKS(�r), is obtained through the constrained

minimization of the energy functional E[n] with respect to a variation in

the one-electron orbitals |Ψi〉. The potential can be divided into terms

resulting from the original external potential vext(�r), the Hartree poten-

tial vH(�r) describing the electrostatic interaction between electrons, and

a third term, vxc(�r), containing all the electron-electron interaction terms

not included in the Hartree potential such as correlations. All in all, this

gives the form

vKS(�r) = vext(�r) + vH(�r) + vxc(�r) (2.7)

for the Kohn-Sham potential. The ground-state density is then obtained

by solving the one-electron Schrödinger equation

[T̂ + vKS]|Ψi〉 = εi|Ψi〉 (2.8)

for the Kohn-Sham eigenstates and eigenenergies |Ψi〉 and εi, respectively,
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and by constructing the ground-state density from the obtained orbitals,

n(�r) =

Nel∑
i

|〈�r|Ψi〉|2 . (2.9)

As vKS(�r) is a functional of n(�r), the problem has to be solved self-consis-

tently, similar to the mean-field Hartree-Fock approximation to the Hub-

bard model.

Density-functional theory would be exact if the exact form for the ex-

change-correlation potential vxc was known. Unfortunately, this is not the

case and for all practical applications, this term has to be approximated.

Frequently, the exchange-correlation term is composed into its exchange

and correlation energy parts that are approximated separately, Exc = Ex+

Ec. The exchange-correlation potential is the functional derivative of Exc

with respect to the density n, given by vxc = δExc/δn.

In the simplest approximation to Exc called the local density approxi-

mation (LDA), Exc is assumed to depend only locally on the electron den-

sity, and this dependence is assumed to be that of homogeneous electron

gas [48]. This approach can easily be extended to treat the densities of

both spin species in spin-polarized systems. Allowing Exc to depend also

on the local gradients of the electron density leads to gradient-corrected

functionals (GGAs), such as PBE [51] widely used in this thesis. A num-

ber of improved functionals have been developed, for instance hybrid func-

tionals mixing a portion of the exact Hartree-Fock exchange to a LDA- or

GGA-type functional, and meta-GGAs also depending on the kinetic en-

ergy density. An extensive review on the functionals that are available is

not within the scope of this thesis, and the interested reader is referred to

the literature, such as Ref. [52]. The all-electron FHI-aims code [53] using

localized numeric atomic orbitals as the basis set was used in most DFT

calculations in this thesis.

DFT is a ground-state theory. The Hohenberg-Kohn theorems only state

that the exact ground-state energy can be obtained by minimizing the

energy functional. No physical meaning can be, however, given to the

individual Kohn-Sham eigenvalues. The only exception is the energy of

the highest occupied Kohn-Sham state, the energy of which is related to

the first ionization potential of the system [54]. The energy difference

between the highest occupied and lowest unoccupied Kohn-Sham state

is commonly used to approximate the band gap, and it is widely known

that this approach underestimates the actual gap due to the absence of

the derivative discontinuity in the exchange-correlation potential. The

Hartree-Fock approach, on the other hand, overestimates this discontinu-

ity, and thus hybrid functionals that mix a portion of Hartree exchange
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yield larger band gaps than LDA or GGAs, partly correcting the underes-

timation. The GW approximation [55], based on a perturbative expansion

in the DFT-based Green’s function G and a screened long-range Coulomb

interaction W, was developed to access the unoccupied side of the spec-

trum but it has been found also to improve the predictions on the magni-

tude of the band gap. In order to access to excited-state properties such

as optical spectra, also time-dependent density-functional theory [56] and

the solution to the Bethe-Salpeter equations [57], which includes excitonic

contributions arising from the interaction between an excited electron and

hole, are available.

2.4 Lattice density-functional theory

The main idea of DFT, which is that the interacting many-body system

can be treated as a one-body problem in an effective potential so that

the resulting ground state density corresponds to that of the many-body

problem, can also be used for lattice Hamiltonians. In contrast to conven-

tional continuum DFT, the density, the effective one-body potential and

the Kohn-Sham Hamiltonian become discrete in the lattice formulation.

The idea of combining a lattice Hamiltonian and the approximations of

DFT might seem counterintuitive at first. It can, however, be used for a

number of purposes. An interacting lattice model, such as the Hubbard

Hamiltonian, can be solved approximately using less computational ef-

fort, allowing one to increase the system size and treat correlations better

than when using the plain Hartree-Fock approximation. On the other

hand, such a simplified description can also be used as a testbed, in which

the formal questions of DFT, such as the characteristics of the exact but

unknown exchange-correlation functional and its discontinuities [58, 59]

or the so-called v-representability problem [60,61] can be studied.

Similar to continuum DFT, the electron-electron interaction effects apart

from the Hartree potential are contained in the exchange-correlation func-

tional. As the exact form is unknown, it has to be determined either

numerically or from the analytical solution of a homogeneous reference

system, if it is available. In the case of the Hubbard model, the analytical

solution is available only in the one-dimensional case [62].

In Publication I, an exchange-correlation functional was parametrized

for graphene, described by the Hubbard Hamiltonian on the honeycomb

lattice, within the local density approximation. The exchange-correlation

energy per lattice site, exc(n,U), was defined as the difference between the
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Figure 2.3. Parameterizing a LDFT exchange-correlation functional (a) The exchange-
correlation energy surface, exc, calculated using a third-nearest neighbor
hopping tight-binding as the kinetic part of the Hubbard model. (b) Eq. (2.11)
fit to the data shown in subfigure a. (c) vxc obtained from the fitted exc by nu-
merical differentiation.

ground-state energy of the reference system calculated using exact diag-

onalization, E(n,U), and its Hartree-Fock mean-field solution, EHF(n,U),

assuming that the electron density is homogeneous,

exc(n,U) =
E(n,U)− EHF(n,U)

N
. (2.10)

Here, n is the total electron density n = (N↑ + N↓)/N =
∑

i ni, where

i = 1...N runs over the lattice sites.

The reference system was chosen to be a periodic graphene supercell

consisting of 2×6 sites. The Hubbard model was solved for all electron

fillings n = 0...2Nel/N , and the values of Sz = (Nel,↑ − Nel,↓)/2 in the

range U = [0, 4t]. Figure 2.3(a) shows the exc surface determined using

the third-nearest neighbor tight-binding model as the kinetic part of the

Hamiltonian. The functional fit was, however, done to the case with the

smallest spin polarization, Sz = 0 and Sz = 1/2, as due to the small num-

ber lattice sites, the amount of data was not sufficient for a good fit for

higher values of Sz. A smooth function of the form

exc(n,U) = α1(e
−α2U2 − 1)e−[α3(1−|n−1|)−α4]2 , (2.11)

where αi are the fit parameters, was then fitted to the resulting exchange-

correlation energy surface, shown in Figure 2.3(b). The exchange-correla-

tion potential vxc was then obtained by numerically deriving the fit, Fig-

ure 2.3(c), as

vxc(n,U) =
∂exc(n,U)

∂n
. (2.12)

To find out whether the exchange-correlation potential was transfer-

able to non-periodic graphene systems, the resulting LDFT model with

exc given by Eq. (2.10) was compared to the exact solution of the Hub-

bard model in the case of a 16-atom finite graphene flake, shown in Fig-

ure 2.4(a). At quarter-filling without impurities, the ground-state ener-

gies were found to improve over their mean-field Hartree-Fock counter-

parts to within 1% of their exact values [Figure 2.4(b)]. Even at half-
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Figure 2.4. Comparing the LDFT model with exact diagonalization (ED) and the
Hartree-Fock mean-field approximation (HF) (a) The structure of a 16-site
graphene flake (b) A comparison of the ground-state energies at quarter-
filling (c) Same as subfigure b but at half-filling. Insets show the deviation
from the ground-state energy calculated using exact diagonalization in per-
centage.

filling, where the agreement is expected to be at its worst due to the

fact that the agreement between the fitted exc and its exactly calculated

counterpart is at its worst, the difference between the ground-state en-

ergies reduces to less than 5%, compared with the approximately 20% in

Hartree-Fock calculation [Figure 2.4(c)].

Transferability of the model to inhomogeneous systems was demonstra-

ted by adding an impurity site, modeled using an external potential. The

LDFT ground-state energy stayed within 0.5% for the full range of the in-

teraction, U = [0, 4t]. The validity of using only the lowest-spin polariza-

tion potential was tested by adding a spin-dependent impurity potential

resulting in a strongly spin-polarized occupation in the solution calculated

using exact diagonalization. Even in this case, the ED ground-state en-

ergy was closely reproduced using LDFT. This is somewhat surprising, as

the exchange-correlation potential does not explicitly depend on the local

spin imbalance.

Finally, it was verified that LDFT correctly predicts the high-spin ground

states in triangular zigzag-edged flakes that arises from the sublattice im-

balance between atomic sites belonging to the two sublattices according

to the Lieb theorem [63], and also in the bow tie structure earlier studied

by Wang et al. [12] using conventional DFT.
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3.1 Chemically modified graphene

Even though the linear band dispersion of graphene is beneficial for some

applications, for instance the resulting constant optical absorption in the

visible spectrum can be exploited in optical devices [15], in other applica-

tions such as transistors, a semiconducting band gap would be desirable.

Lateral confinement can be used to open a gap in finite graphene nanos-

tructures but an alternative means is to attach other chemical species to

the carbon backbone, thus disturbing the π-electron system. Moreover,

combining functionalized and pristine graphene regions might allow the

preparation of full-carbon devices or circuitry.

In this Section, the functionalization of graphene using hydrogen and

chlorine is studied with the density-functional theory. Section 3.1.1 in-

troduces the methods of studying the structural stability of the different

functionalized graphene systems. The results presented in Sections 3.1.2

and 3.1.3 are given in more detail in Publication II, Publication III, Pub-

lication IV and Publication V.

3.1.1 ab initio thermodynamics

Standard DFT corresponds to vacuum environment at the temperature

0 K. The relative stability of different functionalized graphene structures

is compared by calculating the binding energy,

EB = Egra+func − (Egra + nfuncEfunc), (3.1)

where Ei is the DFT-calculated energy of species i, and ni is the number of

functionalizing units i in the functionalized system. In the thermodynam-

ical sense, EB corresponds to the internal energy of the system. Typically,

the binding energy is calculated per functionalizing atom but it can also
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be normalized with respect to surface area, or in the case of graphene

nanoribbons, with respect to the unit length of the edge. This energy is

called the edge formation energy EF in Publication IV. Some care has

to be taken when choosing the reference state used to calculate the bind-

ing energy. For diatomic molecules X2 both atomic (X) and molecular (X2)

reference states are used in the literature. The actual values of EB nat-

urally depend on the chosen reference state, and when comparing with

previously published values, only EB calculated using the same reference

state can be directly compared.

A realistic environment with gaseous surroundings can be taken into

account by using ab initio thermodynamics [64], in which the internal en-

ergies corresponding to zero temperature are calculated using DFT but

the results are extended to finite temperature and pressure using a clas-

sical entropy term. The feasibility of a structure or reaction at a finite (T ,

p) is dependent on the chemical potential of the functionalizing species. In

the context of graphene, this approach has earlier been used to study the

stability of different hydrogen-containing edge terminations of graphene

nanoribbons [65].

The Gibbs free energy of the binding process, ΔG, as a function of the

chemical potential of the functionalizing species, μx, is given by

ΔG = EB −
∑
i

ρiμi, (3.2)

where i runs over all species involved in the process, ρi is the density

of the functionalizing species. The chemical potential μ is given by μ =

μ◦
X(T ) + kT ln(PX

P ◦ ), with μ◦
X(T ) is the standard chemical potential avail-

able in thermodynamical tables, such as Ref. [66], and PX and P ◦ are

the partial pressure of species X and the standard pressure, respectively.

Depending on the studied geometry, the density ρi may be an edge den-

sity or surface density. The reference states for the binding species used

in all parts of the calculation must be consistent, i.e. if hydrogen ad-

sorption is studied, either atomic hydrogen (EH , μH ) or molecular hydro-

gen (EH2 , μH2) can be used. If there are multiple binding species, two- or

higher-dimensional stability diagrams can be calculated. The thermody-

namically preferred structure has the lowest value of ΔG.

3.1.2 Graphane, hydrogenated graphene, on silicon dioxide

Silicon covered in thermal silicon oxide (Si/SiO2) is one of the most widely

used substrates for graphene. As SiO2 is an insulator, the Fermi level of

graphene can be shifted by gating. On the other hand, graphene flakes
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can readily be identified exploiting optical contrast, allowing a quick and

easy determination of the number of graphene layers [15]. The thermal

SiO2 surface is, however, rough, and local regions with different doping in

graphene have been observed [28]. Moreover, the surface is amorphous.

Modeling non-crystalline materials using atomistic methods is challeng-

ing. In order to describe bulk systems instead of a cluster floating in vac-

uum, periodic boundary conditions have to be used. In DFT, the number

of atoms in the simulation supercell is limited to the order of hundreds,

and large-scale simulations with supercells capable of describing disorder

and roughness on an experimental length scale are not possible. In prac-

tice, these factors make the study of a realistic SiO2 surface unfeasible.

Small periodic cells modeling crystalline SiO2 in the α-quartz form can,

however, be used to describe the local properties of the substrate. By con-

sidering different surface terminations, the inhomogeneity the surface is

thus taken into account [67].

Graphane, freestanding hydrogenated graphene, was first theoretically

proposed by Sofo et al. [68]. The change in the carbon hybridization from

planar sp2 to buckled sp3 upon hydrogen adsorption was predicted to open

a band gap. Subsequently, it was proposed that by selectively removing

some of the hydrogen atoms, a conducting graphene nanoribbon within

an insulating matrix could be formed [69]. Soon after the theoretical sug-

gestion, hydrogen attachment onto SiO2-deposited graphene was exper-

imentally demonstrated, together with the observation of a small band

gap in angle-resolved photoemission spectroscopy (ARPES) [30]. Other

experiments using both metallic [70,71] and insulating surfaces followed

soon [30, 72–75]. Moreover, selective dehydrogenation was also achieved

using a STM tip [73]. The observation of hydrogenated clusters on metal

surfaces that were correlated with the Moiré pattern resulting from the

lattice mismatch between the substrate and graphene suggested that the

substrate might play a profound role in the hydrogenation process [75,76].

The theoretical considerations, however, mainly addressed freestanding

graphene hydrogenated from both sides, whereas the experiments [30,

70–75] studied substrate-deposited graphene. Thus, hydrogenation most

likely occurred only from one side of the graphene plane. Theoretically,

one-sided hydrogenation was found stable only for low hydrogen coverage

in strongly corrugated graphene layers [77]. An understanding of the role

of the SiO2 substrate on the binding of hydrogen atoms to graphene on

SiO2 was lacking.

In Publication II and Publication III, the hydrogenation of graphene

deposited on a SiO2 substrate, modeled as a crystalline α-quartz phase,

19



Graphene systems studied

(a) (b) (c) (d)

Figure 3.1. The lowest-energy hydrogenated graphene (graphane) structures on SiO2

with different surface terminations. Top: side view, bottom: top view. (a)
OT: 1/4 ML (b) OHT: 3/8 ML (c) ROT: 1/4 ML (d) SiT: 1/4 ML.

was studied. The effect of the surface termination on the stability of

the resulting one-sided graphane was addressed in order to take into

account the inhomogeneous nature of the surface, and its effect on the

amount of hydrogen bound to graphene. Four different substrate termi-

nations were studied in order to model different local regions: the oxygen-

terminated (OT), the silicon-terminated (SiT), the hydroxyl-terminated

(OHT) and the oxygen-terminated surface with a surface reconstruction

(ROT) [67]. A commensurate structure with a low lattice mismatch of

1.3 % was formed from a 2×2 graphene primitive cell and a single hexag-

onal SiO2 cell, and a large number of initial configurations for hydrogen

coverages ranging from 1/8 to a full monolayer were considered. Long-

range van der Waals interactions were taken into account within the

Tkatchenko-Scheffler approach [78].

Figure 3.1 demonstrates the most stable graphane structures on the

different SiO2 terminations. Apart from the ROT surface, all surface ter-

minations form chemical bonds to the hydrogenated graphene, and the

lowest-energy coverages are below half a monolayer, 1/4-3/8 MLs. The

hydrogen binding energy per carbon atom for all terminations and cover-

ages is shown in Figure 3.2(a). In contrast to pristine graphene on the

SiO2 substrate, physisorbed at an equilibrium distance of approximately

3 Å, graphane is bound to the substrate through chemical bonds and the

carbon backbone is consequently buckled. The buckled structure resem-

bles the structure of freestanding graphane as predicted by Sofo et al. [68].

Only on the least reactive ROT surface, the lowest-energy structure does

not bind to the uppermost substrate atom by chemical bonds but is, in-

stead, physisorbed [Figure 3.1(c)]. This structure was, however, found to
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Figure 3.2. The stability of SiO2-deposited graphane (a) The binding energy per carbon
atom for different hydrogen coverages on the four SiO2 surface terminations
(b) The Gibbs free energy of formation (GH/H2

) for the lowest-energy hydro-
genated structures at hydrogen coverages 1/8–3/4 monolayers as a function
of the chemical potential μ of H2 (lower x-axis) and atomic H (upper x-axis).
The favored structure is the one with the lowest ΔG, and the corresponding
coverages (in monolayers, MLs) are indicated below the curves.

be unstable against H2 desorption, as seen from a positive binding energy

with respect to molecular hydrogen [Figure 3.2(a)]. The local structure

of the substrate thus has a profound effect on the stability of hydrogen

adsorption. Hydrogenation was found to be most energetically favored

on the hydroxyl-terminated surface, as the hydrogen atoms from the OH

groups are able to stabilize the structure by binding to graphene from be-

low [Figure 3.1(b)]. The resulting structure thus resembles freestanding

graphane.

The effect of the hydrogen content in the environment was addressed

using ab initio thermodynamics. It was found out that even at high pres-

sures and temperatures corresponding to large chemical potentials, molec-

ular hydrogen might not be reactive enough to hydrogenate graphene.

Instead, with atomic hydrogen, the hydrogen pressure could possibly be

used to control the hydrogen coverage. This is illustrated in Figure 3.2(b)

showing the Gibbs free energy of the binding process, ΔG, as a function

of the chemical potential of the hydrogen species, μH/H2
. The chemical po-

tential scale is shown both for atomic (H) and molecular hydrogen (H2). In

terms of EB, the hydroxyl-terminated surface with 3/8 ML coverage is the

most stable one. Changing the amount of hydrogen in the gas phase, es-

pecially if hydrogen is in atomic form, might allow the formation of other

coverages but the one with the lowest EB, as well as allow thermodynam-

ically stable graphane structures on other surface terminations. Kinetic
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Figure 3.3. The structure and electronic properties of graphene nanoribbons formed by
dehydrogenating SiO2-deposited graphane. (a) The hydrogenation pattern on
the OT surface with 1/2 ML hydrogen coverage. (b) A 6-ZGNR in graphane
matrix (1/2 ML coverage), side view. (c) The band structure of the 6-ZGNR.
Dashed lines show the bands of a freestanding hydrogen-terminated ribbon,
and blue and red denote the two spin channels of the ribbon on SiO2 in the
graphane matrix. (d) The band gaps for both spin channels as a function of
the ribbon width.

factors might prevent or at least slow down desorption processes when

the sample is transferred to a normal ambient environment.

Even though the idea of forming graphene nanoribbons in a graphane

matrix had already been proposed [69], the effect of substrate-induced

asymmetry on their electronic properties such as the band gap had not

been addressed before Publication III. Figure 3.3(a) shows the structure

of graphane with 1/2 ML hydrogen coverage on the OT surface and Fig-

ure 3.3(b) shows a side view of a zigzag nanoribbon formed in it. Even

though in terms of binding energy this hydrogenation pattern was not

found to be the most stable one, tuning the reaction conditions might

allow its formation as illustrated in Figure 3.2. No ribbons with well-

defined armchair edges could be formed at any hydrogen coverage in the

substrate-deposited graphane structures.

The distance between the carbon atom and the uppermost substrate

atoms is different for graphene and graphane. Upon hydrogenation, the

distance decreases from approximately 3 Å to slightly below 2 Å. Conse-

quently, the ribbon region is slightly bent upwards with respect to the

graphane matrix. This small curvature does, however, not appear to have
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a significant effect on the electronic properties of the ribbon. The zigzag

edges are spin-polarized and a gap opens in the flat band, similar to free-

standing ribbons [46]. The two edges of the nanoribbon become, however,

non-equivalent due to the asymmetry of the substrate below with respect

to the ribbon axis. This leads to different couplings between the spin-

polarized edge states and the substrate for the two spin species localized

at the opposite ribbon edges. The band structure is modified accordingly,

so that the spin up and down species have a different band gap as shown

in Figure 3.2(c). With an increasing width of the ribbon, both gaps de-

crease. Figure 3.2(d) shows the band gaps for the ribbons widths accessi-

ble using the present computational approach. For a wide enough ribbon,

too large to be simulated, a half-metallic band structure with one of the

spin channels being metallic and the other having a band gap might be

reached. Previously, external field has been suggested to turn zigzag rib-

bons half-metallic [46].

3.1.3 Interaction between graphene and chlorine

After the successful hydrogenation experiments, interest in functionaliz-

ing graphene with other chemical species and thus selectively modifying

its electronic and mechanical properties increased. Soon after the first

graphane experiments, the fluorination of graphene was demonstrated [31,

32,79]. The fluorination was found to occur stoichiometrically [31,32], and

the resulting insulating fluorographene was predicted to be more stable

than graphane [31, 80]. Thermal defluorination was also successful but

it was also found to induce defects to the graphene backbone [79]. Cal-

culations on fluorographene structures agreed quite well with the experi-

ments, both in terms of the predicted covalent-type bonding between the

carbon and fluorine atoms and stability [31,79,81]. The preferred attach-

ment of fluorine to defected regions was, however, also suggested [80].

Overall, the functionalization of graphene using fluorine seemed to be

quite similar to that using hydrogen.

The attachment of chlorine atoms to graphene was not demonstrated

experimentally until 2011 [82]. This might have been partly because

theoretical studies predicted that chlorine would not bind covalently to

graphene sp2 carbons, but, instead, adsorb through long-range forces with

carbon-chlorine distances around 4 Å [81, 83]. Moreover, these stoichio-

metrically chlorinated graphene sheets were predicted to be unstable [81].

Studies on the interaction between single chlorine atoms [84, 85] or Cl2
molecules [86] and graphene also failed to find chemical binding. Later,
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some stable structures with full or half chlorination have, however, been

reported based on DFT calculations [87,88].

In the first chlorination experiment [82], Cl2 molecules were split into Cl

radicals using light. Subsequently, they were allowed to react with SiO2-

deposited graphene. After the reaction, sp3 carbon-chlorine bonds were

observed in X-ray photoemission spectroscopy. Additionally, the ampli-

tude of the Raman D peak increased, indicating the formation of defects

of some kind, and the presence of nanodomains approximately 30-50 nm

in lateral dimension was observed. Few months later, Wu et al. [89] used

Cl2 plasma to chlorinate graphene. For short exposure times, they found

only a reversible effect on doping and Raman spectrum, in accordance

with the theoretical predictions for weak binding. For longer exposure

times, an irreversible change occurred, associated with the formation of

patches with attached Cl.

The first experiment with the observed nanodomains [82], in particu-

lar, raised the question whether chlorine might actually prefer to bind

to graphene edges, or even induce the formation of defected regions or

edges. In Publication IV, the binding of Cl atoms both to the basal plane

of graphene and to graphene edges modeled with graphene nanoribbons

was studied. In order to distinguish between the reaction conditions, char-

acterized by the presence of radical Cl, and ambient conditions, in which

the formation of Cl2 molecules is possible, both Cl and Cl2 were used as

the reference states when calculating the binding energies. Experimen-

tally, chlorinated graphene was found to be stable also in ambient con-

ditions [82]. Both for armchair- and zigzag-terminated nanoribbons, a

large number of chlorine-containing edge terminations was considered.

In general, chlorinated armchair edges were found to be more stable than

their zigzag-terminated counterparts, and in the most stable configura-

tions, chlorine atoms replaced hydrogen atoms in the most stable edge

hydrogenation patterns (zigzag: H-H-H2 alternation of the edge carbon

hydrogenation, armchair: H2) [65]. Figures 3.4(a) and 3.4(b) illustrate

the studied edge terminations, as well as show the chlorine binding en-

ergy and the edge formation energy for each of them. It was found that

the binding of Cl to graphene edges is preferred over Cl adsorption onto

the basal plane. Moreover, some of the chlorinated edges are stable even

in ambient conditions.

Furthermore, the possibility of chlorine-induced edge formation in the

photochlorination experiment was addressed using ab initio thermody-

namics. The resulting stability diagrams as a function of the chemical

potential for both atomic (Cl) and molecular (Cl2) chlorine are shown in
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Figure 3.4. The stability of different chlorine-containing graphene edges. (a) Zigzag
edges (b) Armchair edges. Upper panels: edge formation energy EF,Cl2 , lower
panels: chlorine binding binding energy EB,Cl. In the upper panels, the dot-
ted horizontal line at zero energy denotes pristine graphene used as the ref-
erence, and in the lower panel, the dotted line shows the adsorption energy of
a single Cl atom on graphene. Structures connected to the middle graph from
(above) below are (un)stable in ambient conditions. Vertical dashed lines sep-
arate groups of different degrees of edge chlorination, expressed in chlorine
atoms per edge carbon atom.
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Figure 3.5. The stability diagrams of different chlorinated edges as a function of the
chemical potential of hydrogen and chlorine. For Cl, the scales for both
atomic and molecular reference states are given. The carbon reference state
is (a) graphene (b) armchair nanotube (5-ACNT) (c) zigzag nanotube (8-
ZCNT). In (a), both armchair and zigzag edges are allowed. In (b) and (c),
longitudinal unzipping is assumed, and thus only zigzag and armchair edges
are possible in (b) and (c), respectively.

Figure 3.5(a). The nomenclature of the different edges is shown in Fig-

ure 3.4, and the superscript "a" or "z" indicates whether the edges are of

armchair or zigzag type, respectively. Given that the chemical potentials

of chlorine and hydrogen are high enough, chlorine-containing armchair

edges are energetically preferred over pristine graphene.

If chlorine might induce edge formation in graphene, the same might

be possible in carbon nanotubes as they are less stable than graphene

due to the curvature-induced strain. Oxidative reagents have been ex-

perimentally found to be capable of longitudinally opening nanotubes,

yielding graphene nanoribbons rich in oxygen-containing functionalizing

groups [26]. Preparing GNRs by unzipping nanotubes has the advantage

that the size and chirality of the original tube determine the width and

edge termination of the resulting GNR. Thus, for longitudinal opening,

zigzag nanotubes (ZCNT) open into armchair nanoribbons (AGNR), and

vice versa. In addition to oxidative reagents, also hydrogen and fluorine

have been suggested to be capable of tube unzipping [90–92]. Similar

to the original oxidative unzipping, in experiments, these yield surface-

functionalized ribbons [93, 94]. It would thus be of interest to find a

reagent that could unzip CNT but that would not be capable of function-

alizing the basal plane of the resulting ribbons.

The possibility of using chlorine as such a reagent was studied in Pub-

lication V. As shown in Publication IV, the binding of chlorine to the

graphene basal plane is not preferred, and chlorine desorbs from it in am-
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Figure 3.6. The binding of Cl to carbon nanotubes (a) The Cl binding energy (upper
panel) and C-Cl bond length (lower panel) as a function of nanotube diameter.
Red: zigzag nanotube, blue: armchair nano tub. The lines are a guide for the
eye. The dashed lines show the values for planar graphene with a compara-
ble Cl-Cl separation, and circles and crosses denote radical (Cl) and ambient
(Cl2) reference conditions in the upper panel. (b),(c) Two non-equivalent ori-
entations for the Stone-Wales defect in a 5-ACNT. Top: defect in the absence
of chlorine, bottom: The most stable two-chlorine configurations

bient conditions. In the large-diameter limit, the properties of the CNTs

approach those of graphene. This is well illustrated in Figure 3.6(a), in

which the binding energy and carbon-chlorine bond length for chlorine

adsorption are shown as a function of tube diameter, both for ZCNT (red)

and ACNT (blue). With an increasing diameter, the binding energies ap-

proach the graphene limit. In armchair tubes, there is a clear crossover in

the C-Cl bond length around the diameter 12 Å. This is related to a change

in the preferred chlorine adsorption position from the chlorine atom be-

ing on top of a carbon atom to being on a bridge site between two carbon

atoms along the tube circumference. The periodic modulation seen in the

case of ZCNT is due to the diameter-dependent alternation of metallic and

semiconducting ZCNT, similar to armchair nanoribbons.

Figures 3.5(b) and 3.5(c) show the thermodynamical stability diagrams

for unzipping 5-ACNT and 8-ZCNT, respectively. As longitudinal unzip-

ping yields GNRs of only one edge termination, the superscripts "a" and

"z" are not shown. It is seen that the region of the (μH2 , μCl/Cl2 space,

within which the pristine nanotube is preferred over chlorine-containing

edges is much smaller than in the case of graphene [Figure 3.5(a)]. With

an increasing tube diameter, the size of this region grows and again ap-

proaches the graphene limit. Depending on the chemical potentials of the

chlorine and hydrogen species, a large number of differently terminated

edges are possible. Similar to graphene chlorination, if the chlorine con-

tent of the environment is high enough, ribbons with a dense chlorination
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at the edges are preferred over unzipped pristine nanotubes. Moreover,

by controlling the amount of hydrogen and chlorine in the environment,

as well as the reaction temperature, tubes with a diameter smaller than

a threshold value might be opened.

In addition to tube unzipping, the effect of Stone-Wales defects on the

energetics of Cl adsorption was studied in Publication V. This is relevant

for unzipping, as defects might act as nucleation sites for the process.

Figures 3.6(b) and 3.6(c) illustrate two non-equivalent orientations of a

Stone-Wales defect in a 5-ACNT. The Cl binding energy on each of the non-

equivalent sites belonging to the defect was calculated. It was found out

that, as expected, the defect sites are more reactive than pristine tubes.

Additionally, the functionalization preferably occurs at carbon atoms be-

longing to bonds that are oriented nearly along the circumference of the

tube. A comparison between a Stone-Wales defect in pristine graphene

and in nanotubes showed that in graphene, only a single Cl atom could be

bound to the defect, while in nanotubes the binding of multiple chlorine

atoms was feasible. Even though the binding of Cl atoms was preferred on

the defects, no direct evidence was found for Stone-Wales defects acting

as unzipping nucleation centers.

3.2 Atomically well-defined graphene nanoflakes on metal
substrates

The interface between graphene and monocrystalline metal surfaces is

atomically smooth, apart from step edges, and the effects of disorder are

much less significant than on thermal SiO2. Metals can be divided into

two groups based on the strength of the interaction between the surface

and graphene to those that form chemical bonds with graphene, such as

Co and Ni, and to those on which graphene physisorbs, such as Au and

Pt [95–97]. If the interaction between graphene and the surface is weak, it

does not destroy the linear dispersion at the corners of the Brillouin zone.

The substrate may, however, dope graphene, causing the Fermi energy to

shift with respect to the conical points. In the case of strong, chemical in-

teraction between the topmost surface atoms and graphene carbon atoms,

the electronic structure is strongly modified, and the conical dispersion

may be destroyed [95,96,98].

It appears, however, that DFT-based studies of graphene on metal sur-

faces are extremely sensitive to the choice of the exchange-correlation

functional, as well as the choice of the supercell and the way the metal
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surface and graphene unit cells are made commensurate [99]. In gen-

eral, calculations within LDA tend to overestimate the binding energy

and underestimate the equilibrium distance [97, 100]. PBE, on the con-

trary, greatly underestimates the binding strength and overestimates the

equilibrium distance between the metal surface and graphene [97]. The

effect and importance of van der Waals forces for the binding on different

metals is being debated. In theoretical calculations, the bonding strength

appears to depend on the chosen van der Waals approach, as both weak

binding on all metal surfaces [100] and the division into the two metal cat-

egories have been reported [76, 98]. More recently, the random phase ap-

proximation (RPA) has been used to study metal-graphene interfaces [97].

Even though the RPA-calculated equilibrium distances seem to reproduce

the experimentally observed division into weakly and strongly interact-

ing metals, with an improved description of the binding energies [97], it

is clear that the interfaces still remain an interesting topic of theoretical

study.

Depending on the lattice constant and the surface termination of the

metal, large-scale Moiré patterns resulting from the interference of the

mismatched lattices of graphene and the substrate are observed in metal-

deposited graphene. The periodicity of Moiré is not only dependent on

lattice mismatch, the difference in the length of the primitive vectors of

the surface and of graphene, but also on their relative orientation with

respect to each other. Even on the same substrate different Moiré peri-

odicities can be observed for different twist angles between the graphene

and substrate lattices. The presence of a Moiré may lead to, for instance,

a modulation in substrate-graphene distance or doping [101–104].

In finite graphene nanostructures on metal surfaces, the edges are more

reactive than the interior of the graphene flake, and thus they may bind

to the substrate, bending towards it [105]. The large edge-surface ratio

in graphene nanoflakes might markedly change their properties such as

doping compared with large-scale graphene on the same surface.

In this Section, graphene nanoflakes formed either by chemical vapor

deposition on Ir(111), [Publication VI], or bottom-up synthesis on Au(111),

[Publication VII], are studied. The experimental scanning tunneling spec-

troscopy (STS) measurements, performed by collaborators at Aalto Uni-

versity and Utrecht University, are compared with theoretical calcula-

tions using the tight-binding model or density-functional theory. Sec-

tion 3.2.1 introduces STS and how to model it, and Sections 3.2.2 and

3.2.3 present the main results of the joint experimental-theoretical stud-

ies of Publication VI and Publication VII. Additionally, the electronic
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structure of finite armchair GNR corresponding to the experiments in Pub-

lication VII is studied in Publication VIII, concentrating on the effect of

doping and defects on the electronic states localized at the zigzag termini

of the ribbons.

3.2.1 Scanning tunneling spectroscopy

In scanning tunneling microscopy (STM) and spectroscopy (STS), a con-

ducting tip is brought close to a conducting surface and a bias voltage

is applied between them. Consequently, tunneling through the vacuum

barrier occurs. If a molecular system is deposited on the surface, the elec-

tronic properties of the composite molecule-substrate system are probed.

Figure 3.7 shows the setting for a triangular graphene flake deposited on

a gold surface, probed by a CO-terminated gold tip. The current between

the probe and the surface is recorded, and the differential conductance

signal, dI/dV can be obtained either by numerical derivation of the cur-

rent signal when scanning the bias, or by periodic modulation of the bias

voltage around a chosen value. In the first approximation, this signal

probes the local density of states (LDOS) of the whole sample, thus di-

rectly probing its electronic properties [106]. If the coupling between the

nanostructure and the substrate is weak, it may be possible to directly

probe the electronic states of the nanostructure. This can be achieved, for

instance, by covering the substrate with few atom layers of an insulating

material before depositing the nanostructure [107]. dI/dV spectra can be

recorded by fixing the tip position and changing the bias, whereas dI/dV

maps are obtained by fixing the bias and scanning the tip position across

the sample.

In order to simulate STS-measurements, it is thus necessary to be able

to calculate the LDOS of the studied system. The local density of states

can be calculated from the eigenvalues εn and wave functions |Ψn〉, given

by DFT or lattice models, as

dI

dV
(�r, V ) ∝ ρ(�r,E) =

∑
n

|〈�r|Ψn(�r)〉|2 δ(E − εn). (3.3)

In practice, the delta peaks at the orbital energies are not observed in ex-

periments. A finite temperature, the coupling between the nanostructure

and the substrate, and instrumental precision may broaden the experi-

mental peaks. Consequently, in the simulation the delta peak is broad-

ened into a Lorentzian,

δ(ε) → η

ε2 + η2
. (3.4)

Here, η gives the width of the broadening. If a lattice model is used to
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Figure 3.7. An illustration of the experimental setup for a scanning tunneling spec-
troscopy measurement. A bias voltage Vbias is applied between the substrate
and the tip that can also be terminated with a molecule, such as CO illus-
trated in the figure. The studied nanostructure is deposited on the substrate,
and depending on the bias voltage, electrons tunnel over the vacuum barrier
from the substrate to the tip or vice versa.

calculate the electronic states, the continuous location variable �r is dis-

cretized and defined only on the lattice sites. In order to simulate real-

istic real-space dI/dV maps, the calculated LDOS defined on the lattice

has to be expanded, for instance by placing analytical carbon atom pz or-

bitals [108] on each of the lattice sites.

In the Tersoff-Hamann model [106], spherical s-wave symmetry was as-

sumed for the tip when simulating STM measurement. This corresponds

rather well to metal-terminated tips but in experiments, also small mo-

lecules may accidentally or intentionally be attached to the tip. For ex-

ample, Gross et al. [109] studied pentacene and naphthalocyanine ad-

sorbed on copper, and showed that the STM images obtained using a CO-

terminated tip were not described well using the s-wave approximation.

Instead, simulations using a tip with a mixed s- and p-wave character

matched the experiments. The original STM theory was extended to more

complicated tip symmetries, such as p- and d-wave tips, by Chen [110].

The expression for the dI/dV signal has to be modified accordingly, to

dI

dV
(�r, V ) ∝

∑
n

Mα(Ψn(�r))δ(εn − eV ). (3.5)

Here, Mα(Ψn(�r)) is the tunneling matrix element whose functional form

depends on the tip symmetry. Eq. (3.5) reduces to the original Tersoff-

Hamann expression in the s-wave case with Ms = |〈�r|Ψ〉|2. The tunnel-
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Figure 3.8. A STS simulation. (a) The atomic structure of a 36-carbon atom armchair
triangle. The colored circles mark the spots on which the STS spectra shown
in subfigure b are calculated. (b) The simulated dI/dV curves using a s-wave
tip at the height 3.5 Å above the carbon layer, with broadening η = 0.05 eV for
a hole-doped triangle (charge q = 2). The colors correspond to the locations
shown in subfigure a, and dashed lines indicate the energies of the STS maps
in subfigures c and d. (c),(d) Right: STS maps calculated at E = −0.17 eV
and −1.05 eV, marked with dashed lines in subfigure b. Top: s-tip. Bottom:
p-tip (equal weight for px and py). Left: the contributing molecular orbitals.

ing matrix elements for other tip symmetries can be calculated using the

simple derivative rule by Chen [110]. For instance, px symmetry of the tip

results in Mpx =
∣∣〈�r|∂Ψ∂x 〉∣∣2, and a spherically symmetric p-wave tip [109]

corresponding to the symmetry of a CO molecule is obtained as Mpx+Mpy .

In addition to a broadening in energy, the finite size of the tip should also

be taken into account. In the original work of Tersoff and Hamann [106],

a point-like tip was assumed. One method of taking the finite size of the

tip into account in modeling topographic dI/dV maps is to use the rolling

ball method, in which the tip trajectory is simulated by considering the

path of a ball with a given radius moving on the surface of the sample.

A simpler approach is to use Gaussian blur, and in the present work, it

was used to modify the tunneling matrix element when simulating the

dI/dV spectra for a fixed tip position. Thus, the tunneling matrix element

of Eq. (3.3) was broadened using a Gaussian,

M̂i(�r) =

∫
S(�r)

Mi(�r′)e−
(�r−�r′)2

σ d�r′. (3.6)

where σ gives the width of the broadening.

To illustrate a STS simulation in practice, Figure 3.8 shows a STS simu-

lation for a triangular hole-doped (charge q = 2) armchair-edged graphene

flake consisting of 36 carbon atoms [The structure is illustrated in Fig-
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(a) (b) (c)

Figure 3.9. CVD-grown graphene flakes on Ir(111). (a) A STM image showing an
overview of the sub-monolayer graphene coverage with graphene flakes of
different shape and size. (b) A close-up view of one of the flakes studied. (c)
The atomic model determined for the same flake.

ure 3.8(a)]. Figure 3.8(b) shows the simulated dI/dV signal using an s-tip

at three different positions on the structure 3.5 Å above the plane of the

carbon atoms, marked with colored dots in Figure 3.8(a). The different

magnitudes are related to tip positions being directly on top of a carbon

atom (purple) or at a hollow site in the middle of a carbon hexagon (red,

blue). Figures 3.8(c) and 3.8(d), respectively, illustrate that the patterns

observed in dI/dV maps can result either from a single molecular orbital

or from multiple states lying close to each other in energy. This was found

to be of uppermost importance in Publication VI, in which matching the

experimentally measured dI/dV maps required the mixing of close-lying

eigenstates through energy broadening. Additionally, the difference be-

tween s- and p-symmetry tips on the dI/dV maps is demonstrated.

3.2.2 Quantum-confined states in zigzag-edged graphene
islands on Ir(111)

Chemical vapor deposition (CVD) on transition metal surfaces is a widely

used method of synthesizing large-scale graphene sheets. Albeit, graphene

synthesized using CVD is not single-crystalline as there are a large num-

ber of nucleation centers from which the growth proceeds. By controlling

the synthesis conditions, the graphene coverage can also be restricted to

less than a monolayer, thus forming graphene quantum dots (GQDs). Us-

ing postannealing, the original shape of the flakes, roughly hexagonal, can

be to some extent controlled [21].

In Publication VI, scanning tunneling spectroscopy and microscopy were

used to study CVD-synthesized GQDs on Ir(111). Measuring the dI/dV

spectra and maps allows one to study both the nodal pattern of the LDOS

and the energies of the quantum dot electronic states with respect to the

Fermi level of the substrate-graphene system. High-quality STM topo-
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Figure 3.10. Quantum-confined states in Ir(111)-deposited graphene flakes (a) Experi-
mental measurements, bias voltage indicated. (b) Local density of states at
corresponding energies calculated from a scaled tight-binding model.

graphic images allow the determination of the atomic structure of the

GQDs on the level of single atoms.

Figure 3.9(a) shows an overview of the experimentally prepared flakes.

The flake edges are, in general, of zigzag termination, but kinks of one or

two carbon rows appear at the edges. The distance between the kinks is

correlated with the wavelength of the Moiré pattern between the graphene

and Ir(111) lattices, as seen in Figure 3.9(b) showing a close-up view of a

flake with darker and brighter regions resulting from the Moiré. Using

high-resolution experimental STM images, the atomic positions for the

carbon atoms forming the flake were determined [Figure 3.9(c)].

When scanning the bias voltage, confined states with spatial patterns

resembling standing waves were observed. The first state below EF has

a maximum in the middle of the flake, the second state a node, the third

two maxima and a node, and so on. Figure 3.10(a) shows the experimen-

tal measurements at the energies with clearly distinguishable nodal pat-

terns. These patterns cannot arise from single eigenstates, even though

this has been suggested in the literature [111]. The number of atoms

in the flake is of the order of thousands [The structure of the flake is il-

lustrated in Figure 3.9(c)], and thus the spacing between energy levels

is much smaller than the energy separation between the different nodal

patterns. The patterns were, instead, found to result from the broadening-

induced combination of multiple electronic states with small energy spac-

ing, in the fashion of Figure 3.8(d). Figure 3.10(b) shows the LDOS maps

simulated using the tight-binding model. The spatial broadening is taken

into account by averaging the LDOS over the six carbon atoms of each

hexagon. By scaling the tight-binding parameters using a constant fac-

tor, a one-to-one correspondence between the experimental and simulated
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energies was established. The scaling of the parameters corresponds to a

change in the slope of the linear bands at the corner of the Brilloiuin zone,

which in turn defines the Fermi velocity. The good agreement between

the experiment and the simulation using the tight-binding model demon-

strates that the coupling between Ir(111) and graphene is weak enough,

so that modeling freestanding graphene is sufficient. Moreover, as the

tight-binding model implicitly contains electron-electron interaction on

the mean-field level, interaction effects are either not very important, or

they are screened by the substrate.

It is worth noting that, in contrast to the simulated LDOS maps [Fig-

ure 3.10(b)], the edges of the graphene flakes are not bright in the exper-

iment [Figure 3.10(a)]. This absence of the theoretically predicted zigzag

edge states is most likely due to the interaction between the edge and the

substrate that causes bending of the edge toward the substrate [105].

The Fermi velocity in graphene flakes on Ir(111) was determined from

the scaled tight-binding parameters, and also from the experimental mea-

surements by correlating the experimental energies of the confined states

with simulations using the Klein-Gordon equation. The determined value

of the Fermi velocity vF = 6.2 · 105 m/s was, however, lower than the typ-

ical value for freestanding graphene, vF = 106 m/s [7]. This discrepancy

might be due to finite-size effects and averaging of the slope of the Fermi

cone with respect to different directions in the k-space. As Fermi veloci-

ties of 6.5 ·105−9.2 ·105 m/s have been reported for large-area graphene on

Ir(111) [112–114], the reduction is, however, most likely predominantly

due to interaction with the substrate, leading to screening of interactions

and to a decrease in the slope of the dispersion.

Almost simultaneous reports on the quantum-confined states in Ir(111)-

deposited GQDs were published by other groups [111, 115, 116], in ad-

dition to Publication VI. Each of the papers presented a slightly dif-

ferent interpretation on the nature of the confined states, with differ-

ent theoretical approaches used to model the confined states. Phark et

al. [115] were the first ones to publish an all-experimental study on the

topic, extracting a Fermi velocity in close agreement with Publication VI

(vF = 6.3± 0.40 · 105 m/s). The reduced Fermi velocity was explained to re-

sult from graphene-substrate interaction, as well as from graphene edges

acting as extended lattice defects.

Subramaniam et al. [111] attributed the nodal structure of the dI/dV

maps to individual single-particle eigenstates of the flakes, and simulated

them using the tight-binding model. In order to account for the discrep-

ancy between the asymmetric theoretical eigenstates arising due to the
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kinks at the flake edges, and the rather smooth and symmetric exper-

imental maps, they used a softened confinement potential in the tight-

binding simulation. In addition to this potential describing the bend-

ing of the edges toward the substrate, they also explicitly included the

Moiré superlattice potential. The Fermi velocity determined using this

approach was even lower then in Publication VI and Ref. [115], namely

vF = 4.5 · 105 m/s. This was explained to result from the intrusion of the

Ir(111) surface state into graphene.

Last, Altenburg et al. [116] attributed the observed confined states com-

pletely to the Ir(111) surface state that is locally gated by the graphene is-

lands. Using DFT calculations on the pristine as well as graphene-covered

Ir(111) surface, they argued that, at the Fermi energy, the Ir(111) surface

state is at the Γ point whereas the graphene states are at the K point in

the Brillouin zone. Consequently, an electron tunneling from the tip can

only tunnel to the iridium surface state as tunneling to graphene states

would require a change in the electron momentum. By simulating the

STM measurements using the Tersoff-Hamann method [106] in the bulk

system, they found that the Ir states contributed more to the tunneling

current than graphene states. They base their arguments, however, on a

bulk theory. In finite flakes, the Brillouin zone is folded onto the Γ point

and their argument on the wave vector mismatch is unlikely to apply.

3.2.3 Finite-length armchair nanoribbons on Au(111)

The bottom-up graphene synthesis was introduced in 2010 in the seminal

paper by Cai et al. [23], who demonstrated the on-surface polymeriza-

tion of 10,10’-dibromo-9,9’-bianthryl precursor molecules into seven car-

bon rows wide armchair nanoribbons, 7-AGNRs. The advantage of the

method was that, in contrast to etched GNRs, the structure of the rib-

bon edge carbon atoms was known with atomic precision. Figure 3.11

illustrates the structure of the precursor molecule, as well as a three-

monomer GNR. In addition to these straight ribbons, Cai et al. [23] also

demonstrated the synthesis of chevron-type structures, as well as three-

arm junctions between them. Later, the bottom-up synthesis of 7-AGNRs

has also been demonstrated using Ag(111) [23, 117] and Au(788) [118]

as the substrate. The shape of the synthesized graphene is limited by

the available precursor molecules but at least armchair-edged triangular

graphene flakes on Cu(111) have been prepared [24].

This new synthesis method started a surge in investigations on 7-AGNRs.

Their electronic structure [118–122], transport properties [121], as well
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(a)

Figure 3.11. Bottom-up synthesis of graphene nanoribbons (a) The precursor molecule
used to synthesize the finite nanoribbons in Publication VII. (b) The struc-
ture of a three-monomer long ribbon.

as the detailed mechanism of the on-surface polymerization step [123,

124] have been addressed. The presence of states localized to the zigzag

termini close to the Fermi level analogous to the edge states in zigzag

nanoribbons was revealed. The nodal patterns of these states in the dI/dV

maps match the simulations well [120, 121]. Actually, termini with dif-

ferent nodal patterns were observed in the experiments. They were at-

tributed to a quenched edge state due to a double hydrogenated zigzag

carbon atom at the terminus and to a precursor bromine atom that wasn’t

detached during the polymerization process [121]. Theory predicts that

the zigzag edge states of zigzag nanoribbons should split in energy due

to an antiferromagnetic coupling between the individually ferromagnetic

edges [46]. This has, however, not been observed for finite ribbons.

In Publication VII, on-surface synthesized finite 7-AGNRs were stud-

ied using simultaneously measured atomic force microscopy (AFM) and

STS. Using a CO-terminated tip, the atomic structure of the ribbons, as

well as possible structural imperfections, were imagined in AFM at high

precision. Interestingly, a previously unobserved feature was seen in the

STS spectra recorded at the zigzag-terminated ends. The end-state peak

at positive bias was found to split into two subpeaks separated by 0.22 V,

with the lower-bias one having a small shoulder at 0.08 V above its po-

sition [Figure 3.12(a)]. All of these peaks have the same nodal pattern

in the dI/dV maps as shown in Figure 3.12(b), which also compares the

pattern to a DFT-simulation. If one end of the ribbon was contacted to the

substrate using a voltage pulse from the STM tip detaching a hydrogen

atom, the second peak at the intact end was found to decrease in magni-

tude.

The presence of two stronger peaks, separated by approximately 0.2 V,

and their similar nodal patterns, raised the question whether the en-

ergy split of the zigzag-localized end states was observed in the experi-

ment. The electronic states in finite 7-AGNRs were studied in more detail

in Publication VIII. The theoretically predicted zigzag end states in the
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Figure 3.12. A comparison between experiment and theory on the dI/dV spectra of fi-
nite graphene nanoribbons (a) The STS spectrum measured at the zigzag
end. (b) Left: The spatial dI/dV of the GNR end as imagined using a CO-
terminated tip V = 0.05 V, Right: DFT simulation at E=0.1 eV. The back-
ground in the experimental image is due to inelastic tunneling processes.

uncharged finite ribbons consist of two pairs of energetically degenerate

states that belong to different spin channels but are localized at the dif-

ferent ribbon termini. The pair lower in energy is occupied, leading to

antiferromagnetically coupled ribbon termini, with the spin polarization

as shown in Figure 3.13(a). The energy gap between the occupied and

unoccupied states in the uncharged ribbons was calculated to be 0.43 eV

using the PBE exchange-correlation functional [51] and it was not found

to depend on the number of monomers in the ribbon [Figure 3.13(b), the

inset]. Also a ferromagnetic coupling between the ribbon ends is possible.

In the three-monomer ribbon, the antiferromagnetic state is only 1 meV

lower in total energy, and this difference decreases with an increasing

ribbon length. In a six-monomer ribbon, the difference is only 0.001 meV,

corresponding to the temperature of merely 0.02 K. As the experimental

ribbons, in general, are even longer, the ferromagnetic and antiferromag-

netic states are likely to be practically degenerate.

The gaps between the end-localized states are greatly reduced if the rib-

bons are hole-doped. The doping is relevant in the experiment, as the

end-state peak is on the positive bias, indicating that the mapped states

are actually unoccupied. There are still two pairs of end-localized states

but the degeneracy between the spin channels is broken, and a small split

of the order of 1 meV is introduced between the two states of the same

spin channel. The split between the end states of different spin species is

approximately 0.22 eV in the ribbon doped by a single hole. Figure 3.13(b)

shows the energy differences between the edge-localized states for no dop-

ing (q = 0) and hole-doped (q = 1, 2) ribbons as a function of the ribbon

length.

Even though this split of 0.22 eV for q = 1 matches the experimentally

observed separation, the corresponding intensities in the dI/dV spectra
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Figure 3.13. End-localized states in finite nanoribbons (a) The calculated spin density
in an uncharged three-monomer ribbon. (b) The energy difference between
the end-localized states in uncharged and hole-doped ribbons as a function
of the ribbon length. Inset: uncharged (q = 0, black) ribbons with an an-
tiferromagnetic ground state, energy difference between spin up- and spin
down- end state pair for q = 1 (violet). Main figure: the energy splits be-
tween the end states in a single spin channel (q = 1, red and blue), the split
between the end-localized states in each spin channel (q = 2, green). (c)
The spin densities for an isosurface value of 0.01 Å (top row), the maximal
spin moment at ribbon end (middle row) and the LDOS in the middle of the
ribbon termini in the defected ribbons. Purple: defected end, gray: intact
end. A description of the different defect types can be found in Publication
VIII.
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Figure 3.14. Inelastic tunneling in a three-monomer nanoribbon. (a) The calculated di-
mensionless electron-phonon coupling constants as a function of the phonon
energy. Vertical gray lines: the calculated electron-phonon coupling, black
line: Gaussian broadening of the calculated electron-phonon couplings with
σ = 0.015 eV, e−(E−ω)2/σ2

, red markers: the phonon energy and the electron-
phonon coupling strength of the two-phonon model fitted to experiment. (b)
Experimental dI/dV signal (black), as well as the transmission simulated
from Eq. (3.7) by fitting two phonons to the experiment. Vertical lines with
filled markers show the elastic peak as well as first-order replica and the
open markers show the overtone and combination peak positions.

should also be similar if the two peaks were to result from two distinct

electronic states. As vanilla DFT is known to underestimate the band

gaps, the gap between the end states is likely to be larger in reality. For

instance, in infinite zigzag nanoribbons, the use of a hybrid functional or

the GW approximation more than doubles the spin-split gap [125, 126].

Moreover, as the experimental peak is fully on the positive bias side, all

end states should be unoccupied corresponding thus to ribbon doping with

two holes (q = 2). As Figure 3.13(b) shows, the q = 2 energy difference be-

tween the end-localized states does not match the experimental observa-

tion. Naturally, the substrate might screen electron-electron interactions

and reduce gaps closer to their vanilla DFT values but, in any case, the

presence of a shoulder at 0.08 V cannot be explained with end-localized

electronic states.

To further exclude the spin-split end state as an explanation for the sec-

ond peak, the energy level structure of end-localized states was studied in

ribbons with a defect at one end. In the experiment, defecting one end lead

to a decrease in the magnitude of the second dI/dV peak. Figure 3.13(c)

illustrates the effect of the different defects on the spin polarization, the

maximal spin moment at the carbon atoms, and on the LDOS at the rib-

bon ends. It is seen that at the intact end, the energy split between the

end-localized states is roughly constant at 0.4 eV, and thus widely un-

perturbed by the defect. If the observed peaks were due to energy-split

end-localized states, introducing a defect should not have much effect on

the electronic structure at the intact end.

In Publication VII, an alternative explanation for the side peaks was
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found. The energies of the side peak and shoulder match the graphene

phonon energies well, ranging up to approximately 1600 cm−1 (0.2 eV). In

vibronic tunneling, the transfer of an electron is accompanied by the emis-

sion or the absorption of a phonon. Consequently, phonon-induced peaks

appear in the tunneling spectra, their positions and heights being deter-

mined by the phonon energy and the strength of the electron-phonon cou-

pling. At a low temperature, the number of phonons is low, and thus emis-

sion processes are predominant. If only the emission process is allowed,

the satellite peaks appear at positive bias with respect to the elastic peak.

The observation of the phonon replicas is also dependent on the lifetime of

the electronic state excited by the tunneling event. Consequently, vibronic

replicas in STS experiments are usually observed in samples where the

coupling between the molecule and the substrate is weak, for instance if

a thin insulating layer is deposited between the metallic substrate and

the molecule [127]. The presence of such replicas on the metal surface

indicates that the coupling between graphene and the substrate indeed is

weak. The decrease in the magnitude of the replicas after contacting the

ribbon with the substrate corresponds to an increased coupling between

the ribbon and the substrate, and, consequently, decreased lifetime of the

tunneling electron on the ribbon.

In order to study this hypothesis, the vibrational frequencies of a three-

monomer ribbon were calculated by solving the coupled perturbed Kohn-

Sham equations as implemented in the density-functional theory pack-

age ADF [128]. The dimensionless electron-phonon coupling constants λβ

for all vibrational modes β were determined by calculating the Franck-

Condon factors [129, 130]. The calculated dimensionless electron-phonon

coupling constant as a function of the vibrational mode energy is shown

in Figure 3.14(a).

The dI/dV signal in the presence of phonon replicas was simulated us-

ing the approach by Wingreen et al. [131, 132]. The zigzag end state was

considered to be a single orbital with energy ε0, and the STM tip and

the substrate were treated as leads within the wide band approximation

assuming a constant density of states in the leads in the relevant en-

ergy range. The transmission for incoming electrons with energy ε is then

given by [131,132]

T (ε) ∝
∫ ∞

−∞
dσ

h̄
e
−Γ|σ|

2h̄
+

i(ε−ε0+λ)
h̄

−∑
β

∣∣∣∣
Mβ
h̄ωβ

∣∣∣∣
2{

(1+2Nωβ
)(1−cos(ωβσ))+i sin(ωβσ)

}
,

(3.7)

where Γ = (ΓL +ΓR)/2 is the averaged elastic coupling to the leads L and

R, λ =
∑

β

(
M2

β/h̄ωβ

)
, and Nωβ

is the Bose-Einstein occupation factor.
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Figure 3.15. The band structure of multilayer graphene (a) The band structure close to
the K-point (Δk = 0) for three-layer graphene slabs with Bernal (purple)
and rhombohedral (red) stacking. The inset highlights the differences in
the bands at very low energies. (b) The band structure of 5-, 10-, and 20-
layer rhombohedral graphene stacks in the vicinity of the K point calculated
with DFT (solid) and the fitted tight-binding model (dash-dotted).

Figure 3.14(b) shows the experimental measurement and the transmis-

sion curve simulated from Eq. (3.7), obtained by fitting two phonons and

electron-phonon coupling coefficients. A comparison between the phonon

energies and the electron-phonon coupling strengths calculated with DFT

and the fitted values is shown in Figure 3.14(a). The fitted values, shown

as red markers, agree well with the DFT calculation and the simulated

dI/dV signal matches the experiment well. Thus, vibronic tunneling was

found to explain both the peak positions and the intensities of the experi-

mental dI/dV measurement.

3.3 Superconductivity in rhombohedral graphene slabs

In monolayer graphene, the electronic dispersion at the corners of the

Brillouin zone is linear. In multilayers, the interaction between adjacent

layers modifies the dispersion and, for instance, in bilayer graphene the

dispersion becomes parabolic. Interestingly, in rhombohedral graphene

stacks of N atom layers, a flat-band region appears in the vicinity of the K

point [133,134], and its width is dependent on the number of layers. Fig-

ure 3.15(a) compares the band structure trilayer graphene with Bernal

and rhombohedral stacking, calculated using DFT. Figure 3.15(b) demon-

strates how the width of the flat-band region increases with an increasing

number of layers in rhombohedral graphene stacks.

The modern description of superconductivity is based on the Bardeen-

Cooper-Schrieffer (BCS) theory [135]. The central idea of the theory is

the formation of a two-electron bound state, called a Cooper pair, due to

the presence of an attractive electron-electron interaction. This attraction
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Figure 3.16. The top view of the stacking order in rhombohedral graphite. The red, green
and blue bond networks illustrate the three displaced graphene layers. The
sites connected by the γ4 coupling from the middle layer, that is nearest-
neighbor sites in adjacent layers belonging to the same sublattice, are indi-
cated by opaque spheres.

can arise, for instance, from the coupling between electrons and phonons

but, in general, its origin need not be known. Due to the Pauli exclusion

principle, the Cooper pairs are correlated, and a gap emerges in the single-

particle excitation spectrum in the superconducting state. The magnitude

of the gap can be solved from the Bogoliubov-de Gennes equations that

couple the electron and hole Hamiltonians by the superconducting order

parameter Δ representing the superconducting gap. The band dispersion

in the normal state is correlated with the magnitude of the superconduct-

ing coupling.

In addition to usual BCS-type bulk superconductivity, flat-band super-

conductivity with a rather high critical temperature for the supercon-

ducting transition has recently been suggested to arise in rhombohedral

graphene stacks [136]. Moreover, this superconductivity type dominates

over bulk superconductivity.

A simple nearest-neighbor tight-binding model was used in the analysis

of Ref. [136]. The effect of couplings to neighbors farther away on the su-

perconducting state was addressed in Publication IX. In addition to the

flat-band mechanism, also BCS-type surface superconductivity was found

to be relevant. In order to address the crossover between these two, an ac-

curate tight-binding model able to accurately describe the band structure

close to the K points was needed. In the literature, different tight-binding

parameter sets have been reported for rhombohedral graphene stacks or

graphite [7, 37]. Especially the magnitude of the non-perpendicular out-

of-plane hopping amplitude, γ4 [see Figure 3.16], is not unambiguous and

varies by an order of magnitude. Moreover, the tight-binding fits usually

try to capture the overall band structure, whereas in this case, a descrip-

tion of the flat band region, as accurate as possible was required.

The band structures for rhombohedral graphene slabs consisting of five
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Figure 3.17. The fit of the tight-binding model to the DFT band structure of a 20-layer
ABC-stacked slab. Black: DFT band structure, red and blue: the two dif-
ferent sets of tight-binding parameters with similar agreement close to the
K point. Top: the band structure along the Γ-K-M direction in the Brillouin
zone, Bottom: a close-up from the vicinity of the K point [see Figure 3.15(b)
for further magnification].

to twenty layers were calculated using the density-functional theory. The

tight-binding model with nearest-neighbor in-plane coupling as well as

the out-of-plane couplings, as specified in Figures 2.2 and 3.16, was fitted

to the bands closest to the Fermi energy with a weak parabolic dispersion

in the vicinity of the K point. Two fits showing similar agreement close

to the K point were found, and the corresponding band structures are

shown in Figure 3.17. The flat-band region close to the K-point is better

illustrated in Figure 3.15(b), in which the solid lines show the DFT calcu-

lation and dash-dotted lines the tight-binding fit. As one of the parameter

sets better captures the overall band structure, with the tight-binding pa-

rameter values γ0 = 2.58 eV, γ1 = 0.34 eV, γ3= 0.17 eV, and γ4= 0.04 eV,

it was chosen for further calculations characterizing the superconduct-

ing state. It is worth noting that both fits give similar values for derived

quantities, such as the effective electron mass in the parabolic band and

the parameter α used to characterize the energy scale relevant to the su-

perconducting transition in Publication IX.
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4. Summary

In this thesis, the electronic properties of chemically modified and nanos-

tructured graphene systems were addressed using density-functional the-

ory and lattice models. Additionally, Publication I introduces the lattice

density functional theory method for graphene, which improves over the

widely-used mean-field approximation of the Hubbard model.

Publication II, Publication III, Publication IV and Publication V ad-

dress using density-functional theory the chemical interactions between

graphene or carbon nanotubes, and hydrogen and chlorine used to func-

tionalize them. For a realistic description, the gaseous environment con-

taining the functionalizing species is considered using ab initio thermody-

namics. In the case of graphene, also the effect of a widely used insulating

substrate, SiO2 on the functionalization is studied.

Publication VI, Publication VII and Publication VIII address the elec-

tronic properties of metal-deposited finite graphene nanostructures and

compare the calculations with experimental scanning tunneling spect-

roscopy measurements. Collective states arising from a large number

of molecular orbitals observed as confined states in scanning tunneling

spectroscopy, electron-phonon coupling in finite graphene nanoribbons, as

well as the effect of structural imperfections and doping on the theoreti-

cally predicted electronic states localized at the zigzag ends is addressed

using both the tight-binding model and density-functional theory.

Publication IX studies the prospects of superconductivity in rhombohe-

dral graphite surfaces. The parameters of a tight-binding model capable

of accurately describing the flat-band region close to the K point at the

corner of the Brillouin zone are determined from density-functional the-

ory calculations.
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Errata

Publication I

In Eq. (9), |n−1| should be substituted by 1−|n−1|. The corrected version

of the equation is

exc(n,U) = α1(e
−α2U2 − 1)e−(α3(1−|n−1|)−α4)2 . (4.1)

All calculations were done using the correct version of the equation, and

the numerical results and conclusions remain unchanged.

M. Ijäs, A. Harju, Phys. Rev. B 84, 199903(E) (2011).
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