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Abstract 

The operation and properties of any semiconductor device rely on its defect mi-
crostructure. In thin-film solar cells, point defects are a determining factor for the
conversion efficiency of the device by controlling doping but also by degrading device
performance. Additionally, point defects play a role in material growth and process-
ing by mediating diffusion. Knowledge of point defects and defect-related processes
is therefore essential in optimizing solar cell performance.

In this thesis, point defects in the solar cell absorber material CuInSe2 (CIS) have
been investigated with computational methods. Starting from the thermodynamics
of individual point defects and extending to diffusion kinetics and clustering, the aim
of the thesis is to gain a comprehensive understanding of the defect microstructural
features of the material and their effect on its electronic properties. The calcula-
tions have been performed with density-functional theory (DFT) employing a hybrid
exchange-correlation functional, which has been demonstrated to describe semicon-
ductor properties better than previously used (semi)local-density functionals.

The calculations presented in this thesis show that point defects in CIS partici-
pate in a variety of competing atomic-scale processes, which affect their distribution
within the material. By taking into account defect interactions, it is demonstrated
that there exists a thermodynamic driving force towards the creation of defect com-
plexes such as InCu-2VCu and VSe-VCu. Interaction of intrinsic defects with impurities
can also lead to surprising effects: it is found that by introducing sodium atoms into
CIS, copper mass transport is reduced due to the capture of copper vacancies. The ef-
fect of the prevalent point defects and defect complexes on the electronic properties is
found to essentially depend on whether the defect is of cationic or anionic type. Only
selenium-related anionic defects are observed to induce deep defect levels within the
CIS band gap, implying that they may act as recombination centers.

The results presented in this thesis help to explain and interpret experimental ob-
servations of atomic-scale phenomena occurring in CIS. Further, they provide com-
putational insight on defect-related mechanisms that may sometimes remain out of
reach in experiments. The findings can be employed to gain better control over film
quality and device operation in CIS-based solar cells.
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Tiivistelmä 

Puolijohdeteknologia perustuu suurilta osin pistemäisten hilavirheiden hallittuun

käyttöön. Esimerkiksi ohutkalvoaurinkokennoissa pistemäiset hilavirheet määrit-

tävät laitteen hyötysuhdetta: ne luovuttavat varauksenkuljettajia, mutta saattavat

myös haitata laitteen toimintaa. Lisäksi ne vaikuttavat materiaalin kasvatuksen ja

käsittelyn aikana toimimalla diffuusion välittäjinä. Aurinkokennojen hyötysuhteen

parantamiseksi onkin siis tärkeää tuntea hilavirheet ja niihin liittyvät mekanismit.

Tässä väitöskirjassa on tutkittu pistemäisiä hilavirheitä CuInSe2-aurinkokenno-

materiaalissa (CIS) laskennallisen mallinnuksen avulla. Väitöskirjan tavoitteena on

hahmottaa kokonaisvaltaisesti materiaalin atomitason rakennetta sekä sen vaiku-

tusta sähköisiin ominaisuuksiin. Tutkimus ulottuu yksittäisistä pistemäisistä hila-

virheistä aina hilavirheiden keskinäisiin vuorovaikutuksiin asti. Mallinnus poh-

jautuu tiheysfunktionaaliteoriaan, ja vaihto−korrelaatio -vuorovaikutusta on ku-

vattu ns. hybridifunktionaalilla. Hybridifunktionaalien on osoitettu kuvaavan puoli-

johdemateriaalien ominaisuuksia paremmin kuin aiemmin käytettyjen, pelkästään

paikalliseen tiheyteen perustuvien approksimaatioiden.

Väitöskirjan tulokset osoittavat, että monenlaiset atomimittaluokan prosessit vai-

kuttavat pistemäisten hilavirheiden levittäytymiseen kidehilassa. Keskinäisten vuo-

rovaikutusten tuloksena hilavirheet voivat ajautua muodostamaan ryppäitä kuten

InCu-2VCu ja VSe-VCu. Hilavirheiden ja epäpuhtausatomien väliset vuorovaikutukset

voivat myös aiheuttaa yllättäviä ilmiöitä: natriumatomien lisäämisen huomattiin

vähentävän kuparin diffuusiota CIS:ssä kuparivakanssien loukkuuntumisen takia.

Yleisimpien pistemäisten hilavirheiden huomattiin vaikuttavan aineen sähköisiin

ominaisuuksiin eri tavoin niiden tyypistä riippuen: ainoastaan seleenityyppisten

hilavirheiden havaittiin synnyttävän syviä epäpuhtaustiloja CIS:n energia-aukkoon,

joten ne saattavat toimia rekombinaatiokeskuksina.

Tässä väitöskirjassa esitettyjen tulosten avulla voidaan tulkita ja selittää kokeel-

lisia havaintoja CIS:ssä tapahtuvista atomitason ilmiöistä. Lisäksi tulokset autta-

vat ymmärtämään hilavirheisiin liittyviä mekanismeja, joista osa on toistaiseksi ko-

keellisten menetelmien ulottumattomissa. Tuloksia voidaan käyttää ohutkalvojen

laadun sekä CIS-pohjaisten aurinkokennojen toiminnan hallittuun parantamiseen.
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1. Introduction

1.1 Background and research environment: The importance of
point defects in materials research and applications

No crystalline material is perfect from the structural point of view. The

periodic arrays of atoms constituting solids are constantly disrupted by

atomic-scale imperfections of various kinds, collectively referred to as point

defects. Some of these imperfections − missing atoms called vacancies,

misplaced atoms called antisites, or additional atoms called interstitials−
arise from configurational entropy and exist inherently in crystals. Other

kinds of point defects involving foreign atoms may be incorporated, either

intentionally or unintentionally, into crystals during growth and process-

ing. Together, they dictate to a great extent the electronic and optical

properties of a material [1].

The role of point defects in determining material properties is widely

recognized and exploited in technological applications. In particular, point

defects acting in semiconductors form the basis for the entire electronics

industry, enabling the functioning of devices such as microcircuits, diodes,

optoelectronics, and solar cells. The conductivity of an electronic device is

typically tuned by the controlled addition of foreign atoms in a process

called doping. At the same time, conductivity is affected by native or un-

intentionally incorporated point defects, which may deteriorate the oper-

ation of the device by charge compensation, the creation of recombination

centers, or by pinning the Fermi level. Apart from this, the effect of native

defects also pertains to kinetics during growth, processing, and operation

since they mediate diffusion and thus direct the microkinetic formation of

the material.

The successful fabrication and reliable operation of a semiconductor de-
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vice requires detailed knowledge of its defects: both the beneficial and

detrimental effects they may cause in the material. This has made re-

search on point defects a very active field of materials physics. Diverse ex-

perimental approaches are employed for defect characterization to probe

various defect-related properties such as lattice relaxations, ionization

levels, and defect concentrations. Yet, in practice, these methods are often

limited in their application (see e.g. Ref. [2] and references therein) with

respect to sample quality and experimental conditions. Further, their use

typically requires a high degree of sophistication in order to exclude con-

tributions from other defects. Even when proper conditions are met, cen-

tral defect-related quantities such as defect concentrations or migration

barriers cannot be directly measured but must rather be deduced from

other observations. As a result, information extracted from experiments

remains very sensitive to interpretation.

Faced with the experimental challenges for defect characterization, com-

putational methods have become increasingly important in complement-

ing experiments in the identification of point defects. Density-functional

theory (DFT), in particular, has been widely successful not only in repro-

ducing but also in predicting material properties from first principles [3].

Theoretical simulations allow studying a chosen physical system in an

idealized setup including, for instance, one point defect at a time in the

absence any unwanted disturbances. Consequently, DFT calculations can

provide a link between an experimentally detected property and the caus-

ing structural item. Moreover, interactions between defects may also be

investigated to gain insight on defect-mediated diffusion mechanisms and

microstructure formation in materials, shedding light on aspects of defect

physics that may sometimes remain out of reach in experiments. The ca-

pabilities of theoretical methods continue to grow with the advances in

computational capacity.

1.2 Objectives and scope: Point defects in CuInSe2

In this thesis, point defects have been studied with density-functional the-

ory in the solar cell absorber material CuInSe2 (CIS). Solar cells incorpo-

rating CIS and its alloy Cu(In,Ga)Se2 (CIGS), where In has been partly

replaced by Ga, represent the most successful thin-film solar cell technol-

ogy in terms of both laboratory scale and commercial use. The record con-

version efficiency for CIGS cells has been steadily increasing for the past

2
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30 years and recently surpassed 20% [4]. Yet even greater efficiencies are

required to truly challenge the dominance of wafer-based silicon technol-

ogy in the solar energy business. The development of silicon solar cells

has benefited from an extensive knowledge base accumulated within the

microelectronics industry, compared to which the degree of understand-

ing of the role of defects in CIS remains very limited. In fact, the lack

of knowledge has hindered the systematic development of CIGS technol-

ogy, which has had to mostly rely on empirical trial and error instead of

well-targeted defect engineering [5, 6].

The uncertainties related to defect physics in CIS pertain to defect prop-

erties and mechanisms of defect-mediated processes, which are as crucial

in solar cells as in any semiconductor device. Extensive experimental

efforts have unfortunately not brought full clarity on these issues − as

described in Section 1.1, relating particular point defects to experimen-

tally observed phenomena is often very sensitive to interpretation. In-

terpretations become even more ambiguous in a ternary material such

as CIS, where contributions can arise from twelve different kinds of na-

tive point defects, not to mention the possible defect complexes or un-

wanted impurities. For instance, while experimental methods such as

photoluminescence, cathodoluminescence, and time-dependent Hall mea-

surements, probing the electronic structure of chalcopyrite materials, sug-

gest the presence of four shallow [7, 8, 9] and two deep defect levels

[10, 11] within the band gap, these levels have not been correlated with

any structural defect. In some cases, it is not even clear whether a given

level originates from bulk, interface regions, or some completely sepa-

rate phenomenon [12, 13]. Moreover, positron-annihilation-spectroscopy

(PAS) studies [14, 15, 16, 17] exploring vacancy-type defects have ob-

served monovacancies and small vacancy clusters in CIS-based thin films,

whose identities cannot be further specified. With respect to defect ki-

netics, self-diffusion data recorded in chalcopyrite thin-film samples is so

scarce and shows such a wide scatter that it does not allow drawing con-

clusions on the operating diffusion mechanisms (see e.g. Refs. [18, 19]

and references therein).

From the computational side, point defects in CIS have also been stud-

ied [19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32] but not to such an

extent as in many other technologically relevant semiconductors. The ma-

jority of these studies has been conducted within the local-density approx-

imation (LDA) implementation of DFT, which suffers from an underesti-

3
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mation of semiconductor band gaps of typically 50%. The underestimation

is especially pronounced in materials with strongly localized d states such

as CIS, for which LDA incorrectly gives a metallic ground state. The van-

ishing band gap together with computational restrictions on the supercell

size have led to broad uncertainty ranges for various defect-related quan-

tities such as charge transition levels. Consequently, the results concern-

ing defect identification have practically remained at the level of specu-

lations, and no strict correspondence between theory and experiment has

been obtained [33].

Nonetheless, the scarcity of existing overlapping studies from indepen-

dent research groups has led to a situation where the computational re-

sults on CIS may have been accepted slightly too easily. In the case of

other semiconductors such as nitrides or zinc oxide, the role of point de-

fects has provoked fierce debates among theorists [34, 35, 36, 37]. In

contrast, regarding CIS, the difference between speculations and facts

has become obscure after the relatively few computational results have

been quoted and used eagerly in the subsequent interpretation of experi-

mental observations. Though unintentional, this may also have created a

self-consistency loop, where experiments have been interpreted based on

theory, which in turn has been strongly experiment-driven and has been

influenced by careful considerations of the intuition of experimentalists.

The starting point of this thesis is decidedly different: returning to pure

theory, first-principles calculations, and leaving aside for a while every-

thing that has been speculated to be known about point defects in CIS.

This is made possible, in part, by the recent development in the imple-

mentation of DFT, namely, hybrid exchange-correlation functionals [38].

Hybrid functionals have been shown to improve the description of CIS

material properties, including the band gap, compared to (semi)local ap-

proximations [19, 39, 40]. By eliminating the need for a posteriori gap

corrections, hybrid functionals also increase transparency in the method-

ology.

It should be emphasized that the purpose of this work is not to keep

theory separate from real materials; indeed, the power to describe and

predict material properties is the main justification for the existence and

development of theoretical methodology, and calculations should always

be compared with experiment when comparison is appropriate and com-

mensurate. However, it should not be a goal in itself to force seeming

correspondence with experiment starting from the ingredients at hand.

4
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For this reason, the strengths and weaknesses of the methodology used in

this work are also critically assessed.

In this thesis, the role of point defects in CIS has been investigated

starting from their characterization and extending to defect-related phe-

nomena such as diffusion and clustering. The considered point defects

include intrinsic defects as well as sodium, which is a technologically rel-

evant impurity in CIS. The results of the thesis can be divided under four

research questions:

• What are the most likely point defects in CIS?

This question has been answered in Publications I, IV, and V.

• How do point defects migrate in CIS?

This question has been answered in Publications III and IV.

• Which kinds of complexes can point defects form in CIS?

This question has been answered in Publications IV and V.

• How do point defects modify the electronic properties of CIS?

This question has been answered in Publications II and IV.

This thesis is organized as follows: In Chapter 2, the history of point

defect calculations in CIS is outlined starting from the cavity model up to

the recent progress made with hybrid exchange-correlation functionals.

In Chapter 3, the methodology employed in the computational modeling

of point defects is presented, including a brief overview of DFT and the

most important questions concerning the choices in parameters and func-

tionals. In Chapter 4, each research question is answered concisely. In

Chapter 5, the results are compared with previously reported ones, and

their accuracy is critically assessed. Further, the results and their impact

are discussed from the practical point of view.

5
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2. Literature review

The progress in modeling point defects in CIS has followed the evolution

of computational methods, which in turn is closely linked with the capa-

bilities provided by computational power. Throughout, calculations have

been motivated by a strong desire to understand the defect physics of the

material as well as to support the experimental development of thin-film

solar cells. Computational methods face limitations of their own, yet it

seems that the deficiencies of each method have been fully acknowledged

only after the emergence of a better approach.

One of the fundamental questions in characterizing a semiconductor

material is identifying the main point defects and their contribution to

the doping behavior. Following the experimental development of CIS-

based solar cells that had fully started in the 1970s in Bell Labs [33],

the first attempts to estimate defect formation energies were made in the

1980s employing a generalization of the cavity model of Van Vechten [23].

The cavity model used empirical atomic radii and model bond lengths as

input to simulate atomic properties. Selected point defects were placed in

order of increasing formation energies (see Figure 2.1), with the antisites

InCu and CuIn being energetically most favorable, followed by the three

vacancies VSe, VCu and VIn, respectively, and the copper interstitial as the

least favorable point defect. These findings were subsequently used to in-

terpret characterization experiments, assuming InCu to be the dominant

point defect in the material.

The results based on the cavity model were, however, eventually laid

aside with the advances in ab initio calculations. Electronic-structure

calculations based on density-functional theory did not require any other

input parameters apart from specifying atomic species, thus providing an

easily applicable framework for different kinds of systems. The properties

of bulk CIS had already been studied with DFT methods by Jaffe and

7
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Zunger [41, 42], who for instance explained the features arising in the

band structure of chalcopyrite materials. DFT calculations within the

local-density approximation (LDA) were first applied to defects in CIS by

Zunger’s group [24, 43], showing a marked step forward from the times of

the cavity model.

Along several years, Zunger’s group made several important contribu-

tions to understanding CIS defect physics, which remain to this day the

most cited works in the field [24, 26, 27, 28, 30, 32]. They calculated

charge transition levels and re-evaluated the formation energies previ-

ously considered within the cavity model, obtaining differing results for

the energetic preference among the defects as displayed in Figure 2.1.

Most notably, copper vacancy rose alongside the cationic antisites as one

of the most important point defects in CIS. This was supported by ex-

perimental observations of the ease of growing copper-poor CIS material

[6]. Additionally, some of the point defects were suggested to occur as

complexes, which was invoked to explain the existence of tens of related

crystal structures and the tolerance to off-stoichiometry [24, 43]. Further,

the point defects VSe, VCu-VSe, and InDX
Cu were related to experimentally

observed metastable electrical behavior such as the persistent p-type con-

ductivity and red-on-bias metastability [28, 30, 32]. In Zunger’s wake, a

few studies repeating their computational procedure for the most basic

defects and, not surprisingly, validating their results followed [25, 29, 31].

A major drawback of LDA employed in these studies was, however, its

representation of semiconductor band gaps, which were severely underes-

timated due to an inadequate description of electron-electron interactions.

To make things worse, the supercell implementation commonly used for

point defect calculations gave rise to finite-size effects, which greatly af-

fected the total energies of the defect systems. The finite-size effects could

be alleviated by increasing the supercell size, but the computations at the

time were restricted to supercells of only 32 and, later, 64 atoms. These

Neumann [23]: InCu CuIn VSe VIn VCu Cui

Zhang et al [24]: VCu InCu VIn CuIn Cui

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
Formation energy (eV)

Figure 2.1. Energetic order of preference of various point defects in CIS according to Refs.
[23, 24]: the higher the formation energy, the less favorable the defect is. The
ordering in Ref. [24] has been derived under Cu-poor and In-rich conditions.
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two issues had to be tackled in order to obtain realistic results.

In their early work, Zunger’s group used the scissor scheme to open up

the CIS band gap [24]. Later on, they switched to aligning the valence-

band maximum (VBM) with LDA+U , a method incorporating a localized

energy term to the problematic Cu 3d orbitals, followed by the scissor

scheme. The finite-size errors were dealt with a combination of the po-

tential alignment scheme and Makov-Payne corrections [44]. At the same

time, these corrections brought along uncertainties whose magnitude is

difficult to evaluate, and therefore the subsequent interpretations of ex-

perimentally detected ionization levels should be dealt with caution.

Only in recent years, with the advances in computational capacity, LDA

has been exceeded by hybrid exchange-correlation functionals incorporat-

ing a portion of exact exchange. In the case of CIS, a hybrid functional

such as HSE06 has led to a drastically improved electronic structure,

including a far more realistic band gap than before as well as a better

description of structural properties, giving hope of increasing accuracy

also regarding defect calculations. HSE06 was soon put into use, and

publications reporting updated results on defect energetics started to ap-

pear [19, 21, 22, 40]. Though HSE06 has been able to alleviate the band

gap problem, the finite-size problem has remained, or even got worse: as

HSE06 calculations are much more computationally intensive than LDA

calculations, which have already reached the size of thousands of atoms

for certain systems, HSE06 has had to settle with systems consisting of a

couple of hundred atoms at most.

Meanwhile, CIS has been fervently studied experimentally without ap-

preciable additions in understanding. It seems that the material is in-

trinsically so complex that the various atomic-scale processes cannot be

disentangled from each other. Theoretical methods, therefore, continue to

defend their place not only in supplementing experiment but also provid-

ing means for interpreting observations − as long as their deficiencies are

properly taken into account.
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3. Methods

3.1 Basics of density-functional theory

Modeling of an atomic system involves dealing with a multitude of in-

teractions between the constituent particles. The challenge is to retain

the essential features of the many-body interactions while still keeping

the problem computationally tractable to solve. As the most widely used

method for electronic-structure calculations, density-functional theory

(DFT) has succeeded in not only reproducing but also predicting the prop-

erties of a large variety of materials. Instead of treating all interactions

explicitly, electrons are studied as independent particles moving in an ef-

fective potential in a mean-field-like manner in the Kohn-Sham formalism

of DFT. In the following, the main points of density-functional theory are

summarized along with a description of its most notable failures.

The interaction between two quantum-mechanical particles can be de-

scribed exactly starting from the Schrödinger equation. However, already

the addition of a third particle to the system renders the problem overly

complex to be solved analytically. Further, in a system consisting of N

electrons, where each electron increases the dimensionality of the sys-

tem by three, the system size soon increases not only beyond analytically

tractable, but also numerically tractable.

The core idea behind DFT is that all observables of an atomic system

can be expressed in terms of electronic density, which depends on only

three coordinates, instead of wavefunctions with 3N degrees of freedom.

For instance, the total energy of the system becomes a unique functional

of the electronic density n(r) [45]:

E[n] = T [n] + Ene[n] + EH[n] + Exc[n], (3.1)

where T denotes the kinetic energy of the electrons, Ene is the external po-
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tential energy (typically arising from interactions with nuclei), EH is the

electrostatic interaction energy between electrons (also known as Hartree

energy), and Exc is the exchange-correlation energy.

The electronic density n(r) minimizing the energy functional E[n] corre-

sponds to the ground state of the system. The only constraint imposed on

n is that it must conserve the number of electrons, N , in the system:
∫

n(r)dr = N. (3.2)

It turns out that the terms appearing in Equation 3.1 are better ex-

pressed with respect to single-particle orbitals φi(r) rather than n explic-

itly. The only term whose analytical form is not known is Exc, whose

contribution to E[n] is typically the smallest. The original many-electron

system can thus be replaced by N single-particle Schrödinger equations

called the Kohn-Sham equations [46]:⎡
⎢⎣−1

2
∇2 + Vext(r) + VH(r) + Vxc(r)︸ ︷︷ ︸

Veff(r)

⎤
⎥⎦φi(r) = εiφi(r), (3.3)

where Vext is the external potential, VH is the Hartree potential, and Vxc

is the exchange-correlation potential. The effective potential, Veff, must

be solved self-consistently with the resulting density. It should be noted

that the eigenvalues εi appearing in Equation 3.3 are not physical ener-

gies but Lagrange multipliers arising from the minimization constraint.

Similarly, the orbitals φi are not electron orbitals although they are or-

thonormal and their overall density must reproduce the electronic den-

sity n of the system such that n(r) =
∑

i |φi(r)|2. In fact, only the total

energy and density obtained from the Kohn-Sham formalism are physi-

cally meaningful quantities [3]. While in principle, DFT could provide an

exact description of the ground state of the system, in practice its imple-

mentation within the Kohn-Sham formalism is limited by the accuracy of

the approximation used for the exchange-correlation functional.

3.2 Modeling the exchange-correlation energy

As its name implies, the exchange-correlation interaction between elec-

trons consists of two contributions: exchange and correlation. Exchange

arises from the Pauli principle according to which any two electrons can-

not occupy the same quantum-mechanical state. Correlation encompasses

screening effects of electrons, whereby electrons collectively correlate to
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reduce the net interaction among any two electrons. Capturing these ef-

fects within some approximation in a satisfactory way has been a long-

standing problem within the DFT community [3].

The simplest and most widely used approximation for the exchange-

correlation energy is the local-density approximation (LDA). LDA is based

on the observation that densities typically found in solids resemble that

of a homogeneous electron gas, where the range of the effects of exchange

and correlation is rather short. Therefore, Exc can be approximated lo-

cally as the energy of a homogeneous electron gas with the same density

n. LDA has been found to provide surprisingly accurate predictions of

experimental results for a wide range of materials, though it shows clear

preference for systems with slowly varying electron densities. Delocaliz-

ing electronic densities causes excessive bonding in atomic systems, lead-

ing to an overestimation of binding energies and underestimation of bond

lengths. Systems lying completely beyond the reach of LDA are those

that do not resemble non-interacting electron gases, such as strongly cor-

related materials [46, 47].

LDA has also been extended to include gradients of density in the so-

called generalized-gradient approximation (GGA). However, GGA does

not provide consistent improvement over LDA and does not succeed in

overcoming the fundamental deficiencies of LDA [48].

The notable deficiencies of (semi)local approximations are essentially

two: the presence of self-interaction and the lack of derivative discontinu-

ities in the exchange-correlation energy. Self-interaction arises from the

mean-field theory due to the fact that each electron interacts also with

itself through the effective potential. The absence of derivative disconti-

nuities reflects the incorrect convex behavior of the local functionals with

respect to fractional level occupation [49]. These shortcomings lead, for

instance, to an unphysical delocalization of localized states and an under-

estimation of band gaps.

The self-interaction error is avoided in another non-interacting elec-

tron method, namely, Hartree-Fock. In the Hartree-Fock approach, the

many-electron wavefunction is written as an antisymmetrized product of

orbitals, and the explicit inclusion of exchange between all orbitals ex-

actly cancels their self-interaction. As a downside, correlation effects are

neglected altogether, resulting in a lack of derivative discontinuities with

an unphysical preference for integer occupancies. This results in opposite

effects compared to (semi)local-density approximations: an overlocaliza-
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tion of states and an overestimation of band gaps.

Since the deficiencies of the Kohn-Sham and Hartree-Fock approaches

appear complementary, the two methods have been brought together as

an attempt to improve the description of band gaps and other material

properties, resulting in the creation of hybrid functionals [48, 50]. A hy-

brid exchange-correlation functional is usually constructed from a portion

of exact exchange from Hartree-Fock and correlation from a GGA-type

PBE (Perdew-Burke-Ernzerhof) functional [51, 52]:

Ehybrid
xc = αEHF

x + (1− α)EPBE-GGA
x + EPBE-GGA

c , (3.4)

where x denotes exchange and c denotes correlation. The fraction of exact

exchange, α, can in principle be tuned, although its default value of 0.25

has been derived from perturbation theory [51]. Computing the Hartree-

Fock part is typically one order of magnitude more expensive than PBE-

GGA due to the slow decay of the exchange interaction with distance.

A further improved version of hybrid functionals takes into account the

fact that electron-electron interactions are screened off at longer distances

in extended systems. The non-local exchange is therefore separated into

two parts − long range and short range − and only the latter is included,

reducing the computational time. The exchange-correlation energy of this

functional, proposed by Heyd, Scuseria, and Ernzerhof (HSE) [38, 53], is

thus expressed as:

EHSE
xc =

1

4
Esr,HF

x +
3

4
Esr,PBE-GGA

x + Elr,PBE-GGA
x + EPBE-GGA

c , (3.5)

where sr and lr denote short range and long range, respectively. The tun-

able range-separation parameter, ω, determines the cutoff distance be-

yond which the short-range interaction becomes negligible. In the HSE06

functional, this value has been set to 0.2 1/Å. As expected, hybrid func-

tionals have demonstrated an improved description of material properties

compared to (semi)local-density approximations or Hartree-Fock.

3.3 Implementation of density-functional theory in practice

The computational routine for solving the ground state of an atomic sys-

tem has been implemented in several computer codes, of which Vienna Ab

initio Simulation Package (VASP) [56, 57] has been used in this thesis. To

solve the Kohn-Sham equations, the system is transformed onto a chosen

set of basis functions. Some typical choices include plane waves, gaus-

sian orbitals, or atomic orbitals. VASP uses a plane-wave basis, which
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Table 3.1. Calculated lattice constants a and c and band gap Eg of CuInSe2.

a (Å) c/2 (Å) Eg (eV)

PBE-GGA 5.871 5.909 0.01

HSE06 5.824 5.866 0.86

Exp. 5.781[54] 5.809[54] 1.04[55]

is often considered the most advantageous due to its completeness, man-

ageability, and independence from energy or the positions of atoms [56].

However, the electronic wavefunctions can be difficult to reproduce in the

plane-wave basis: the strong ionic potential in the core region results in

rapid oscillations, which require a large number of plane waves [58]. The

number of plane waves employed in the calculations is determined by set-

ting a cutoff energy to their kinetic energies (400 eV in this work). The

wavefunction is evaluated at specific k points in the reciprocal space.

Several approaches have been developed to model the interaction be-

tween ions and electrons. In this work, the projector-augmented-wave

(PAW) method has been employed [59]. The PAW method is an exact

all-electron method for a complete set of partial waves: the exact wave-

functions are reconstructed in the core region such that no information is

lost on the full charge and spin densities. It also ensures orthogonality

between valence and core wavefunctions.

Yet another technical choice characterizing DFT calculations is selecting

an exchange-correlation functional to model electron-electron interactions

(see Section 3.2). In this thesis, the calculations have been performed

employing the HSE06 functional with the default parameter settings of

α=0.25 and ω=0.20 1/Å. In specific cases, also the computationally less ex-

pensive PBE-GGA functional has been employed. The fundamental bulk

properties of CIS obtained with these two functionals are listed in Table

3.1.

After solving iteratively the Kohn-Sham equations, the ground-state

energy corresponding to the electronic density can be determined from

Equation 3.1. Knowing this energy, the forces on the ions are calculated

as derivatives of the free energy with respect to ionic positions following

the Hellmann-Feynman theorem [60]. The ions are moved according to

these forces, after which a new set of electronic wavefunctions is gener-

ated for the new structure. This cycle is repeated until the lowest-energy

state is reached. The convergence criteria can be set in terms of an en-
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ergy difference between two consecutive iteration steps or an upper limit

for the forces on each atom.

3.4 Point defect calculations

Defect calculations are typically carried out by embedding a point defect

into a finite-sized supercell. The supercell is repeated throughout space

via periodic boundary conditions to create an infinite crystal as shown in

Figure 3.1. This procedure allows the determination of quantities such as

defect formation energies Ef and charge transition levels ε(q/q′). Mean-

while, the finite size of the supercell gives rise to spurious effects, which

should be carefully corrected in order to obtain physically meaningful

results. In the following, the calculation procedures for various defect-

related quantities are described along with correction methods that can

be used to address the finite-size errors.

A point defect is created in a perfect crystal by adding and/or removing

ni atoms of type i from the bulk supercell. The formation energy of each

defect is calculated as:

Eq
f = Eq

defect − Ebulk ±
∑
i

niμi + q(EVBM + μe). (3.6)

Ebulk denotes the total energy of the bulk supercell and Eq
defect is the total

energy of the supercell containing the defect in charge state q. The chem-

ical potential, μi, indicates how much energy is needed to exchange an

Figure 3.1. Schematic illustration of the supercell approach. A supercell containing a
vacancy is repeated in all directions via periodic boundary conditions.
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atom of type i between a homogeneous particle reservoir and the system.

The Fermi level position, also known as the electron chemical potential,

μe, is referenced to the energy at the valence band maximum, EVBM, and

is allowed to vary between 0 and Eg (for more details, see e.g. Ref. [61]).

The chemical potentials μi can be expressed with respect to the chem-

ical potentials of elemental solids μ0
i : μi = μ0

i+Δμi. In the case of CIS,

the elemental chemical potentials have been evaluated for fcc Cu, bct In,

and trigonal Se. Δμi depends on the chemical composition of the material

and is restricted to varying within the stability region of the chalcopy-

rite phase. The upper bound Δμi= 0, corresponding to i-rich conditions,

ensures that the elements do not precipitate into their elemental phases,

while the lower bound marks the limit where competing phases such as

CuIn5Se8 and Cu3Se2 start to form [24, 27].

According to Equation 3.6, the formation energy for charged defects

(q �= 0) depends on the Fermi level position within the band gap. In cases

where a point defect may exist in several different charge states, the sta-

ble charge state at a specific value of Fermi level is the one having the

lowest formation energy. A Fermi level position where the stable charge

state changes spontaneously from q to q′ is called a charge transition level

ε(q/q′). The charge transition levels computed from these total-energy dif-

ferences can be compared to experimentally measured ionization levels.

However, they should not be confused with the Kohn-Sham states ob-

tained from band-structure calculations [61].

3.4.1 Finite-size corrections

The use of periodic boundary conditions for finite-sized supercells intro-

duces an artificial interaction between the defect and its images in neigh-

boring supercells. This interaction can result in both elastic and elec-

trostatic effects, which contribute to the total energy of the system and

essentially make defect energetics dependent on the supercell size used.

Elastic effects arise when the supercell is not able to fully accommodate

the relaxation around the defect. Electrostatic effects typically pertain to

charged defects, which require a homogeneous neutralizing background

charge to ensure that the electrostatic energy per unit cell remains finite

[62]. In addition, the presence of a defect gives rise to a constant shift in

the electrostatic potential of the supercell, which affects the position of the

valence-band maximum in Equation 3.6. Other finite-size-related effects

include defect level dispersions arising from the overlap of wavefunctions,
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which distort ideally flat defect levels along k space.

If the supercell size would be increased sufficiently, all of these finite-

size effects would essentially become negligible. Yet, in practice, feasible

supercell sizes are limited by the available computational resources. Al-

though finite-size errors converge rapidly with supercell size for charge-

neutral defects, they remain significant for defects in high charge states

[62]. Correcting for them is therefore indispensable in order to obtain

qualitatively correct predictions about defect energetics.

Various correction schemes have been designed to address specific finite-

size errors, most notably, the potential alignment scheme [61], Makov-

Payne correction [44], and Freysoldt correction [63]. In principle, they

have all been found to scale inversely linearly with the dimension L of

the supercell and/or the cube L3 [64, 65], reflecting the scaling behavior

of elastic and electrostatic interactions. However, their direct application

particularly to small supercells may sometimes result in unpredictable

outcomes. For instance, the simultaneous application of the potential

alignment and Makov-Payne corrections has led to double-counting of the

linear term [65], while the Makov-Payne scheme on its own overestimates

energies in some cases [66].

Rather than applying directly one or more energy corrections to a finite-

sized supercell, the finite-size errors have been addressed with a finite-

size-scaling extrapolation method [65] in this thesis, which consists of

performing a series of calculations in differently-sized supercells and then

extrapolating the formation energies to the dilute limit. The method fol-

lows the proven dependencies of the energy on the linear and cubic di-
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Figure 3.2. Convergence of configuration energies with respect to the inverse supercell
size 1/L for the vacancies in CIS. A function of the form in Equation 3.7 has
been fitted to the results. The values on top of the graphs denote the num-
ber of atoms per supercell. The red circles and blue dots represent values
calculated with PBE-GGA and HSE06, respectively (from Publication IV).
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mensions of the supercells, but includes the scaling coefficients as fitting

parameters instead of predefined quantities:

Econf(L) = Econf(L→∞) + a1L
−1 + a3L

−3, (3.7)

where an and Econf(L → ∞) are fitting parameters, Econf(L → ∞) cor-

responding to the extrapolated configuration energy. In this thesis, the

configuration energy Econf = Eq
defect − Ebulk has been used instead of the

formation energy, Ef , in order to avoid defining EVBM at each supercell

size. After extrapolating Econf to an infinitely large supercell, the value of

EVBM corresponds to that of an infinite crystal and can be taken from the

bulk calculation. This removes the need for a separate potential align-

ment scheme. A similar procedure has been performed for binding ener-

gies. The procedure is illustrated in Figure 3.2. More details can be read

from Publication IV.

3.4.2 Accuracy of calculations

Theorists often refrain from explicitly evaluating the accuracy of their

calculations. The sources of error are commonly identified and the im-

portance of addressing them somehow is widely accepted, but conclusions

regarding the accuracy of the outcome are rarely discussed. Assigning er-

ror bars for computed values is indeed very problematic and at worst may

seem arbitrary. On the other hand, leaving error bars out can be very

misleading for experimentalists reading the reports, who might pick the

reported values as they are and try to correlate them with their own find-

ings without being fully aware of the broadness of uncertainty involved.

Sources of error can be commonly divided into two categories: internal

and external. Regarding DFT calculations, internal errors would consist

of errors arising from the (insufficient) convergence of calculation parame-

ters − these errors could in principle be completely eliminated if accurate

enough parameter values are used for the cutoff energy and k point sam-

pling, along with an infinitely large supercell. In practice, the accuracy

is ultimately limited by the available computational resources. In this

thesis, error bars have been estimated based on studying the convergence

of configuration energies and extrapolating them to the dilute limit. The

error bars become substantial typically in the case of charged defects.

External errors concern the accuracy of the Kohn-Sham method itself,

which is essentially determined by the choice of the exchange-correlation

functional. Provided an unlimited supply of computational resources, how
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far would the results still lie from experiment? In point defect calcu-

lations, a central issue is how well the computed band gap reproduces

the experimental one since it not only describes the electronic and optical

properties of the bulk material, but also strongly influences the accuracy

of defect-related quantities such as charge transition levels and formation

energies. Within (semi)local approximations, the Kohn-Sham band gap

obtained as the energy difference between the highest occupied and low-

est unoccupied orbitals is underestimated typically by 50% compared to

the fundamental band gap due to the lack of derivative discontinuities as

discussed in Section 3.2 [49]. Non-local exchange-correlation functionals,

such as hybrid functionals, partly alleviate the error in the eigenvalues,

thus opening up the gap [67]. It has even been suggested that, provided an

appropriate choice of parameters, hybrid functionals could actually obey

the generalized Koopmans theorem, implying that the correct piecewise

linear behavior of the exchange-correlation functional would be recovered

and that the Kohn-Sham eigenvalue of a defect would exactly equal its

ionization energy [68].

In practical calculations employing hybrids or other gap-correcting meth-

ods such as LDA+U , the tunable parameters are often chosen to match

the Kohn-Sham band gap with the experimental one. A comparison of

hybrid-functional calculations with varying parameter values recommends

the tuning, which resulted in an accuracy of 0.2 eV for the charge tran-

sition levels [69]. However, the success in reproducing band gaps does

not automatically guarantee a decent description of all other material

properties. Recently, the reliability of charge transition levels obtained

from hybrid-functional calculations was demonstrated to depend not on

the Kohn-Sham gap width, but instead on the upper valence-band width,

which reflects how well binding is described within the system [70]. This

suggests that the most obvious choices for parametrization may not find

full justification from the underlying physics after all.
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4. Results

4.1 Formation energies: Which point defects exist in CIS?

When characterizing the microstructure of a semiconductor material, the

first and foremost task is to determine which point defects can exist there

in substantial quantities. Point defects govern several important mate-

rial properties, such as electronic properties, and also play a key role in

mediating mass transport during material growth and processing. In this

Section, the formation energies of likely point defects in CIS are explored

in order to obtain a first impression on its defect structure. These results

have been presented in Publications I, IV, and V.

CIS crystallizes in the chalcopyrite structure, which is derived from the

zincblende structure by occupying cation sites alternatingly with copper

and indium atoms. The chalcopyrite lattice may sustain twelve differ-

ent kinds of intrinsic point defects, which can be vacancies, interstitials,

or antisites (see Figure 4.1). In addition, foreign dopants and impurities

may get incorporated to the lattice during material growth and process-

ing, creating extrinsic point defects in the material. By tuning the con-

centrations of all these defects, the electronic properties of the material

can be modified in a process called doping. Unlike in other, more conven-

tional semiconductors, intrinsic defects in CIS provide alone a sufficient

concentration of charge carriers for device operation, making the mate-

rial natively doped. However, it has been experimentally observed that

the addition of small amounts of sodium further enhances the electronic

performance of CIS-based solar cells. In this work, both intrinsic and

sodium-related point defects are therefore considered.

The formation energies of relevant point defects in CIS are presented in

Figure 4.2 as a function of the Fermi level position. The range of Fermi
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Cui VCu

InCu

(Se-Se)Se

Figure 4.1. Schematic illustration of selected point defect configurations in the CIS chal-
copyrite lattice: VCu, Cui (octahedral site), InCu, and (Se-Se)Se. Copper atoms
are denoted in blue, indium atoms in red, and selenium atoms in green.

energy extends from the calculated VBM (corresponding to 0 eV) up to

the experimental band gap (1.04 eV). The formation energies have been

computed with Equation 3.6 after finite-size-scaling extrapolation as de-

scribed in Section 3.4.1. Finite-size scaling is crucial to take into account

since the error in the formation energy computed in a 64-atom supercell,

for instance, can be several tenths of eV for a defect in the 1− charge

state and much larger, even of the order of eV, for defects in higher charge

states. The extrapolation itself leads to some uncertainties, which are

expressed as error bars in the side panel in Figure 4.2.

Figure 4.2 shows that most of the considered intrinsic defects are sta-

ble in only one charge state and do not create charge transition levels

within the band gap. In each case, the stable charge state can be de-

duced from the slope of the linear function in accordance with Equation

3.6. The stable charge states find correspondence from the Kohn-Sham

band structures, which should be evaluated to gain an understanding of

the electronic behavior of each defect (see Section 4.4).

Among these intrinsic defects, copper-related defects such as VCu, CuIn,

InCu, and Cui stand out as the most prominent ones under most chemi-

cal conditions. Copper vacancy has a particularly low formation energy,

which can even reach zero under copper-poor conditions. This point marks
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the so-called Fermi pinning level where copper vacancies start to form

spontaneously and compensate any attempt to further elevate the elec-

tron doping level. Likewise, the formation energies of InCu and CuIn an-

tisites remain below about 2 eV under most chemical conditions and may

fall to zero at both doping extremes of the material. Additional copper

atoms, interstitials, are also easily accommodated into the lattice com-

pared to other types of interstitials. In contrast, the formation of indium

defects, VIn and Ini, is suppressed due to their mostly very elevated for-
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Figure 4.2. Formation energies of native point defects (upper panel) and Na-related de-
fects (lower panel) in CIS as a function of Fermi level position. At the copper-
rich limit, the corresponding chemical potentials for In and Se are ΔμIn = 0
eV andΔμSe =−1.21 eV. At the copper-poor limit, the chemical potentials are
ΔμCu = −0.79 eV, ΔμIn = −1.63 eV, and ΔμSe = 0 eV. The dashed line marks
the band gap obtained with HSE06.
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mation energies. All of these defects are structurally characterized by

an isotropic relaxation, whose magnitude depends on the nature of the

defect.

Selenium defects, VSe and (Se-Se)Se, exist predominantly in the neutral

charge state, maintaining constant formation energies almost through-

out the Fermi energy range. They affect their atomic surroundings very

differently than the typical cationic defects both from the electronic and

structural points of view. VSe induces a transition level ε(0/2−) at 0.85 ±
0.20 eV above the VBM and may thus act as an electron trap, whereas

the selenium dumbbell, depending on its orientation, may induce a de-

fect level slightly above the VBM and may thus participate in p-type con-

ductivity. Regarding structural factors, the removal of a selenium atom

leads to strong anisotropic elastic relaxation with the nearest-neighbor

indium atoms forming a bond while the copper atoms are pushed away

from each other. This relaxation becomes stronger when the charge state

of VSe changes from 0 to 2−. The lowest-energy configuration for an extra

selenium atom is a dumbbell configuration, where it pairs up with a lat-

tice selenium atom. Although additional copper and indium atoms could

also form dumbbell structures, they are local minimum-energy states sur-

rounded by very low barriers and can therefore dissociate very easily.

Introducing sodium into CIS creates additional defects in the lattice. As

shown in Figure 4.2, Na prefers to occupy a copper site, either forming

NaCu or even a (Na-Na)Cu dumbbell whenever there are vacant copper

lattice sites available. Under copper-rich conditions, Na may either stay

as an interstitial or replace a lattice copper atom. The formation of NaIn
or NaSe defects is not favored due to their relatively high formation ener-

gies. It should be noted that in the case of extrinsic defects, the thermal

formation energies cannot be used as an absolute measure of defect quan-

tities since the actual sodium concentration in CIS is not determined by

thermal concentration but rather by external conditions such as growth.

4.2 Diffusion kinetics: How do point defects migrate in CIS?

Instead of holding still, vacancies and interstitials are constantly exchang-

ing sites with lattice atoms, jumping in between them, and diffusing around

the crystal lattice. Defect diffusion not only leads to a redistribution of the

defects themselves, with part of them agglomerating into clusters, but it

also mediates mass transport starting from film growth and persisting
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Figure 4.3. Migration paths for copper vacancy (upper panel) and copper interstitial
(lower panel) in CIS. The diffusing copper atoms are drawn in yellow and
indium atom in blue. The red stars and open circles represent values calcu-
lated with HSE06 and PBE-GGA, respectively. The dotted lines are guides to
the eye. For clarity, only one-eighth of the 64-atom supercell is displayed in
the schematic figures (from Publication IV).

during device operation. In this Section, the fastest-diffusing defects in

CIS are identified, and their role as mass-mediating agents is considered.

These results have been presented in Publications III and IV.

The viable diffusion jumps in a lattice can bemodelled with the climbing-

image nudged-elastic-band (CINEB) method [71], which outlines the mi-

nimum-energy path between given initial and final states. The climbing-

image algorithm makes sure that the saddle point of the path is reached.

The energy barrier faced by each defect is then calculated as the en-

ergy difference between the saddle-point and lowest-energy configura-

tions. Within the lattice structure, jumps can terminate at the first-

nearest-neighbor (1NN) shell or extend over longer distances. In this

work, jumps to the 1NN and 2NN shells have been considered for the

vacancies and between two equivalent lattice sites for the interstitials. In

both cases, jumps may result in the creation of antisites if the jumping

defect is transferred into another sublattice.

Besides these energy barriers, the rate of atomic diffusion depends on
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the formation energy of the mediating defect in thermal equilibrium. The

sum of these two terms, the activation energy, can be used to evaluate

the magnitudes of distinct diffusion mechanisms under different chemical

conditions. For each elemental component of CIS, self-diffusivity is a com-

petition between vacancy-mediated and interstitial-mediated processes,

one of them dominating in each compositional regime. The leading mech-

anism for each component may also vary depending on temperature, but

it was not found to be affected in typical growth and processing tempera-

tures in this work.

Of the three components forming CIS, copper is found to be the fastest

diffusing element. Both of its mass-mediating agents, VCu and Cui, exist

in the material abundantly and face rather low energy barriers of 1.09

and 0.22 eV, respectively (see Figure 4.3). Copper interstitials mediate

mass transport under copper-rich conditions. Under copper-poor condi-

tions, mass transport occurs via interstitials up to Fermi level position of

0.2 eV and via copper vacancies at higher electron doping levels.

Likewise, selenium mass transport is sensitive to the stoichiometry of

the material. Under selenium-rich conditions, selenium mass transport

relies solely on (Se-Se)Se dumbbells, which diffuse with a barrier of 0.24

eV. Under selenium-poor conditions, a competition takes place between

the dumbbells and selenium vacancies, whose diffusion is hindered by a

migration barrier of 2.19 eV. Selenium dumbbell, in particular, experi-

ences a very diverse potential energy surface, and its diffusion path is

much more complicated than for any other considered defect. Selenium

diffusion requires higher temperatures than copper to become feasible

since its activation barriers are greater.

Surprisingly, indium plays no role in long-range mass transport in CIS;

instead, indium vacancies and interstitials participate in mechanisms

that promote the formation of antisites in the cation sublattice. VIn would

rather jump to the 2NN copper site, forming CuIn-VCu (activation barrier

of 0.70 eV) than to exchange sites with an indium atom (1.00 eV). Ini,

for its part, will always kick out a copper atom into an interstitial site,

forming InCu-Cui provided it overcomes a barrier of 0.28 eV. The role of

these indium-related processes is, however, diminished by the negligible

thermal concentrations of indium defects.
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4.3 Defect interactions: Which kinds of complexes can point
defects form in CIS?

In the previous Section, the migration jumps of individual defects were

considered in an infinite crystal. However, in real crystals, the potential

energy surface experienced by a defect can be modified by the nearby pres-

ence of other defects. For instance, a defect may get trapped by another

defect through an attractive potential, leading to the formation of a defect

complex. These phenomena are controlled by temperature and result in

constant formation and dissociation processes even at room temperature.

In this Section, the thermodynamic and kinetic factors behind defect com-

plex formation and dissociation in CIS are evaluated. These results have

been presented in Publications IV (native defects) and V (sodium).

In addition to being thermally formed, defect complexes can be frozen

in already during material growth and processing, or alternatively can be

created as a result of monodefects diffusing and binding together. Film

growth conditions typically remain far from equilibrium, and the follow-

ing equilibration of microstructure is limited by atomic diffusion. Defects

and complexes frozen in may therefore give a substantial contribution to

defect concentrations. Their stability against thermal dissocation deter-

mines the time interval when they can be expected to affect the material

properties. In this thesis, these processes are considered for InCu-2VCu,

CuIn-InCu, VSe-VCu, and VSe-2VCu.

Except for the antisite pair, a common denominator for all the consid-

ered complexes is copper vacancy. As was demonstrated in Section 4.2,

copper vacancy is able to diffuse fairly easily in the material compared

to other point defects, and thus it can promote the kinetic formation of

VCu-related complexes. The interaction potentials for each pair or triplet

are plotted at different separations as they are approaching each other in

Figure 4.4. The defect triplets have been considered to form in two steps,

with two defects first binding together, followed by a third defect.

In each case shown in Figure 4.4, the binding energy grows rather smooth-

ly when the defects are brought closer together and reaches its maximum

when they occupy nearest-neighbor (1NN) sites. Complex formation is

thus clearly favored over an infinite separation of the defects, with binding

energies in the range of 0.19-0.30 eV in VCu-related defects and amount-

ing to 0.70 eV in the antisite pair. The separation at which the binding

energy starts to increase from zero, i.e. the defects become aware of each
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Figure 4.4. Left panel: Binding energies at different separations between defects. In
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Right panel: Schematic illustration of how the potential energy surface expe-
rienced by a defect is altered by the nearby presence of another defect.

other, can be considered a capture radius inside of which defects can trap

each other. The capture radius is rather long, spanning several lattice

constants, for InCu-VCu and InCu-2VCu, whereas it is much shorter for va-

cancy pairs and triplets. Overall, there exists a thermodynamic driving

force for the creation of these defect complexes in CIS, which sets in much

earlier in complexes involving InCu than in vacancy complexes. Part of

the driving force probably stems from electrostatic attraction since the

complexes with highest binding energies are oppositely charged − indeed,

InCu and CuIn exhibit charge states of 2+ and 2−, respectively. Elastic

relaxation can also play a role in favoring complex formation, as with

InCu-VCu, whose elastic relaxation is not fully accommodated in a small

supercell and becomes stronger with the increase of the supercell size.

Together, the binding energy at 1NN configuration and the migration

barriers surrounding the complex determine the dissociation energy, that

is, its stability against thermal dissociation. For the considered com-

plexes, contributions from binding energies are relatively small, mostly
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0.2-0.3 eV, which do not indicate particular stability by themselves. Yet

adding up the migration barrier of VCu, 1.09 eV, results in dissociation en-

ergies in the range of 1.3-1.4 eV. Therefore, the considered complexes will

not dissociate frequently at device operating temperatures once formed or

frozen in.

In order for complex formation to occur, the binding energy can actually

be negligible provided that the barrier for jumping away is large enough.

This is the case if Na is introduced into CIS. Na prefers to occupy cop-

per sites, forming NaCu. This substitutional defect can capture a copper

vacancy based on kinetics: though the complex NaCu-VCu has a vanish-

ing binding energy, the barrier for exchanging places between VCu and

NaCu amounts to only 0.35 eV compared to VCu jumping off with 1.09 eV.

Therefore, these two defects will form a dynamically stable complex: it is

energetically much less costly for VCu to jump back and forth with the an-

tisite than to jump away in the opposite direction. More broadly speaking,

this will also reduce copper diffusion in CIS in the presence of Na.

4.4 Band structures: How do point defects modify the electronic
properties of CIS?

Point defects typically induce defect levels within the band gap of the host

material, thereby altering its electronic properties. The effect on the elec-

tronic structure can depend on whether the defect stays isolated or is part

of a defect complex. Defect levels also provide an important measure when

identifying point defects experimentally. In this Section, defect-induced

levels are examined in CIS and it is shown that recombination centers

in this material arise from selenium-related point defects. These results

have been presented in Publications II and IV.

A first impression of the electronic effect of a defect on the host mate-

rial can be obtained by computing the corresponding Kohn-Sham band

structure in a few different charge states and carefully studying whether

defect-induced levels appear there. While, strictly speaking, the Kohn-

Sham eigenvalues are not one-electron energies and thus cannot be di-

rectly compared to experimental spectra, they still provide an important

qualitative view of the electronic levels. A defect-induced level lying within

the Kohn-Sham band gap region is a necessary though not sufficient con-

dition for a transition between two charge states to take place. Therefore,

if no defect-induced single-particle levels appear in the band gap region
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in any charge state − while acknowledging the extent to which finite-size

effects may displace defect levels − it can be concluded that the defect

will remain stable in only one charge state and not have transition levels

within the gap. The quantitative values for charge transition levels must

be calculated from total-energy differences as has been done in Section

4.1.

The Kohn-Sham band structures corresponding to selected prevalent

point defects in CIS are presented in Figure 4.5. Regarding the cation

defects located in the cation sublattice, it can be clearly seen that none of

them yields single-particle levels in or near the band gap. Each of these

defects can therefore exist in only one charge state corresponding to the

fully occupied valence band.

In contrast to these cationic defects, selenium-related defects induce

single-particle defect levels within the CIS band gap. This indicates that

they can exist in multiple charge states. When the levels are filled only

up to the VBM, unoccupied defect level(s) located in the upper part of

the gap may hybridize with the lowest conduction-band states. The addi-

tion of electrons is typically accompanied by strong lattice relaxation and

single-particle defect levels shifting downwards in the band gap region,

as depicted for VSe in Figure 4.5. The selenium-related defects are likely

to act as recombination centers in the material, and particular attention

should be paid to them when attempting to reduce charge carrier recom-

bination in CIS.

According to Figure 4.5, the Kohn-Sham band structures of the consid-

ered defect complexes seem to retain the characteristics of the isolated

defects. When a cationic monodefect (such as VCu or InCu) has no single-

particle levels within the gap, bringing two or more cationic defects to-

gether (such as InCu-2VCu) does not affect the electronic properties of the

material. Similarly, complexes involving a selenium-related defect such

as VSe display the same features as the isolated selenium defect as in the

case of VSe-VCu and VSe-2VCu. Yet the formation of a charge-neutral com-

plex passivates the possibly electrically active monodefects.
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5. Discussion and outlook

5.1 Critical evaluation of exchange-correlation functionals

Despite the success of DFT in describing and predicting material proper-

ties, the outcome of the calculations often remains sensitive to the choice

of the exchange-correlation functional. The most widely used functional,

LDA, is known to underestimate semiconductor band gaps, which leads

to broad uncertainty ranges for various defect-related quantities. The hy-

brid functional HSE06 employed in this thesis has been shown to provide

an improved description of structural and electronic properties. Besides

the exchange-correlation functional, the accuracy of the calculations also

depends on how the finite-size effects arising from the limited supercell

size are addressed. In the following, the reliability of the present results

is assessed and compared to previously reported LDA results.

One of the most fundamental quantities in point defect calculations is

the formation energy. In the case of a defect in a charge state correspond-

ing to a fully occupied valence band, the formation energy is often as-

sumed to be a ground-state property that should be well described even

with (semi)local functionals [72]. However, this should not always be

taken for granted [73]. Moreover, when the defect involves occupied gap

levels, the computation of its formation energy will face similar problems

as when trying to calculate excitation energies starting from a ground-

state theory [2]. Therefore, switching to a hybrid functional, which opens

up the gap, can be expected to improve the formation energy values com-

pared to (semi)local functionals. It turns out that HSE06 generally in-

creases the formation energies of negatively charged defects and decreases

those of positively charged defects− this has been attributed to a lowering

of the VBM, which is used as the reference point when computing forma-
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tion energy values [2, 74]. The change in the position of the VBM − when

aligned to the average local potential − signifies that HSE06 corrects, in

part, the self-interaction error inherent in (semi)local functionals. Often,

however, the reported values do not only reflect the functional used, but

also various a posteriori corrections that have sometimes been used on top

of each other, thus complicating direct comparison between different stud-

ies. This being said, the results presented in this work mostly validate the

relative magnitudes of the defect formation energies obtained in previous

studies [22, 24, 30, 32]. In particular, the role of copper-related defects

has been emphasized in all works. An exception is Cui, which based on

the first DFT calculations employing LDA was shown to have a high for-

mation energy and thus its existence was dismissed [24], until recently

its role was reconsidered based on HSE06 calculations [21].

In calculating formation energies, a critical step comes from the choice

of elemental chemical potentials. The first defect calculations in CIS em-

ployed atomic chemical potentials [23]. This was later criticized in [24],

where the current standard procedure was set to using metallic chemical

potentials instead. Yet even employing the same procedure does not guar-

antee uniform outcomes as exchange-correlation functionals differ in how

well they describe the energetics of different elements. HSE06 performs

well overall and, for instance, improves the description of indium and sele-

nium atomization energies compared to semilocal PBE-GGA. Meanwhile,

HSE06 is known to fail in the description of transition metals [75]. In

this thesis, the atomization energy of fcc copper computed with HSE06 is

found to be underestimated by 0.44 eV compared to experiment, whereas

GGA-PBE is able to reproduce the experimental value remarkably well.

This deficiency may result in an overestimation (underestimation) of de-

fect formation energies involving a removal (addition) of a copper atom.

Compared to formation energies, quantities computed from energy dif-

ferences between two defect configurations, such as migration barriers

and binding energies, should be less susceptible to the choice of exchange-

correlation functional due to the cancellation of various terms and may

therefore be considered to be more reliable. Indeed, the results in this

thesis show that the agreement between PBE-GGA and HSE06 in this

respect is very good. Yet this outcome may not reflect a general trend be-

tween the two functionals. Rather, it can stem from the fact that these

configurations do not involve occupied defect levels within the band gap

but correspond to fully occupied valence bands [73]. The migration barrier
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values computed with either functional stay mostly the same − the only

major differences arise when the diffusion path shows marked complexity

or when the functionals give a different ordering of energetic preference

between different configurations. For instance, the energy minimum for

Cui is reached at the trigonal site with PBE-GGA and at the octahedral

site with HSE06. Moreover, the diffusion jump of Ini is qualitatively dif-

ferent depending on the functional used: it can only go to take over a cop-

per site with HSE06, while PBE-GGA allows jumps from one equivalent

site to the next one. Regarding binding energies in this thesis, they are

practically not affected by the choice of exchange-correlation functional.

Yet, it is demonstrated that binding energies depend strongly on the su-

percell size, similar to formation energies, and that this effect must be

taken into account to obtain qualitatively correct descriptions of defect

interactions, such as whether two defects attract or repel each other.

The most widely recognized problem of point defect calculations within

DFT is that they do not allow relating experimentally observed ioniza-

tion levels to specific defects with a high level of confidence. As a matter

of fact, disagreement over stable charge states and ionization levels also

persists within the theoretical community. This problem reflects in part

the band gap underestimation, finite-size effects, correction schemes em-

ployed for these two deficiencies, and how the results are interpreted in

the end. Zunger’s group has assigned at least one transition level for each

point defect in CIS, bringing forth VCu as the dominant acceptor-type de-

fect [24, 30] and InCu as the main donor [27]. In contrast, by studying

Kohn-Sham band structures in this thesis, it is concluded that the preva-

lent cationic defects do not create defect-induced levels within the CIS

band gap, thereby sustaining only one stable charge state each. It is sug-

gested that the levels reported by Zunger arise from occupying extended

bulk states near the VBM or CBM instead of defect-induced ones. Though

these defects could, in principle, also create hydrogenic effective-mass-like

states [76, 77], this can be neither confirmed nor rejected by the current

status of DFT calculations. Moreover, the errors involved in the present

calculations are invariably larger than the distance of the suspected de-

fect levels from the band edges. Speculations on the topic are therefore

intentionally restrained in this thesis.

Overall, although HSE06 has brought a least a partial resolution to the

band gap problem, one step has been taken back due to computational

restrictions on the supercell size. The finite supercell size basically af-
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fects all defect-related properties: formation energies, migration, binding,

and − most severely − charge transition levels. While all of these can

be corrected to a decent degree of accuracy by extrapolating to the dilute

limit, the question about effective-mass-like states persists. Recently, an-

other approach combining DFT and GW aimed at resolving this issue by

employing a staggering supercell of 64 000 atoms [78]. Routine calcula-

tions of this size remain, however, far from the present status of compu-

tations, and reported results on point defect calculations should be evalu-

ated keeping in mind the associated error bars though they are often not

explicitly shown. In any case, there is no doubt that point defects in CIS

would be play important roles when reaching for optimal solar cell per-

formance or that theoretical calculations have so far provided invaluable

support for the understanding of these effects.

5.2 Practical implications

In this thesis, point defects in the solar cell absorber material CuInSe2
(CIS) have been investigated with density-functional theory employing a

hybrid exchange-correlation functional. Point defects such as vacancies,

antisites, and interstitials as well as impurities are a determining factor

for the conversion efficiency of a thin-film solar cell by controlling doping

but also by degrading device performance. Additionally, point defects play

a role in material growth and processing by mediating diffusion. The aim

of the thesis was therefore to gain a comprehensive understanding of the

defect behavior and its effect on the electronic properties of the material,

which would benefit the systematic development of CIS-based solar cells

towards greater conversion efficiencies.

CIS is known to tolerate large compositional inhomogeneities and ex-

hibits a variety of point defects. Both prior and present theoretical cal-

culations agree on the most prominent point defects in CIS, most impor-

tantly, VCu, InCu, and CuIn. The observed off-stoichiometry in CIS and its

tendency to copper-poorness may thus be at least partly explained by the

abundance of copper vacancies and the mixing of atomic species in the

cation sublattice. In this thesis, it is shown that even cationic antisite

pairs may arise in CIS provided that they are formed already during film

growth followed by fast cooldown. Further, mechanisms promoting the ki-

netic formation of cationic antisites are identified, which at the same time

suppress the mass transport of indium.
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Though indium diffusion is shown to be negligible, the other two compo-

nents of CIS may diffuse. It is demonstrated that diffusion mediated by

copper vacancies and interstitials make copper the most mobile species in

the compound, validating experimental observations [79, 80]. Selenium

diffusion is led either solely by selenium dumbbells or dumbbells together

with selenium vacancies depending on chemical conditions. In actual CIS

samples, grain boundaries are also expected to play an important role in

defect diffusion.

Based on studying defect interactions, it is shown that there exists a

thermodynamic driving force towards the creation of specific defect com-

plexes. Indeed, most of the prominent point defects may take part in com-

plexes such as InCu-2VCu and VSe-VCu. The formation of charge-neutral

complexes in CIS has been previously invoked several times to explain

the discrepancy between experimentally measured charge carrier and de-

fect concentrations [81, 82], the tolerance to off-stoichiometry, as well as

the creation of ordered-vacancy compounds [24], but has never been prop-

erly validated until now.

Interaction of intrinsic defects with impurities can lead to surprising

effects: it is found that by introducing sodium atoms into CIS, copper

mass transport is reduced due to the capture of copper vacancies by NaCu

defects. This finding provides an explanation for the experimental obser-

vation of sodium reducing copper diffusion at low substrate temperatures

[83]. This mechanism should also affect the defect distribution within the

material, including a decrease in the concentrations of other VCu-related

complexes following the reduction in available copper vacancies. These

atomic-scale rearrangements could be one reason behind the experimen-

tally demonstrated improvement of the performance of CIS-based solar

cells with the incorporation of sodium (see Refs. [5, 84] and references

therein).

The effect of a point defect or defect complex on the electronic properties

of CIS is found to essentially depend on whether the defect is of cationic

or anionic type. Among the prevalent point defects in CIS, only selenium-

related anionic defects are observed to create deep defect levels within

the band gap, implying that they may act as recombination centers. This

finding should be taken into account when attempting to reduce charge

carrier recombination in the bulk, which is the main type of carrier loss

mechanism in copper-poor CIS-based solar cells [85, 86, 87].

This thesis unravels several competing atomic-scale processes affecting
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the defect distribution within CIS. However, having all of the mechanisms

operating simultaneously, it is very difficult to tell a priori which of them

would be dominant in determining the observed properties of the mate-

rial. This question could be studied further by performing kinetic Monte

Carlo simulations starting from all the values obtained in this work given

as input.

The results presented in this thesis outline a view of the defect mi-

crostructure in CIS from a computational perspective, examining atomic-

scale phenomena such as mass transport and defect clustering that re-

main practically out of reach in experiments. These findings can be used

in gaining control over the CIS material growth process, and ultimately,

film quality and device operation. Furthermore, the thesis provides a com-

prehensive theoretical framework for studying the microstructure forma-

tion in a three-component compound.
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