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1. Introduction

Non-road mobile machineries (NRMMs) are vehicles whose aim is to pro-

duce effective work in mobile positions. This category includes devices

such as, harbor straddle carriers; mine loaders; forest work machineries,

for instance, harvesters and forwarders; and military vehicles. Comple-

mentary terms for an NRMM are an off-road heavy vehicle [Chan et al.,

2010; Ehsani et al., 2007], or even a heavy-duty vehicle [v. Walwijk, 2009].

The powertrain, which is the focus of this research, functions as a part of

NRMMs.

Thus, a powertrain refers to the part of a vehicle that generates power

and provides a path for power from the source to its load. In general,

a powertrain may consist of various different components, due to the di-

verse purposes of NRMMs as illustrated in example Fig. 1.1. A harbor

straddle carrier is used to lift, move, and descend containers in a harbor

area. An underground mining loader charges a bucket at the end of an

underground mine and hauls ore to a point from where an underground

truck carries ore the rest of the way up. A forwarder collects logs with a

boom and delivers logs next to the road from where a truck is able to pick

up logs for road transportation.

b ca

Figure 1.1. Different non-road mobile machineries; (a) harbor straddle carrier, (b) mine
loader, and (c) forwarder.

The powertrain, for instance in a passenger car, consists of an internal
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combustion engine (ICE), a gearbox, driveshafts, and differentials. In this

vehicle, the ICE operates as a source, and the wheels operate as loads. An-

other example of powertrain design can be found in a diesel-electric train,

which consists of an ICE, generator, rectifier, inverters, and traction ma-

chines. This type of a powertrain transforms rotational movement into an

electric current and back to rotational movements. The third example of

powertrain design is hydraulic, which is usually operated in hydrostatic

means. In that powertrain, the ICE rotates a hydraulic generator that in

turn is connected via hydraulic hoses to hydraulic motors. In such cases,

the fluid pressure of the hoses is kept constant. Furthermore, this dis-

sertation uses the word “powertrain” as described in the context of these

three aforementioned examples. Synonyms are used to denote the power-

train [Chan et al., 2010; Ehsani et al., 2007], such as drivetrain [Ehsani

et al., 2007; v. Walwijk, 2009; Chan, 2007], driveline, and transmission.

In the conventional car powertrain, the ICE operates as a source, and

the wheels to the environment contacts operate as loads. Thus, a two-

wheel drive has two bodies that create a load for the ICE, and a four-wheel

drive has four. The ICE usually couples mechanically to loads and, thus,

always operates at a speed defined by a vehicle speed and a gear ratio.

In practice, loads define the torque and speed of the ICE and therefore,

it cannot be operated in the best efficiency operation area. Moreover, the

ICE cannot absorb more regenerative power than the parasitic loads on

the ICE shaft consume, and therefore, during deceleration the kinetic en-

ergy from the vehicle body is consumed as heat in the brakes. On the other

hand, some trains and ships have adopted the diesel-electric powertrain

that relieves the ICE from the mechanical speed of a load. Furthermore,

in trains the diesel-electric powertrain is needed if the railway line is lack-

ing power lines. Such high cost high power applications as these have con-

ventionally used electric powertrains. However, the diesel-electric power-

train cannot provide regenerative energy recuperation, although electric

traction machines and inverters could provide such an operation. In prac-

tice, the diesel-electric powertrain only lacks a suitable energy storage

system (ESS).

In comparison to cars, heavy-duty vehicle powertrains are more diverse.

Besides the need for kinetic energy, heavy-duty vehicles often need linear

movement for actuators, such as, buckets, hoists, and booms, which are

usually operated with hydraulic cylinders. The movements and payloads

of hydraulic actuators yield another load for the ICE, and may demand
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high peak powers. Conventionally, hydraulic actuators have introduced

partly or fully hydrostatic power transfer to the powertrain of a heavy-

duty vehicle. The hydrostatic power transfer has traditionally had low

overall energy efficiency that is in the range of less than 10 % due to

partial loading of an ICE with high constant speed. Furthermore, in con-

ventional designs, the hydraulic transmission has transferred power in

only one direction, thus preventing regenerative energy recuperation.

Heavy-duty vehicles are a diverse group as described earlier. Trucks,

cranes, tractors, bucket loaders, and trains among others can be included

in this category. These vehicles are operated only on bounded sites, and

thus called as non-road mobile machineries.1 There is an enormous di-

versity and complexity in powertrains of NRMMs with respect to road

vehicles. For instance, powertrains of NRMMs differ from road vehicles

by their dimensions, power requirements, production amounts, emission

regulations, and permanence of environmental conditions. Traditionally,

NRMMs have been built with a mechanical, hydraulic, or diesel-electric

powertrain. The conventional designs of NRMM powertrains have not

usually enabled regenerative energy recuperation, which is available in

most NRMM work cycles as kinetic and potential energy forms. In the

traditional design, regenerative energy has been converted into heat in

mechanical brakes, hydraulic valves or in brake resistors. Moreover, sys-

tem efficiency is low during engine idling, i.e. partial loading of an ICE.

These reasons lead to low overall energy efficiency in a system. For in-

stance, the corresponding system efficiency in a conventional passenger

car application is in the range of 14. . . 22 %, and with a hybridized system

29. . . 30 %, respectively [Åhman, 2001]. Furthermore, through hybridiza-

tion, low emission by-production in power generation, and lower or even

locally zero-emission powertrains can be successfully achieved [v. Wal-

wijk, 2009]. Therefore, different hybrid powertrain topologies are studied

for the regenerative energy recuperation of the NRMM powertrain.

A hybrid vehicle powertrain can be realized in many different ways. In

general, different combinations of mechanical, hydraulic and electrical

power transfer components may come into question for the right choice

1According to Directive 97/68/EC. Non-road mobile machinery: any mo-
bile machine, transportable industrial equipment or vehicle with or
without body work, not intended for the use of passenger- or goods-
transport on the road, in which an internal combustion engine is in-
stalled. [Online]. http://ec.europa.eu/enterprise/sectors/mechanical/non-road-
mobile-machinery/index_en.htm (Last accessed on 23th of Sept. 2013)
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of the drivetrain topology for a specific case. For example, series, par-

allel, series-parallel, and complex hybrid electric vehicle architectures

have been defined in [Chan, 2007]. However, feasible powertrain topology

choices are predefined based on the application field, and thus, the study

for hybridizing a powertrain in the NRMM concentrates on the series-

hybrid electric vehicle (SHEV) topology [Chan et al., 2010; Ehsani et al.,

2007].

This series-hybrid electric powertrain can consist of several different en-

ergy sources and storages see Fig. 1.2. These energy sources usually are

engine and fuel cell, whereas the usual energy storage options are battery,

ultracapacitor, and flywheel [Burke, 2007]. Additionally, the driveline de-

mands controllable electric power conversions with power electronics de-

vices. Such devices change the form of the current from alternate to direct,

and vice versa, for the use of generator and electric machine. DC-DC con-

verters control electric power through different voltage levels in the driv-

eline, for the utilization of energy storage full capacity [Lai and Nelson,

2007]. The amount of options for the design of a hybrid driveline makes it

an undoubtedly complex process. The degrees of freedom in design arise

because of several energy storage options and their combinations, the siz-

ing of energy sources and storages, the energy source and storage inter-

face options, e.g. active or passive, and the control of active interfaces.

Thus, feasibilities and design procedures of series hybrid powertrains are

studied for the needs of NRMM manufacturer product development [Gao

et al., 2007]. The importance of the study arises—specifically, due to the

complexity of the subject, implementation of a new design, lack of already

known design principles, and the education of new engineers. Therefore,

efficient modeling principles for the NRMM powertrain design are consid-

ered in this research.

Thus, this study concentrates on the series-hybrid electric powertrain,

which has all system loads connected to the common DC-bus. In other

words, all system loads are treated as one load that is consumed from the

common DC-bus. This simplification neglects the realization of the load,

since this would lead to an overly diverse research area.

As a summary, the goal of this dissertation is to provide design knowl-

edge, and tools for development of series-hybrid powertrains in NRMM

applications. In some NRMMapplications, conventional powertrains need

to be re-designed due to low-energy efficiency, and lack of regenerative

energy recuperation. As design options, there exist various types of pow-
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Figure 1.2. Component options for different series-hybrid electric vehicle powertrains.

ertrains, as different types of hybrids, and as different types of series-

hybrids which are discussed in Section 1.2. In practice, the engineer

should be capable of choosing the right powertrain for a specific applica-

tion. Therefore, contributions have been made in order to reach previous

common goals.

This dissertation is organized as follows: Chapter 1 defines the back-

ground and scope, and previews the history as well as the state of the

research of the topic; Chapter 2 describes used modeling methods and as-

sesses maximum measurement errors and parameter sensitivities with

the Monte Carlo method; Chapter 3 summarizes publications; and Chap-

ter 4 concludes this dissertation.

The publications included in this dissertation are reprinted at the end.

1.1 History

Development Milestones of an Early Electric Vehicle

The invention of the electric vehicle has been attributed to various peo-

ple from the 1820s to 1900s. Named contributions began with Ányos

Jedelik in 1828, who demonstrated an early type of electric motor. Af-

ter several other contributions, in 1881, French inventor Gustave Trouvé

demonstrated a working three-wheeled automobile at the International

Exhibition of Electricity in Paris, which was powered by 0.1 horsepower

DC motor and weighted 160 kg.

The 1890s was an era of rapid development of an electric vehicle. The

first commercially successful electric car, able to carry six passengers at
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16 km/h, was made in 1893 by Paul Pouchain. Later, Camille Jenatzy

broke the 100 km/h speed barrier with an electric vehicle in 1899 for the

first time. Development was rapid due to a series of competitions that

promoted technical improvements.

The first hybrid vehicles reported were shown at the Paris Salon in 1899

with a presentation of parallel and series-hybrid concepts. The series-

hybrid based on a pure electric vehicle, and built by the French firm Ven-

dovelli and Priestly.

During 1900. . . 1910, electric cars reached the height of their success,

and manufacturing amounts peaked in the United States by 1912. While

gasoline automobiles became more powerful, more flexible, and above all

easier to handle—electric vehicles started to disappear. Their high cost,

limited range and performance impaired them against the gasoline ve-

hicles. In nearly 60 years, the only electric vehicles sold were forklifts,

delivery vehicles, and golf carts. [Guarnieri, 2011a,b; Wakefield, 1994]

and [Ehsani et al., 2005, pp. 13-19]

Fuel Cell

Sir William Grove, who discovered that it might be possible to generate

electricity by reversing the electrolysis of water, made the first contribu-

tions for the fuel cell invention as early as 1839. It took until 1889 before

the term “fuel cell” came into use while Charles Langer and Ludwig Mond

tried to engineer the first practical fuel cell using air and coal gas.

It was remarkably later, in the 1950s, that Francis Bacon successfully

produced the first practical alkaline fuel cell. In the 1960s, an alkaline

fuel cell power plant was developed for the Apollo spacecraft. The plant

provided both electricity (1.5 kW) as well as drinking water for the astro-

nauts on their journey to the moon. A drawback in previous fuel cells was

that carbon dioxide would react with the alkaline electrolyte, and thus

reduced the overall efficiency of the fuel cell. Technologies with the non-

alkaline electrolytes became more attractive for terrestrial applications,

such as, solid oxide fuel cells, phosphoric acid fuel cells, molten carbonate

fuel cells, and proton exchange membrane (PEM) fuel cells that were later

considered the power source in vehicles.

Already in the early 1960s, Thomas Grubb and Leonard Niedrach devel-

oped the first PEM fuel cell while working in General Electric. The PEM

fuel cell technology was interesting but not immediately adopted by Na-

tional Aeronautics and Space Administration (NASA) space flights. The
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era of PEM fuel cells on space flights started with Gemini 6 to 12, between

1965 and 1966. Then in 1979, the company Ballard Power Systems was

established, and it has since grown to become a significant player in the

PEM fuel cell technology. [Ehsani et al., 2005, pp. 13-19] [Cook, 2002]

Evolvement of a Diesel-Electric Powertrain in Heavy Vehicles

The diesel-electric powertrain has long been used in some applications,

such as in locomotives [Teago, 1937], and ships [Harvey and Thau, 1925].

In the 1900s, electric propulsion was introduced to ships. In those days,

electrical systems were various kinds of AC or DC systems, and a power

source in the beginning was a turbine, and later on diesel engines were

utilized [Harvey and Thau, 1925]. In about 1925, the diesel-electric trac-

tion began to compete with other propulsion systems in locomotives [Teago,

1937]. Some decades later, in 1947, a braking resistor system was pro-

posed for a locomotive to prevent the need for brake shoe maintenance,

wheel wear, and to increase faster schedules for operation [Weiser, 1947].

Concerns about the environment triggered more research on electric ve-

hicles between 1955-1965, and as a result, a new thyristor inverter tech-

nology with advantages, including the use of asynchronous motors, was

adopted to traction motor considerations [Wakefield, 1994]. Simultane-

ously, an earth-moving DC electric drive vehicle, the 100-ton with 1100-

horsepower ore truck, was in commercial use. In those days, an ore truck

powertrain consisted of a gas turbine as a power source, DC generators

and motors. The motors were integrated in wheels with gearings [Kusko,

1968].

Research continued to adopt “commutator-less” AC-drives for locomo-

tives, military vehicles, battery powered electric vehicles, and other types

of NRMMs. In the middle of the century, NRMM powertrains were real-

ized by diesel engines with gear-shift and torque-converter transmissions

[Kusko, 1968]. By 1973, the new converter technology with asynchronous

traction motors had been introduced to diesel-electric locomotives. At that

time, a diesel-electric powertrain consisted of a diesel generator-set with

a passive diode rectifier, DC intermediate circuit with a braking resis-

tor, and thyristor-based inverters operating asynchronous traction motors

[Brenneisen et al., 1973].

Rise of New Interest in Electric Vehicles

In the 1970s, the period of energy crises increased the interest of vehi-

cle manufacturers towards electric vehicle research. The energy crisis
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was a period in which the major industrial countries of the world faced

substantial shortages of petroleum. The two worst crises of this period

were the 1973 oil crisis, and the 1979 energy crisis. Oil prices first rose

in the early 1970s, and then declined during the late 1970s, thus leaving

electric vehicle research interest dependent on its environmental impacts

[Rajashekara, 1994].

In the beginning of the 20th century, battery capacities were around

0.02-0.07 kWh/kg, and by 1988, it was understood that theoretical bat-

tery capacities would stay under 0.3-2.8 kWh/kg [Ehsani et al., 2005, pp.

13-19] and [Wakefield, 1994]. On the contrary, gasoline and diesel energy

densities are in the range of 12 kWh/kg. Thus, it was agreed that elec-

tric vehicles could never compete with gasoline automobiles in the driving

range. The automobile industry begun to concentrate on research of hy-

brid and fuel cell vehicles for long-range vehicular purposes [Ehsani et al.,

2005, pp. 13-19]. Furthermore, energy densities of batteries are currently

still within 0.05-0.15 kWh/kg [Thounthong and Raël, 2009].

In the 1960s, General Motors (GM) resurrected its research (since the

1910s) on electric and hybrid vehicles. For instance, in 1966, the first fuel

cell van was demonstrated. At that time, the fuel cell system was reported

to be too expensive and complicated.

In 1968, an electrically powered six-wheel military vehicle was demon-

strated with ICE, AC generator, inverters, and wheel motors. That same

year a series-hybrid powertrain, with the Stirling engine providing power

to a passive battery pack, was tested in a small size passenger car [Ra-

jashekara, 1994]. Thus, by 1983, research for hybridizing vehicle power-

trains had already a long history. Meantime, development of a parallel

hybrid test vehicle was reported in [Trummel, 1983].

By the 1990s, automobile manufacturers became interested in hybrid

and fuel cell applications. Several demonstrations were made for both

in the 1990s. Commercial markets of hybrid vehicles were initiated in

1997 by Toyota Prius [Chan, 2007], and the commercialization of the fuel

cell vehicle is still waiting to begin. Fuel cell vehicles currently exist for

all modes of transport. The most prevalent fuel cell vehicles are forklifts

and material handling vehicles. However, there are currently no fuel cell

cars available for commercial sale. The major challenges for fuel cell tech-

nology commercialization are on lowering the cost of volume production,

and increasing reliability as well as permanence. [v. Helmolt and Eberle,

2007]
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1.2 State of the Research

The previous section states the long history of electric, hybrid and fuel cell

powertrains. Despite this lengthy history, the field of hybrid powertrain

research is in a relatively early phase. An increase in publicly available

publications related to the topic began in the late 1990s. However, this

section concentrates on recent proceedings on the field, thus covering the

early 2000s.

By the year 2007, Terminal Systems Inc. reported completion of the

preliminary testing of their first ECO Crane with a diesel/battery hybrid

powertrain [Stark, 2007]. The application is similar as in Fig. 1.1 (a), and

studied in Publications I and V. Other proceedings relating to a compara-

ble system have been reported in [Baalbergen et al., 2009] and [Kim and

Sul, 2006].

Publication [Baalbergen et al., 2009] reviews six different energy man-

agement strategies (EMS) for a diesel-electric system with energy storage.

Furthermore, that publication focuses on providing design rules for dif-

ferent series-hybrid powertrains with a passive high power (HP) battery

pack or an active ultracapacitor pack as possible energy storage. The re-

search proposes methods with which to compare different EMS strategies,

and compares the HP battery powertrain topology cost sensitivities with

different EMSs, but will not proceed to conclusions on the supremacy of

either an active ultracapacitor buffering or an HP battery buffering. Fur-

thermore, the study neglects weights and sizes of different powertrain

options; moreover, the proposed methods for design are simple and super-

ficial.

Publication [Kim and Sul, 2006] presents power control for a powertrain

with diesel engine, separately excited generator with a diode rectifier, and

DC-DC converter between a low capacitance intermediate circuit and UC

energy storage. Tuning variables for power control in the system-level

are generator excitation and intermediate voltage reference of a DC-DC

converter.

In 2007, the journal Proceedings of the IEEE published a special issue

related to the hybridization of vehicles, which reviewed the State-of-the-

Art of the field. Therefore, it is publicly known that for vehicles driven on

fixed routes and with a cyclic pattern, i.e. stop-and-go means, the fuel sav-

ing potential is an average of 50 % or more, with either parallel or series-

hybrid powertrains [Chan, 2007]. Furthermore, it is self-explanatory that
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for many vehicles, including hybrids, the most energy efficient path from

fuel conversion to vehicle propulsion is the most direct path. For combus-

tion engine driven vehicles, this means mechanical coupling; for fuel cell

vehicles, this means directly through an intermediate bus without pass-

ing through an energy storage media, because every energy conversion

generates losses [Lai and Nelson, 2007]. Therefore, general considera-

tions are made to choose either a mechanical or a hybridized powertrain

for each vehicle applications.

The following review classifies different powertrains with the control

possibility of power electronics converters. In this context, a converter or

energy storage (ES) coupling is termed passive, if it allows no controlla-

bility provided by e.g. hard switching of semi-conductors or due to direct

coupling of a component. On the other hand, they are defined as active, if

controllable semi-conductor technology is utilized. Furthermore, the fuel

cell (FC) or the ICE primary source is another basis of classification for

powertrains. Based on the categorizing, recently studied different series-

hybrid powertrains are described in the following paragraphs. Reviews

of Hardware-in-the-Loop environments, different modeling methods and

tools, as well as general design considerations follow the classification

of powertrains, and the final paragraph locates this dissertation to the

State-of-the-Art context.

Powertrain with an engine generator-set, active rectifier, and passive
battery pack

The powertrain topology presented in Fig. 1.3 and earlier covered in

[Chan et al., 2010], [Chan, 2007], [Ehsani et al., 2005, pp. 13-19], [Baal-

bergen et al., 2009], [Bogosyan et al., 2007], and [Emadi et al., 2005];

is the first step forward from diesel-electric powertrains which are com-

monly utilized in trains and heavy high power ore trucks. The power-

train provides engine operation steadily on the chosen operating point,

with commands of operation speed ω, and torque τ , which together define

power p to a battery pack in the intermediate circuit.

Furthermore, passive HP batteries are proposed—specifically for charge-

sustaining operation of series-hybrid powertrains [Baalbergen et al., 2009].

Publication [Bogosyan et al., 2007] presents dynamic modeling which

takes into account both electrical and mechanical phenomena in the pow-

ertrain with an actively loaded ICE and passive battery pack.

Publication [Emadi et al., 2005] reviews different hybrid powertrain

topologies, including series-hybrid, as well as heavy-duty FC hybrid; and
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states the need for high power-density batteries in hybrid vehicles.
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Figure 1.3. Powertrain with an engine generator-set, active rectifier, and passive battery
pack.

Powertrain with an engine generator-set, active rectifier, and active
battery pack

The powertrain topology presented in Fig. 1.4 is proposed in studies

[Ehsani et al., 2007], [Chan, 2007], and [Gao and Ehsani, 2006]. The

active battery pack refers to a battery that is controlled with a DC-DC

converter.

In this topology, the powertrain control strategy becomes similar to the

earlier powertrain case, if the DC-DC converter regulates voltage of a low

capacitance intermediate circuit. However, there is another possibility

for the powertrain control strategy that derives from the diesel-electric

powertrain without energy storage. In such a case, voltage of the low

capacitance intermediate circuit is regulated with the active rectifier, and

the DC-DC converter primarily commands the current of energy storage.

Publication [Gao and Ehsani, 2006] states needed operation modes to

control power flows in all relevant directions. Furthermore, a method

is proposed for sizing of a traction motor, engine, and ESS. The sizing

method is based on the maximum power needed from components of the

powertrain. An energy-storage system design is discussed and the design

of a hybrid energy storage explained, i.e. combined battery and UC. It is

worth noticing that the hybrid energy storage has much less weight than

a battery alone as the energy storage. In addition, both passive and active
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Figure 1.4. Powertrain with an engine generator-set, active rectifier, and active battery
pack.

hybridizations of ESS are proposed.

Powertrain with an engine generator-set, active rectifier, and active UC
pack

The powertrain with an engine and UC energy storage is shown in Fig.

1.5 and proposed in [Chan, 2007], [Baalbergen et al., 2009], [Lidozzi et al.,

2010], and [Shibuya and Kondo, 2011]. Power control strategies in this

case can include intermediate circuit voltage regulation features, the DC-

DC converter regulation, and the active rectifier regulation. However,

the voltage operation range of an UC pack delimits its control freedom in

respect to the battery buffering case.

Publication [Baalbergen et al., 2009] proposes UC buffering for the crane

application, suggests six different power management strategies and com-

pares their costs. The study does not consider the sizes and weights of

such systems.

Publication [Lidozzi et al., 2010] presents thoroughly the characteristics

of the UC buffered powertrain with its parameters. In the case presented,

the control strategy is such that the DC-DC converter regulates voltage

of the low capacitance intermediate circuit; moreover, the active rectifier

generates power flow from an engine depending on the state-of-charge

(SOC) of UC, current derivative limitations, and the efficiency map of a
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Figure 1.5. Powertrain with an engine generator-set, active rectifier, and active ultraca-
pacitor pack.

combined active rectifier generator unit.

Publication [Shibuya and Kondo, 2011] proposes an energy manage-

ment strategy to save both the power losses in the hybrid system, and

capacitance of the UC pack. The strategy is based on keeping the summa-

tion of the kinetic energy and the UC energy constant. It is proposed that

the engine is controlled in three steps: maximum, optimum, and auxil-

iary power regions. Furthermore, the study proposes a method to design

an appropriate capacitance for the UC buffered diesel-electric powertrain

in local or express train applications.

Powertrain with an engine generator-set, active rectifier, passive battery,
and active UC pack

The powertrain with an engine, a passive battery as an intermediate cir-

cuit, and an active UC ESS as a peak power unit is presented in Fig. 1.6

and studied in [Camara et al., 2008, 2010].

The objective of publication [Camara et al., 2008] is on the dynamic con-

trol strategy of the DC-DC converters for an energy management between

the batteries and supercapacitors. The dynamic modeling describes phe-

nomena occurring on the intermediate circuit, which has parallel smooth-

ing capacitors (1.5 mF) and a lead-acid battery pack with current smooth-

ing inductor (25 μH) in series. The circuit creates the same phenomenon
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Figure 1.6. Powertrain with an engine generator-set, active rectifier, passive battery, and
active ultracapacitor pack.

that can occur in the intermediate circuit with long cabling between dif-

ferent power electronics components, or between a power electronic com-

ponent and a battery pack. This phenomenon has been assessed in Publi-

cation VII.

Publication [Camara et al., 2010] continues the research on the control

laws of DC-DC converters in the energy management between battery

and UC by polynomial control strategy, and by dynamic modeling of such

systems. Both studies concentrate on optimizing the system by designing

operation of the switching event time-scale.

Powertrain with an engine generator-set, passive rectifier, and active UC
pack

The UC buffered diesel-electric powertrain with a passive rectifier is pre-

sented in Fig. 1.7 and studied in [Kim and Sul, 2006], and [Grbovic et al.,

2011].

Publication [Kim and Sul, 2006] proposes improvements to EMS, which

is based on both the DC-link voltage regulation and the engine generator-

set droop frequency regulation. In EMS, the DC-link voltage regulation is

used when primary power is fed by the active UC pack, thus, the DC-link

voltage can be regulated to a value that does not allow the passive rec-

tifier to conduct. Furthermore, while using regenerative braking, power

transfers to the UC pack in the voltage control mode. In contrast, in the

event of the UC pack being exhausted or the load too high, the engine
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Figure 1.7. Powertrain with an engine generator-set, passive rectifier, and active ultra-
capacitor pack.

generator-set droop frequency regulation is chosen. Then, primary power

is fed by the engine generator-set. If the droop frequency reference cannot

be met, the UC pack assists the operation. The contribution of the study

itself is on the estimator algorithm of the generator frequency for the op-

eration of EMS. The study presents a hybrid powertrain with engine size

decreased to one-third of the original. However, a drawback of the system

is that the engine is used to charge the UC pack to ensure the operation.

Publication [Grbovic et al., 2011] concentrates accurately on electrical

behaviors, and power electronics (PE) control in the system, thus neglect-

ing system level operation issues outside the study. The paper proposes

use of a bidirectional three-level DC-DC converter with energy storage,

and a control algorithm for the converter to perform a power control that

affects the system-level power flow. The proposed control algorithm seems

to result in the ON-OFF operation of the two power sources. However,

the contribution of the study is on the UC based energy storage design

guidelines for such a system which has a ride-through capability against

voltage sags (or dips, i.e., an instantaneous decrease in the RMS voltage

with a range of 10. . . 90 % and duration up to a minute) in the mains.

Furthermore, the study is exact and systematic in its analysis, as well

as discussing deeply issues relating to converter technology possibilities

in such a system. The proposed power-flow control algorithm is based on
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the DC-link voltage from which UC voltage and current references are
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Powertrain with passive or active coupling of a fuel cell source and a
battery pack

Basic fuel cell source powertrain topologies with a battery buffering are

illustrated in Figs. 1.8(a). . . (c), and studied in [Lai and Nelson, 2007],

[Thounthong and Raël, 2009], [Emadi et al., 2005], [Gauchia and Sanz,

2010], and [Gao, 2005].

Publication [Lai and Nelson, 2007] proposes FC powertrains with: pas-

sive coupling of FC and UC, cf. Fig. 1.8(a), passive coupling of FC and

active coupling of battery pack, see Fig. 1.8(b), as well as active coupling

of FC with ESS, cf. Fig. 1.8 (c). In the study, the passive coupling of

the FC source is justified by fewer losses on the primary power path, and

the active coupling of the FC source is justified only by a matching of the

intermediate circuit voltage. Thus, the efficiency of the FC-converter is

extremely important due to its direct effect on the vehicle fuel consump-
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tion.

Publication [Thounthong and Raël, 2009] investigates a modern tramway

as a hybridization target. In such a system the powertrain is doubled,

the tram is equipped with both, a generator sized based on the peak load

power, as well as overhead lines for supply and regenerative power. By hy-

bridization, overhead lines can be removed and generator size decreased

to supply only average power, which in this case is less than a third of

the peak load power. The average power operated generator is reversible

with the FC source, and thus, an actively coupled FC with passive bat-

tery pack is proposed as well as an actively coupled FC with active UC.

The energy management algorithm for the active FC and passive bat-

tery pack case is based on the battery SOC that is maintained with con-

trol of the FC source. Additionally, the algorithm consists of battery cur-

rent limitations, and current slope limitations for the FC source. The en-

ergy management for the active FC and active UC powertrain is realized

with the DC-link voltage regulation (PI-controlled) by the UC-converter,

while the FC-converter is controlled to maintain the UC state-of-charge

(P-controlled). Both controller outputs are limited to ensure usage within

safe operation areas of the sources. Design examples of both energy stor-

ages are presented, and algorithm operations are verified by experiments.

Publication [Emadi et al., 2005] reviews schematics of fuel cell based

powertrains for passenger cars and heavy-duty transit buses.

Gauchia and Sanz [2010] present a reduced scale Hardware-in-the-Loop

test system for a powertrain with a passive FC coupling, and passive bat-

tery pack. The study proposes a low-cost, effective, and easy to adapt

design environment that combines parts of real hardware, and parts re-

placed by emulating tools.

Publication [Gao, 2005] compares three powertrain cases, a passively

coupled FC with an active battery pack, a passively coupled FC with an

active UC pack, and a passively coupled FC with both active battery and

active UC packs. This publication concludes that the case with both bat-

tery and UC packs is the most promising powertrain topology for passen-

ger car applications. The conclusion is affected by the fact that calculation

parameters for a battery are based on the lead-acid technology instead of

other types of batteries with higher specific power. The profitability of the

combined active high-energy (HE) battery and active UC buffering with

respect to battery or UC only topologies was also concluded in Publication

V. Furthermore, in some applications, the combined battery-UC pack ES
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is replaceable with the proper design of an HP battery. However, features

of these powertrain cases are dissimilar due to different amounts of en-

ergy in the ES system, and thus, they might become suitable for different

applications.

FC powertrain with an UC pack buffering

The FC powertrain with an UC buffering, cf. Fig. 1.8, is considered in

studies [Lai and Nelson, 2007], [Thounthong and Raël, 2009], [Gao, 2005;

Greenwell and Vahidi, 2005; Feroldi et al., 2009; Bernard et al., 2009; Lin

and Zheng, 2011; Moreno et al., 2006; Miller et al., 2006]; and buffering

with a flywheel in [Miller et al., 2006]. Issues discussed in publications

[Lai and Nelson, 2007], [Thounthong and Raël, 2009], and [Gao, 2005];

were reviewed in the previous section.

Publication [Greenwell and Vahidi, 2005] compares two different EMSs

for a powertrain with an actively coupled FC source and active UC pack.

Compared EMSs are a rule-based method and a model predictive control

(MPC) method. Both EMS cases are based on a low-level control strategy

in which the DC-bus voltage is regulated with the FC-converter, and the

UC-converter is controlled with the current reference. In both cases, the

low-level control strategies are the same as those proposed for the diesel-

electric series-hybrid powertrain in Section 2.1.11, and in Publications

II, III, and IV; i.e., the DC-bus voltage regulation with the primary source

converter, and the current controlled UC pack. The rule-based EMS relies

on a high-pass filtering of the load current, which defines the UC current

reference with compensation of power losses and change of voltage poten-

tial. Furthermore, the FC source is targeted to be operated near the opti-

mal operation point. The MPC approach utilizes a model of the system to

project the future response as a function of control inputs and known dis-

turbances. The designs of both controllers are briefly explained, and the

behaviors of design examples compared. Conclusions between behaviors

are drawn, but no real differences on performances were comprehensively

reported.

Publication [Feroldi et al., 2009] presents an approach for the design

and analysis of FC-UC hybrid systems oriented to automotive applica-

tions. The design issues of the powertrain with an actively coupled FC

and active UC are discussed, and then a presentation is made of the pow-

ertrain design approach based on drive cycle parameters resulting in the

proper sizing of FC and UC. The study concludes that the most suitable
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hybridization degree of the FC-UC powertrain for an automotive applica-

tion is 79 % that is a suitable value for urban driving cycles, as stated in

publication [Bernard et al., 2009]. The proposed result in [Feroldi et al.,

2009] is based on calculations with different driving cycles. The hybridiza-

tion degree (HD) is defined, as

HD =
Pess,max

Pfcs,max + Pess,max
· 100[%], (1.1)

where Pess,max is the maximum ESS power, and Pfcs,max is the maximum

fuel-cell system power, respectively.

Publication [Bernard et al., 2009] studies proper sizings for FC-battery

and FC-UC topologies (considering the degree of hybridization), and dis-

cusses approvable design domains, as in [Baalbergen et al., 2009]. Fur-

thermore, publication [Bernard et al., 2009] concludes different hybridiza-

tion degrees for powertrains depending on a driving cycle. In both pow-

ertrain cases, the hybridization degree varies in 20. . . 80-%, depending on

whether the driving cycle represents sub-urban or urban driving, respec-

tively.

Publication [Lin and Zheng, 2011] proposes an adaptive optimal-control

(AOC) method as EMS for the powertrain with an actively coupled FC and

active UC pack. The design and learning routine of the neural network

based AOC method is presented, and comparison against a fuzzy logic

based EMS has been assessed. Conclusions favor the AOC-EMS method

in respect to the fuzzy logic based method designed by an expert. The

tuned AOC algorithm takes load power and SOC as inputs, and gives the

fuel cell power reference as output to a low-level control algorithm. The

idea of the AOC-EMS is similar as in the EMS designed in Publications

II, III, IV, and presented in Section 2.1.11.

Publication [Moreno et al., 2006] is an earlier study of neural networks

usage (in respect to publication [Lin and Zheng, 2011]) for EMS of the

powertrain buffered with the active UC pack. The study proposes a more

complex neural network with eight inputs, and with one output as the UC

pack current reference. Moreover, the study neglects operating points of

a primary energy source, since it concentrates on the active UC buffering

in general.

Publication [Miller et al., 2006] reviews feasibilities of a hybrid power-

train in different train applications. It is noted that a hybrid powertrain is

not advantageous in all train application cases, such as in locomotives for

high-speed, heavy freight, and switcher applications. The reasons for pre-

vious cases are either extended periods of maximum power (high-speed,
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Figure 1.9. (a) Powertrain with an actively coupled FC source, active battery, and active
UC, (b) the powertrain with a passively coupled FC source, and active ESs
in two different DC-buses, and (c) the powertrain with a passively coupled
FC source, active battery, and active UC. For the sake of simplicity, possible
brake units have been left out of the Figure.

heavy freight), or low-speed (switcher) operations where power provided

by the powertrain is less of an issue due to the limitations of wheel ad-

hesion. On the other hand, a hybrid powertrain may be beneficial in sub-

ways, mass transit, commuter, and intercity rail applications.
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FC powertrain with a combined battery and UC buffering

As the last group of introduced topologies, a FC powertrain with two en-

ergy storages has been investigated in [Woonki et al., 2011; Zandi et al.,

2011; Wang and Li, 2010; Yu et al., 2011; Zhang et al., 2008]. Different

methods exist to realize a FC powertrain with two energy storages, as

shown in Fig. 1.9.

Publication [Woonki et al., 2011] presents predictive controllers for dif-

ferent converters in the powertrain with a FC source, active battery, and

active UC packs, cf. Fig. 1.9(a). The proposed predictive controllers are for

low-level controls, and they are proposed to replace classical PI-regulators

from each converter. Predictive controllers have been demonstrated to be

faster with simulations and validation measurements in a reduced scale

test bed. Use of predictive controllers in each converter low-level control

results in faster dynamic system responses.

Publication [Zandi et al., 2011] presents an energy management strat-

egy based on the flatness control technique and the fuzzy logic control.

The studied EMS is proposed for the generic battery and UC buffered

topology, but the study presents a design example for a powertrain with

two DC buses from which one connects to a FC source and active UC

pack, and via other DC-DC converter to a higher voltage DC bus, and to

loads, and to an active battery pack, see Fig. 1.9(b). The main property of

the proposed EMS is that, power flow of the system in different operating

modes is managed with the same control algorithm without any algorithm

commutation or prediction of the system behavior. Furthermore, the flat-

ness control is utilized to divide load power between the FC source and

the ES system, and the fuzzy logic control is used to divide the ES system

current between the battery and UC packs.

Publication [Wang and Li, 2010] studies a powertrain with a passively

coupled FC source, active battery, and active UC pack, which, actually

is in the control point of view as Fig. 1.9(c). The study proposes use

of a three-port isolated triple-half-bridge DC-DC converter for ESs, and

proposes two different EMSs for the powertrain. Furthermore, a design

routine is provided to size the battery and UC in order to achieve the

lightest mass at the 95-% efficiency. The study concludes that the constant

operation of the FC source leads to higher system efficiency in the studied

case than the ON-OFF operation of the FC source.

Publication [Yu et al., 2011] proposes a dynamic power distribution be-

tween the FC source, battery, and UC, see Fig. 1.9(a). The powers between
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the FC source and ES system, as well as active battery and active UC are

individually controlled; and a proposal made for a global optimization con-

troller with real-time capability. Simulations have been used to prove the

feasibility of the proposed control against common thermostatic controls.

Results suggest a great benefit over urban driving, and lesser benefit to

sub-urban driving. Furthermore, the study presents cost functions for

optimization of both controllers.

Publication [Zhang et al., 2008] presents the design of an energy man-

agement based on a wavelet transform for a powertrain with an actively

coupled FC source, active battery, and active UC packs. The proposed

wavelet-transform algorithm is capable of identifying the high-frequency

transient and real-time power demand of the HEV, and allocating power

components with different frequency contents to corresponding sources.

Simulations of the proposed control were presented, and experimental

data for verification and validation of results have been created with a

reduced scale test bed.

Hardware-in-the-Loop environments

State of the research in the design of different powertrains has been pre-

sented in previous paragraphs. Furthermore, different approaches for

Hardware-in-the-Loop environments for supporting research have been

presented in publications [Gauchia and Sanz, 2010], [Hentunen et al.,

2010], and [Oh, 2005].

The ideas of publication [Gauchia and Sanz, 2010] were discussed in

an earlier section. A full-scale Hardware-in-the-Loop environment that

is used for research in this dissertation is presented in publication [Hen-

tunen et al., 2010]. In addition, useful test setups regarding performed

research and relating to publication [Hentunen et al., 2010] are presented

in Section 2.1.1.

Publication [Oh, 2005] presents an idea of two reverse-coupled electric

machines emulating a driving cycle for use of the traction unit testing

in different hybrid powertrains. In such a system, one of the electric ma-

chines is controlled with speed, and the other with torque command based

on driving cycle and vehicle parameters.

Different modeling methods

According to Chan et al. [2010], different modeling methods can be used

for different objectives of the study. For instance, the objective may be

such as component design, topology analysis, energy or pollution assess-
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ment, or energy management. Especially, for the energy management of

new vehicles, models have been developed for two different uses: 1) local

control of the subsystems and 2) supervision of the entire vehicle. How-

ever, it should be highlighted that some developers use today the same

model for different objectives.

In order to avoid confusions, definition of some terms and concepts are

needed. This dissertation and its definitions have been written in accor-

dance with Chan et al. [2010], as well as Guzzella and Sciarretta [2007].

• Static model or a part of a model refers to experimental data of subsys-

tem behavior that is implemented, e.g., with look-up tables.

• Quasi-static model is used when a model uses a static model with some

dynamics description.

• Dynamic model use is two-fold. In the multi-stage approach it is used

when a sub-model has some dynamics description, and has influence on

the upstream of the power-flow calculation direction. In the dynamic

modeling of the DC bus of the series-hybrid powertrains its use is self-

explanatory due to natural aim to forward and causal models that are

targeted to the control and stability analysis.

• Functional model is used when a model primarily imitates operation of

a targeted device. It is made of interconnected mathematical functions

that may have both causal and non-causal features.

• Forward model is also called the engine-to-wheel or the rear-to-front

model. In the case of a sub-model, the term highlights that the model

has influence to the upstream of the power-flow calculation direction. In

the case of a system model, the action is required before the re-action,

thus in the all-inclusive vehicle model case “Driver model”, “Environ-

mental model”, “Tire interface model”, and “Traction control algorithms”

are needed.

• Backward model is also called the wheel-to-engine or the front-to-rear

model. In the case of a sub-model, the term highlights that the model

has influence only to the downstream of the power-flow calculation di-

rection. However, in the case of a system model, the term highlights the
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power-flow calculation direction from loads to sources.

• Multi-stage modeling approach is used to describe a system model that

consists of segments of previously defined modeling methods.

• Causal model uses the normal relation for the cause and effect.

• Non-causal model brakes causality by calculating the cause for the de-

sired effect.

Different modeling tools

• ADVISOR is designed for rapid analyses of the performance and fuel

economy of conventional, electric, and hybrid vehicles. It is an empirical

model, using a backward/forward approach, intended for analyses and

not for design.2

It emphasizes more on the backward-facing calculation side than the

multi-stage approach used in this dissertation, thus allowing relatively

long simulation time-steps and faster simulations.

A weakness of ADVISOR for use in the design of series-hybrid pow-

ertrains with conceivable DC buses is that interfaces of electrical com-

ponents are realized with power, and not in current and voltage. This

weakness omits controller interactions between electrical components,

especially, if coupled with a DC bus.

• Autonomie and its predessor the Powertrain System Analysis Toolkit ex-

ploit forward models [Chan et al., 2010] that enable wide-ranging use

for various purposes of the model based design.

• Bond Graphs were developed in the 1960s. It is a method for graphical

formalism to organize models of complex multiphysical systems. In this

method, elements of a multiphysical system are linked by bonds that

have two properties, flow and effort [Chan et al., 2010].

• Dymola and Matlab provide structural models focused on the design

and analysis of different systems. A structural model has interfaces

according to its physical structure, and thus in some cases introduce

2ADVISORDocumentation. [Online]. http://bigladdersoftware.com/advisor/docs/
advisor_doc.html (Last accessed on 19th of Sept. 2013)
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non-causalities to models. They use powerful solvers to enable efficient

simulation of complex systems [Chan et al., 2010].

• Causal Ordering Graphs (COG) and Energetic Macroscopic Representa-

tion (EMR) technique were developed from the 1990s to 2000s. They

are methods for graphical formalism of complex multiphysical systems

that require physical causality of models. Due to the physical causality,

control schemes can systematically be deduced from the process graph.

COG uses flow and effort as two different connections between elements,

whereas EMR uses the action-reaction principle between elements, as

well as highlights the energy properties of these elements by macro pic-

tograms [Chan et al., 2010].

• Quasi-Static Simulation, i.e. QSS toolbox, is intended for the optimiza-

tion of the fuel consumption of vehicles under various control strategies,

since its approach results to fast computing times of one driving cycle.

It is not intended for the capture of dynamic phenomena.3

As ADVISOR, the approach of QSS also emphasizes more on the back-

ward-facing calculation side than the multi-stage approach. It has sim-

ilar weakness as ADVISOR, the control of the power flow is assumed to

be ideal. As already mentioned, this weakness omits controller interac-

tions of electrical components, especially, if coupled with a DC bus.

Discussions of different modeling methods and tools

The multi-stage approach in this dissertation is unique in the way of its

emphasis on the design of series-hybrid powertrains with conceivable DC

buses. This multi-stage approach is particularly tailored for the design of

powertrains of NRMMs that differ from road vehicles by their dimensions,

power requirements, production amounts, emission regulations, and per-

manence of environmental conditions. A multiform application field with

different characteristics enable use of various series-hybrid powertrains.

Due to diversity and complexity of powertrain options, fidelity of modeling

approach is increased with respect to ADVISOR and QSS, which require

smaller modeling time-steps and longer computing times.

The definition of the multi-stage approach is used in this dissertation

due to difficulties to categorize the system model within a group of terms.

3The QSS toolbox manual. [Online]. http://www.idsc.ethz.ch/Downloads/
DownloadFiles/qss (Last accessed on 19th of Sept. 2013)
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Modeling approaches such as in ADVISOR, or QSS may as well be de-

scribed as multi-stage approaches. However, they are tailored for the dif-

ferent level of abstraction since both approaches use a power interface

between sub-models and not the current-voltage interface, thus losing

causality of current and voltage. ADVISOR and QSS are more empha-

sized towards the backward-facing calculation than the multi-stage ap-

proach. COG and EMR can be categorized, according to their definition,

as causal models for complex systems.

On the other hand, the dynamic forward map-based modeling repre-

sents a more complete vehicle powertrain system-model, contradictory to

the proposed multi-stage modeling approach that concentrates only on the

powertrain design beginning from the tractive effort or the drive cycle.

The dynamic forward system models for some series-hybrid and power-

split powertrains have been presented and validated in publications [Bo-

gosyan et al., 2007; Syed et al., 2006].

Forward and backward, as well as dynamic and quasi-static modeling

approaches are widely discussed in [Chan et al., 2010], [Oh, 2005], and

[Guzzella and Sciarretta, 2007].

In the modeling approach framework, this dissertation concentrates on

how to combine different modeling methods—specifically for the design of

different series-hybrid powertrains of NRMMs.

General design considerations

In low-capacitance intermediate circuit powertrains, a conspicuous issue

is a value of the required minimum capacitance to guarantee stability of

the DC link. As stated in Pietiläinen et al. [2006], the minimum capac-

itance for traction drives is much higher than for grid-connected drives.

Pietiläinen et al. [2006] derives example values for the minimum capac-

itances to be C/Pnom > 195 μF/kW for traction drives, and C/Pnom > 23

μF/kW for grid-connected drives.

Sudhoff et al. [1998]; Pietiläinen et al. [2006] propose a method for an ac-

tive stabilization of the DC bus based on the manipulation of the current

reference component that produces torque. As an alternative, Hinkkanen

et al. [2007] suggests a method for the stabilization based on the ma-

nipulation of the stator voltage reference. The latter approach becomes

beneficial when the bandwidth of the current control loop is less than the

resonance frequency in the intermediate circuit.
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Harnefors and Nee [1998] recommends as a rule of thumb for the con-

trol of AC machines that the sampling frequency of the current controller

should be selected at least ten times higher than the bandwidth of the cur-

rent control loop. With two samples per a switching cycle, i.e., the angular

switching frequency ωsw should be higher than five times the bandwidth

of the current control loop αc, i.e. ωsw ≥ 5αc [Pietiläinen et al., 2006].

Lidozzi and Crescimbini [2012] presents an adaptive direct tuning for

the DC-link voltage PI-controller parameters of an AC-DC converter. The

idea is to ensure the desired DC-link voltage control performance disre-

garding output power fluctuations. Furthermore, a DC-link current feed-

forward technique is proposed to improve the control stiffness of the DC-

link voltage. Both methods are illustrated to improve load step behaviors.

Framework of this study in the State-of-the-Art context

The framework of this study is on the guidelines of systematic and effec-

tive series-hybrid NRMM powertrain modeling for designing powertrain

hardware dimensions and software algorithms. Modeling of the series-

hybrid powertrain is separated into two approaches such as the multi-

stage and dynamic modeling methods due to the manageability and com-

puting time, although some developers use the same model for different

objectives. Contributions are given, in Publication I, to categorize control

methods to the reactive and predictive methods, and to the local as well

as the supervisory reactive methods.

In the early phase of the research, the focus was on realization of multi-

stage plant models and in validation of those models. Then, concentration

was changed to local reactive control methods in different series-hybrid

powertrains. Special emphasis was given to the UC buffered diesel-electric

series-hybrid powertrain with an indirect primary source power buffering.

The multi-stage modeling approach with specific reactive energy man-

agement methods was used for comparison case studies which included

comparisons of different energy management algorithms to powertrain

operation in Publication IV, comparison of properties between different

FC series-hybrid powertrains in Publication V, and dimensioning of a

powertrain with time-domain simulations in Publication VI. Finally, an

approach of dynamic modeling for stability assessments of multiport DC

buses in power-electronic systems are introduced in Publication VII, and

example assessments given for one powertrain case.
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2. Modeling

Nowadays, calculation and modeling methods are well developed for solv-

ing various electrical engineering problems. Accurate approaches for mod-

eling of a single apparatus or phenomenon are usually available. Further-

more, design rules of apparatuses are increasingly found in the literature.

However, difficulties arise when exhaustive amount of information is

combined to a specific use. System level engineering combines appara-

tuses to exploit benefit of increasingly controllable systems, which un-

doubtedly creates systems that are more complex. In order to avoid ex-

haustive complexity in system models, alternative modeling approaches

with different fidelities and purposes of use are needed.

This Chapter introduces modeling in two perspectives. First, Section 2.1

introduces the multi-stage modeling approach for system level design of

an energy management, dimensioning of a powertrain, and comparisons

of system level designs. This approach is used in Publications I. . . VI.

Similar combined backward and forward-facing approaches are used e.g.

in ADVISOR [Markel et al., 2002], and Quasi-static simulation (QSS)

[Guzzella and Sciarretta, 2007] that, however, are tailored for analyses

of powertrains of road vehicles, and they emphasize more on the direction

of the backward-facing calculation. Section 2.2 introduces dynamic mod-

eling of powertrain components for the control and stability analyses of

different powertrain options. This section reviews relevant background

information for the approach in Publication VII. The final section of this

Chapter reviews error analysis approaches such as the maximum error

via the partial differential equation, and the Monte-Carlo method.
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2.1 Multi-stage Modeling of Series-Hybrid Powertrains

An introduction to the studied series-hybrid drivelines, their variables,

and principles of multi-stage plant models are presented in Figs. 2.1 and

2.2.

The basis of plant models are control delays of sub-systems and map-

pings of quantities, such as efficiency and fuel consumption. The control

delays are either constant or variable. In this study, the control delays

τAFE and τDC/DC are constant, whereas τe is dependent on speed, and fuel

quantity controlled by a speed PI-regulator.

The power conversion losses are considered with efficiency mappings.

Efficiency affects the magnitude of a variable on the unregulated side

of a sub-system component. For example, the active front-end (AFE)

converter-generator combination efficiency mapping η(nG, τ req) is a func-

tion of the generator speed nG and requested torque τ req. Furthermore,

the DC-DC converter efficiency mapping η(ies, uratio) is a function of the

energy storage current ies and the voltage conversion ratio uratio.

In Fig. 2.1, the primary control signal for the variable speed diesel

generator-set (VSDG) is speed value (nVSDG), which speed regulator gives

fuel quantity (ṁ) as an output. The AFE converter is controlled with the

DC-link voltage reference, which voltage regulator gives iAFE as an out-

put. The DC-DC converter is controlled with the current (iuc) reference.
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Figure 2.1. Active UC buffered diesel-electric powertrain. Powertrain variables and prin-
ciples of plant models.

In addition, Fig. 2.1 presents a plant model for the ultracapacitor pack.

It consists of either constant (Cuc) or variable capacitance (Cuc) value, and

the equivalent series resistance Ruc.
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The existence of the tractive electric drive plant model is dependent on

the starting point of the simulation, mechanical or electrical load, pmech or

pLOAD, respectively.

An example of the fuel-cell series-hybrid powertrain is presented in Fig.

2.2. It introduces a battery pack and fuel cell source plant models, as well

as their variables. This figure presents the active battery and UC pack

buffered powertrain.
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iLOAD
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iFC

DC

DC

AC

DC
FC

ifc

ufc
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batu ibat

Eqs.

DC
DC

BATi

Figure 2.2. Active battery and UC pack buffered powertrain with the fuel cell source.
Powertrain variables. The abbreviation Eqs. within the battery pack refers
to equations 2.23. . . 2.24.

2.1.1 Test Setups for Experimental Identifications and
Validations of the Sub-system Models

The identification of the DC-DC converter and the UC module plant mod-

els can be performed with the test setup presented in Fig. 2.3. The test

setup consists of the AFE converter connected to the mains, the DC-DC

converter connected between the AFE converter and the UC module, as

well as measuring and data-acquisition systems.

DC
DC

Ultracapacitor
module

ies

DC-DC converter

Power Analyzer

u esi u
DC DC

MABX/
Computer

AFE
AC

DC
mains

~440 V
~650 V

ucC
sR

Figure 2.3. Test setup for the DC-DC converter and ultracapacitor module identification.
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The devices in the test setup were NXA_0460 5 (Vacon Plc.) for AC/DC

conversion, MSc200DCDC750 (MSc Electronics Plc.) for DC-DC conver-

sion, BMOD0018 P390 (17.8 F, 390 V, Maxwell Technologies Inc.) as

the UC module, Norma D6100 (LEM) as the measuring device with cur-

rent shunts for 6. . . 300 A, and dSpace MicroAutoBox 1401/1501/1507

(MABX) as the data-acquisition and control hardware.

The identification of speed control responses of the VSDG plant model

can be performed with the test setup presented in Fig. 2.4. The test

setup consists of VSDG, diode rectifier, DC-DC converter, and load resistor

with parallel capacitors. VSDG in the test setup was 49 DTAG (AGCO

Corporation Plc.) with the custom-made axial flux permanent magnet

machine PMG120-2000 (Axco-Motors Plc.) as a generator.

DC

AC

VSDG

GDiesel
Engine DC

DC

6-pulse
diode

rectifier

Figure 2.4. Test setup for identification of the plant model of the variable speed diesel
generator-set.

The validation test setup for the DC-DC converter and the UC plant

models, and for the supervisory control algorithms is presented in Fig.

2.5. Validation tests for the plant model of the DC-DC converter with su-

pervisory algorithms, and for UC models are shown in Fig. 2.6(a). . . (b).

The tractive electric drive in the test setup consisted of Siemens ELFA

1PV5135-4WS28 traction electric machine and G650 D44/170/170 M7-1

inverter. The braking electric drive consisted of the same asynchronous

machine model, and an industrial frequency converter (Vacon Plc.) with a

braking resistor. The AFE converter NXA_0460 5 (Vacon Plc.) regulated

the DC-link voltage around 650 V and supplied the primary source cur-

rent iAFE. The DC-DC converter between the DC link and the UC module

had the continuous ies current of 120 A, the maximum current of 200 A,

and the minimum current of 20 A in the ES voltage level. Fig. 2.7 presents

the test setup of the full series-hybrid powertrain system.
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Figure 2.5. Hardware-in-the-Loop test setup for validations of plant models of the DC-
DC converter and ultracapacitor module.
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Figure 2.6. Validation tests; (a) iuc of a DC-DC converter model, and (b) uuc of UCmodels.
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Figure 2.7. Full Hardware-in-the-Loop test setup for an active UC buffered diesel-
electric powertrain .

2.1.2 Basis of Plant Models

The target of the plant models is to envisage mean values of powertrain

variables with approximately the 20-Hz bandwidth. The targeted band-

width is in the range of a DC-link voltage controller, whereas a chosen

time-step for simulator is in the range of current-controllers within such

a system. Furthermore, the designed sub-system models should be ‘fast’

to provide efficient rapid control prototyping of an energy management

[Broy et al., 2007]. In this context, the word ‘fast’ refers to system mod-

els that finish a whole driving cycle in a time-period of several minutes

rather than within several hours. This approach enables modeling of lo-

cal reactive controllers for power electronic devices in a system.

The backward-facing approach enables time-steps approximately of one

second as stated byMarkel et al. [2002], and such simulators exists, for in-

stance the Quasi-static modeling toolbox developed by Guzzella and Scia-

rretta [2007]. Such relatively large time-steps result to simulation times

in the range of few seconds for driving cycles. However, the backward fac-

ing and modeling approach of Guzzella and Sciarretta [2007] have their

assumptions as, in some cases, there is no influence on upstream direc-

tion, or faster phenomena than one Hz-bandwidth are not even tried to

be modeled [Katrašnik et al., 2007]. In such a case, only functionality of

reactive controllers for power electronic devices can be modeled.

The backward functional modeling from the imposed load cycle towards

the primary energy sources power delivery is appropriate, which is com-

putationally lighter, for example, than the forward modeling method. The

backward model approach is also known as the wheel-to-engine and the

front-to-rear modeling [Chan et al., 2010]. The differences to the forward

modeling are that the backward model lacks “Driver model”, “Environ-

mental model”, “Tire interface model”, and “Traction control algorithms”,

34



Modeling

as the starting point of the proposed model is the load cycle of the existing

NRMM.

In the proposed modeling approach, different descriptions for plant mod-

els are used, such as static, quasi-static, dynamic, and functional. In

this context, the static model or a part of a model refers to one- or two-

dimensional mappings of sub-system behavior. Thus, efficiency mapping

of an electric drive or FC output voltage behavior, e.g. as ufc = f(ifc), are

considered as static models. The quasi-static definition is used when a

model uses a static mapping with some dynamics description, but does

not influence the up-stream of the calculation direction, i.e., a quasi-static

model assumes backward calculation and a dynamic model forward calcu-

lation, respectively [Guzzella and Sciarretta, 2007, p. 70]. In the proposed

approach, there are quasi-static characteristics in several sub-systemmod-

els, such as in load power, fuel consumption, and energy losses calcula-

tions. The dynamic definition is used when the model influences the up-

stream of the calculation direction, and thus, is considered as a sub-model

of the forward calculation [Guzzella and Sciarretta, 2007, p. 70]. This is

the case, for instance, with a DC-DC converter model, since it defines an

energy-storage current, whereas the ES state affects its operation. In this

context, the dynamic definition does not consider the accuracy of tran-

sients. Eventually, the functional definition is used when a plant model

primarily imitates operation of a sub-model, as when EM is controllable

with an inverter.

The system-level simulation speed depends much on the chosen simula-

tion time-step. The time-step of simulations is determined by the fastest

dynamically modeled variable, such that the time-step should be smaller

than the time-constant of such variable. In this study, the shortest mod-

eled time-constant is τAFE, which refers to the AFE converter current

response time. Therefore, the length of the simulation time-step, i.e.

tk − tk−1, is chosen as 1 ms, where tk refers to the discrete-time sample

with an index k. Furthermore, the time-step should be a multiple of one

in order to operate with both even and odd time-step long discrete opera-

tions, and thus the next possible option for the time-step is 10 ms, which

is already too long. In addition, the time-step selection gives space for the

modeling of functional characteristics of plant models, and is in the range

of the computation delay of the control hardware.

It is worth noticing that according to Katrašnik et al. [2007] the accurate

transient modeling of ICE needs time-steps between 1. . . 5 · 10−5 s, which
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would lead to a forward-facing model of ICE.

Fig. 2.8 shows interfaces for main elements of the proposed multi-stage

modeling approach. Different powertrain structures, as presented in Sec-

tion 1.2, can be built with these basic blocks. An example powertrain

model that uses this modeling approach is presented in Fig. 2.9.
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Figure 2.8. Interfaces of main blocks of a multi-stage series-hybrid powertrain simula-
tion environment. ED= electric drive, C= capacitance of a DC bus, DC/DC=

DC-DC converter, UC = ultracapacitor, BAT = battery, AFE = active front-
end, VSDG = variable speed diesel generator-set, FC = fuel cell, BRK =

braking-unit. Variables are explained in following sections.

2.1.3 Electric Drive Plant Model

In the presented modeling approach, the static electric drive plant model

is used if the starting point for simulations is the mechanical load pmech.

Conversely, it is not used if the starting point is the electrical load pLOAD.

Fig. 2.10 presents a measured one-quadrant efficiency map of an electric

drive [Hentunen et al., 2010] for the proposed static electric drive plant

model. A measured efficiency map is used to scale mechanical load to elec-

trical. The efficiency map describes the input and output power relation of

an electric drive as functions of speed and torque. This figure illustrates

that the combined efficiency of an inverter and traction electric machine,

in this case, reaches the 92-% efficiency in a certain operation region.

Realization of the load power scaling can be expressed, as

pLOAD =

⎧⎪⎨
⎪⎩

pmech

/
ηED(nEM, τEM), if pmech > 0,

pmech · ηED(nEM, τEM), if pmech < 0,
(2.1)

where power is defined as positive towards the load.

However, the presented one-quadrant efficiency map is well defined only
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Figure 2.9. Top level of a multi-stage modeling approach for the powertrain with an en-
gine generator-set, active rectifier, and active ultracapacitor pack. A point of
common coupling is referred with PCC. Variables are explained in following
sections.
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Figure 2.10. Combined measured efficiency map of Siemens ELFA 1PV5135-4WS28 trac-
tion electric machine and G650 D44/170/170 M7-1 inverter.

for the motoring mode operation, and mirroring the efficiency map to the

generator mode operation affects the load scaling accuracy [Guzzella and

Sciarretta, 2007, p. 75]. Thus, a two-quadrant efficiency mapping of an

electric drive is a more convenient choice for the static ED plant model.
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Furthermore, energy losses on the electric drive (Elosses_ED) can be ex-

pressed, as

Elosses_ED =

∫ t

0
(1− ηED) · pmech · dt. (2.2)

In the dynamic modeling approach [Powell et al., 1998], an electric drive

plant model is realized with the inverter efficiency mapping, and the dy-

namic equations of a specific traction motor. However, the dynamic mod-

eling of a traction motor is not essential, if the powertrain design concen-

trates on power transfer from a source to loads, and does not concentrate

on the traction control. Furthermore, the dynamic modeling of differ-

ent electric motor types has been introduced in [Guzzella and Sciarretta,

2007, pp. 76-90].

Functionalities of the Electric Drive Plant Model

It is known that the active load can behave as the negative resistance.

This behavior, in a large-signal meaning, may cause the DC-link voltage

to collapse if the load power is not derated. The collapse of the DC-link

voltage occurs due to saturated power transfer from energy sources or

storages via DC-DC converters to the DC link. The effect can be avoided

with the load power deration, which can be expressed, as

pact(tk) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

pref(tk), if uDC(tk−1) ≥ U low
DC ,

pref(tk) · f(uDC(tk−1)), if U low
DC > uDC(tk−1) > Umin

DC ,

0, if Umin
DC ≥ uDC(tk−1).

(2.3)

In Eq. 2.3, pact is the actual load power, and pref is the load power refer-

ence. In addition, U low
DC and Umin

DC refer to a region where f(uDC) changes,

e.g., linearly from 1 to 0. That deration function can be expressed, as

f(uDC) = min

[
1,max

(
0,
(
uDC − Umin

DC

)/(
U low
DC − Umin

DC

))]
. (2.4)

It is worth noticing that utilization of the proposed functionality in the

ED sub-system, changes the approach from static to functional quasi-

static in sense of the sub-system input interface and behavior. [Guzzella

and Sciarretta, 2007, pp. 70-76]
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2.1.4 DC-DC Converter Plant Model

This section proposes a modeling approach for a non-isolated multiphase

interleaved bi-directional DC-DC converter, as in [Lai and Nelson, 2007],

and [Hentunen et al., 2010].

The power electronic converters typically achieve very high efficiency

values in their best operation area. In this context, a very high efficiency

refers to a power conversion with efficiency in the range of 97. . . 98-%. On

the contrary, the efficiency of the PE converter may decrease remarkably

to between 50. . . 90-%, if an inappropriate operation area is used. The DC-

DC converter modeling approach uses efficiency mapping and functional

description, due to the limitations of the chosen simulation time-step (1

ms), and the need for exact full-system efficiency comparisons. The cho-

sen simulation time-step restricts power semiconductor switching events,

since modeling of the shortest semiconductor switching periods would de-

crease the simulation time-step to the range of 10 μs. Furthermore, a

shorter time-step would make a systemmodel unnecessarily complex, and

would lead to slower full driving cycle simulation times whose total real-

time lengths are in the range of 100 s to several 1000 s.

The efficiency of the DC-DC converter depends on the energy storage

current ies, and the voltage conversion ratio uratio that is defined, as

uratio = ues/uDC. (2.5)

Fig. 2.11 shows an example of the efficiency mapping of the DC-DC

converter during the charge mode as functions of ES current and voltage

ratio while uDC = 650 V.

The first-order function is proposed to approximate the response of the

DC-DC converter current control loop. A comparison of the first-order

response behavior to a PI-controlled response is presented in Eq. 2.6 and

in Fig. 2.12. Furthermore, a PI-controller tuning method and parameters

for the comparison are given in Eqs. 2.7. . . 2.9, and in Table 2.1.

ies
ies,ref

=
1

τDC/DC · s + 1
≈ KP · s +KI

L · s2 + (KP + rL + res) · s +KI
. (2.6)

In Eq. 2.6, KP is the proportional coefficient and KI is the integral coef-

ficient of the current PI-controller. In addition, L is the choke inductance

and rL is the choke resistance of the DC-DC converter, and res is the ES

resistance, respectively.
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Figure 2.11. Efficiency map of a DC-DC converter in the charge operation.

In the comparison the PI-controller parameters are defined, as

KP = αc · L, (2.7)

KI = α2
c · L, (2.8)

where

αc = 2 · π · fc. (2.9)

In Eqs. 2.7. . . 2.9, αc is the current-controller bandwidth in angular fre-

quency [rad/s], and fc is the bandwidth in frequency [1/s].

Table 2.1. Parameters for the comparison of responses.

τDC/DC fc L rL res

[ms] [1/s] [mH] [mΩ] [mΩ]

10.0 20.0 1.0 13.5a 70.0b

a An approximate for a choke in low-frequencies. b Bases on 1.1 Ω/F for UCs, 500 V

potential, and to the datasheet of BMOD0063 P125 (Maxwell Technologies Inc.). Notice

that res varies depending on the type of UC, as presented by Burke and Miller [2011].

Fig. 2.12 illustrates differences between the first-order response and

the PI-controlled response. The integral error (eΣ) between the first-order

response and the PI-controlled case is in the range of 0.5 A·s for the 100
A current transient. For example, such an error in a transient occurring

once in a time-period t would cause a total error to energy transfer, as
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Figure 2.12. Comparison of the first-order response behavior to the PI-controlled re-
sponse.

ΔEes

Ees
≈ eΣ

ies · t · 100 [%]. (2.10)

Eq. 2.10 results to the total error value between 0.05 % to 5.0 % when t is

changed from 0.1 s to 10 s. Thus, the usage of the DC-DC converter sub-

stantially affects the energy transfer accuracy of the proposed modeling

method, in other words, an insignificant error occurs when a converter

controls continuously constant powers. Conversely, a significant error

occurs if the converter transfers transient loads. However, system inte-

grators do not always know internal controller parameters, and therefore

a practical approximation can be made with the described possible exis-

tence of an inaccuracy.

Other essential functionalities of the plant model are the minimum and

maximum current limits (Imin, Imax), sub-system level proportional volt-

age controller, and conduction event of an upper anti-parallel diode.

The proposed approach for the DC-DC converter plant model can be ex-

pressed, as

iref = D · i|ref|, when Imin ≤ |D| · i|ref| ≤ Imax, (2.11)

ies = ibat = iuc = ifc = iref/(τDC/DC · s + 1), (2.12)
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iES(tk) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

while discharging, as

ies(tk) · ηboost(ies(tk−1), uratio(tk−1)) · uratio(tk−1),

and while charging, as

ies(tk)/ηbuck(ies(tk−1), uratio(tk−1)) · uratio(tk−1).

(2.13)

In Eq. 2.11, D (+1, 0, or −1) is the current direction of the DC-DC con-
verter. It should be noticed that (tk − tk−1) << τDC/DC.

The modeling approach neglects the exact behavior of converter dynam-

ics, and therefore, it is unclear whether “dynamic model” or “quasi-static

model” should be used. However, as described by Guzzella and Sciarretta

[2007, p. 70] the proposed approach fulfills the dynamic description in

sense of the interface and influence on adjacent components in the sys-

tem level modeling.

Furthermore, energy losses on the DC-DC converter (Elosses_DC/DC) can

be expressed, as

Elosses_DC/DC =

∫ t

0
(1− ηDC/DC) · ues · ies · dt. (2.14)

Control Interface of the DC-DC Converter Plant Model

The objective of the DC-DC converter is to control the current to the DC

link iES. However, energy storages have operation restrictions such as a

charge for ultracapacitors and batteries, and speed for flywheels.

Specifically for ultracapacitors, there is a need for the maximum and

minimum voltage operation limits to avoid the over-voltage, operation in

unsuitable efficiency, and limited power areas. Therefore, a deration is

introduced as a limitation for a system control to prevent prohibited op-

erations. The UC voltage deration αuuc to the DC-DC converter current

reference can be expressed, as

i|ref| = i|ref′| · αuuc (2.15)

where αuuc is a piecewise defined function, for instance, while discharging

and charging, as

αuuc =

⎧⎨
⎩

min
[
1,max

(
0,
(
uuc − Umin

uc

)/ (
U low
uc − Umin

uc

) )]
,

min
[
1,max

(
0, (Umax

uc − uuc)
/(

Umax
uc − Uhigh

uc

))]
.

(2.16)

In Eq. 2.16, Umax
uc and Umin

uc are the maximum and minimum voltages of

the UC pack, Uhigh
uc and U low

uc are the ES current limitation threshold high

and low voltages, respectively.
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Furthermore, a static inversion of the DC-DC converter is needed in

order to achieve the objective to control the DC-link current reference iES′ .

The static inversion can be expressed, as

i|ref′| =

⎧⎨
⎩
|iES′ |/(uratio · η(i|ref|, uratio)), while discharging,

|iES′ | · η(i|ref|, uratio)/uratio, while charging.
(2.17)

Eventually, the current control direction D can be concluded based on the

sign of the iES′ .

However, the static inversion is not necessarily suitable for the low ca-

pacitance intermediate circuits due to the risk of overcompensation. That

is the case−specifically, in the proposed indirect primary source power
buffering in Section 2.1.11, since the overcompensation confuses the DC-

link voltage PI-regulator of the AFE converter. Fig. 2.13 illustrates the

cause for the problem. For instance, when iES is overcompensated, then

uDC becomes higher than its reference, and the AFE converter PI-regulator

tries to compensate uDC by transferring power to the primary source.

PI
iAFE +

+
ESiDC refu

uDC

Figure 2.13. AFE converter PI-regulator sign changes if iES is overcompensated.

2.1.5 Ultracapacitor Pack Plant Model

Basic approaches are proposed for the ultracapacitor pack in the multi-

stage modeling of series-hybrid powertrains.

In the basic approaches, the UC pack can be modeled with either con-

stant or variable capacitance, and equivalent series resistance, Fig. 2.14,

as

uuc =
1

Cuc

∫ t

0
iucdt−Ruciuc + Uuc_initial. (2.18)

The mapping of a variable capacitance, as functions of current and volt-

age, can be expressed by a fitted polynomial function, as

Cuc(iuc, uuc) = p00 + p10iuc + p01uuc. (2.19)

Usually, Ruc is considered as a constant quantity, although it is depen-

dent on temperature and voltage whose effects to the resistance can be

augmented to the model if data is available [Shi and Crow, 2008]. The

polynomial fitting of a capacitance introduces the mean RMS error of 0.34
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F with coefficients: p00 = 14.42, p10 = −0.006072, and p01 = 0.01938, for a

BMOD0018 P390 (17.8 F, 390 V, Maxwell Technologies Inc.) UC module.
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(b)

Figure 2.14. Simple ultracapacitor model with either: (a) constant; or (b) variable capac-
itance and constant series resistance.

The energy losses on the UC pack can be expressed, as

Elosses_uc = Ruc

∫ t

0
i2ucdt. (2.20)

The energy content for the weight, size, and cost calculations of the UC

pack is calculated as,

Euc =
Cuc · U2

max

2
, (2.21)

where Umax is the maximum voltage of the ultracapacitor pack.

The advantage of these basic approaches is on the computational sim-

plicity [Shi and Crow, 2008]. Eq. 2.18 is considered as dynamic in system

level models, or forward models, due to its influence to the upstream of

the power-flow calculation direction [Guzzella and Sciarretta, 2007]. It

should be understood that the term dynamic does not refer to transient

responses for which the UC has different modeling approaches. Such dy-

namic models are covered in Section 2.2.2.

Fig. 2.15 shows the local efficiency of ESS for the static modeling of the

UC based systems. Such a static model can be implemented, e.g., with a

look-up table, for a backward-facing calculation. Section 2.1.1 describes

equipment under test.

Capacitor Plant Model

The low-capacitance intermediate circuit voltage, i.e. the DC-link voltage,

can be expressed, as

uDC =
1

CDC

∫ t

0
i∑PCCdt−RDCi∑PCC + UDC_initial, (2.22)

where CDC is the DC-link capacitance, i∑PCC is the sum current on a

point of common coupling, and RDC is the equivalent series resistance of
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Figure 2.15. Two-quadrant efficiency map of ESS consisting of a DC-DC converter and
UC module.

DC-link capacitors. The DC-link resistance might be excluded due to its

minor importance.

2.1.6 Battery Pack Plant Model

Various types of battery models can be found in the literature. At least,

names of black box, electric circuit, electrochemical, experimental, mathe-

matical, and stochastic models are used to describe battery models [Chen

and Rincón-Mora, 2006; Dong et al., 2011; Einhorn et al., 2013; Tremblay

et al., 2007]. Descriptions are partly overlapping due to a good reason,

i.e., models are often some kind of combinations of different approaches.

Many authors [Chen and Rincón-Mora, 2006; Dong et al., 2011; Einhorn

et al., 2013] claim that electric circuit models are the most useful to rep-

resent electrical characteristics of batteries in vehicles. These models can

be mainly classified to three main categories: Thevenin, Impedance, and

Runtime-based models. Chen and Rincón-Mora [2006] categorizes these

models and proposes a blended version of the Thevenin and Runtime-

based models.

Next, this section proposes the Shepherd model for use in the multi-

stage modeling of series-hybrid powertrains. The dynamic battery models,

Thevenin- and Impedance-based models are introduced in Section 2.2.3.

Shepherd Model

The goal of this model is to help determination of the minimum weight

or volume for batteries. The model was originally introduced by Shep-
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herd [1965] and developed by Tremblay et al. [2007] for use in Mathworks

[2013] products to represent charge/discharge curves of different battery

chemistries. The model is adaptable to a wide range of charge/discharge

data.

According to Dong et al. [2011], the Shepherd model is a black box model

which, in Mathworks [2013], is implemented to the Thevenin circuit. In

this context, the black-box model refers to exclusion of the underlying

physiochemical processes. On the contrary, gray-box models refer to elec-

trical circuit models. This model is not recommended, according to Dong

et al. [2011], for alternative energy storage, electric, and hybrid vehicle

applications which are not usually operated at quasi-stationary condi-

tions.

The main feature of the Shepherd model is that parameters can be ex-

tracted from a discharge curve. Thus, the model has several assumptions

in its form introduced by Tremblay et al. [2007]. The internal resistance

is supposed to be constant, charge characteristics are assumed to be the

same as for discharge, capacity of the battery is not dependent on the am-

plitude of current, i.e. no Peukert effect, temperature has no effect, no

self-discharge, and no memory effect. A natural conclusion is that this

model has a value only in the early phase of the design process.

In this approach, discharge characteristics, i.e. when i∗ > 0, of the Li-ion

battery pack is modeled, as

ubat(it, i
∗, ibat) = U0−K

Q

Q− it
i∗−K

Q

Q− it
it+Ae−B·it−Rbat · ibat, (2.23)

and charge characteristics, i.e. when i∗ < 0, as

ubat(it, i
∗, ibat) = U0 −K

Q

it+ 0.1 ·Qi∗ . . .

. . .−K
Q

Q− it
it+Ae−B·it −Rbat · ibat. (2.24)

In Eqs. 2.23 and 2.24, ubat is the nonlinear output voltage, it =
t∫
0

i∗dt is

the extracted capacity where i∗ = H(s) · ibat is the low-frequency current
dynamics and the first-order low-pass filter H(s) represents the battery

voltage dynamics, ibat is the battery current, U0 is the maximum voltage

value of the linear area, K is the polarization constant, Q is the maxi-

mum battery capacity, A is the exponential voltage, B is the exponential

capacity, and Rbat is the battery resistance.

The battery resistance depends on several factors, such as temperature,

state-of-charge, and age of the battery. Thus, manufacturer data-sheets
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do not always give any value for battery resistances. For such cases Trem-

blay et al. [2007] propose use of an experiment based estimate value for

the battery resistance. The proposed resistance is constant and repre-

sents the correct resistance in only the measured operation point, and

thus includes an error in every other operation point. The battery resis-

tance can be calculated as,

Rbat = (1− ηbat)
Unom

C
, (2.25)

where ηbat is the battery efficiency with the nominal battery current C,

and Unom is the minimum voltage of the battery pack in the linear area.

One approach is to use the 99-% efficiency estimate for batteries [Math-

works, 2013], or even 99.5 % [Tremblay et al., 2007], which are moder-

ate assumptions for resistive losses as can be noticed from the article

by Burke and Miller [2011]. In other words, these estimates mean the

0.5. . . 1 % power losses on the battery pack with the 1C value for the both

charge and discharge conditions. While applying this approach to a high-

power battery one should use the continuous current, e.g. 4C, instead of

the nominal current 1C. This assumes thermal conduct of power losses

for the high-power battery pack to be equal with the high-energy battery

pack.

It is worth noticing that, according to Einhorn et al. [2013], a look-up

table parametrization with respect to a linear parameter of the resistance

has only a minor impact to the accuracy of voltage in battery models,

although this model can be augmented with the varying resistance if data

as given by Burke and Miller [2011] is available.

The energy losses on the battery pack can be expressed, as

Elosses_bat = Rbat

∫ t

0
i2batdt. (2.26)

The energy content Ebat for the weight, size, and cost calculations of the

battery pack is calculated, as

Ebat =
U0 + Unom

2
Q. (2.27)

2.1.7 Active Front-end Converter and Generator Plant Model

This section proposes a functional quasi-static approach for a plant model

of an active front-end converter and generator combination—specifically,

for series-hybrid powertrains with a low-capacitance intermediate circuit.

A different type of modeling approach comes into question depending on
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the topology of the hybrid system. For instance, Powell et al. [1998] pro-

posed a functional method in which the converter output current is em-

pirically defined based on speed, field current, and output voltage of a

generator, and by the field current first-order dynamics, for a hybrid pow-

ertrain with a passive battery in an intermediate circuit.

The active-front-end converter, i.e., an inverter in the voltage control

mode, and generator sub-system model can be realized with the efficiency

mapping in the torque-speed plane, and with the DC-link voltage PI-

regulator that controls the DC current to the intermediate circuit. The

energy losses of power conversion from the DC link to the engine shaft

are taken into account as in Eqs. 2.1 and 2.2, and Fig. 2.10 presents. The

DC-link voltage regulator type, and parameter values, affect the realiza-

tion of power transfer from the primary source.

In general, the plant model contains the DC-link voltage PI-regulator,

and the feed-forward value if−f that is the difference between the load

current and ESS current, as if−f = iLOAD − iES. The impact of if−f was

assessed by Lidozzi and Crescimbini [2012]. Furthermore, the error term

eu for the PI-regulator is defined, as eu = uDCref − uDC.

The current reference before the limitations is defined, as

iref′(tk) = if−f +KPeu +KI

∫ t

0
[eu +Kaw(iref(tk−1)− iref′(tk−1))] dt, (2.28)

where tk is the time index, KP and KI are the PI-regulator coefficients,

and Kaw is the anti-windup coefficient.

The current reference iref′ must be limited to prevent stall and overspeed

of the engine. Therefore, the current reference with the maximum and

minimum limitations, is defined as

iref(tk) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

imax(nG), if iref′(tk) ≥ imax(nG),

iref′(tk), if imax(nG) > iref′(tk) > imin(nG),

imin(nG), if imin(nG) ≥ iref′(tk),

(2.29)

where imax(nG) is the dynamic maximum current limit, and imin(nG) is

the dynamic minimum current limit, respectively.

The dynamic maximum current limit can be described, as

imax(nG) = �Imax(nG)− P (nGref
− nG), (2.30)

where the static maximum DC current vector �Imax(nG) is derived from the

maximum power limit Pe(ne) of the engine. The load limitation decreases

proportionally if the generator speed nG fails to meet the reference nGref
.
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The purpose of the dynamic maximum current limit is to prevent stalling

of the engine.

The dynamic minimum current limit can be described, as

imin(nG) = P (nG − nGmax), (2.31)

where nGmax is the maximum allowed speed, and the P-regulator limits

the regenerative load to the engine shaft, and thus, prevents overspeed.

The dynamic minimum current limit can have a value between zero to Imin

which is a negative value, and derived based on the maximum parasitic

shaft load. It is used to enable the regenerative braking to the engine

shaft when the DC-link voltage arises over the reference, and the engine

speed is low enough for the regenerative braking.

Eventually, the DC-link current of the AFE converter is defined, as

iAFE = iref/(τAFE · s + 1), (2.32)

where τAFE is the current control delay time-constant of the AFE-converter-

generator combination. Therefore, the load torque τ load for the engine can

be derived from the DC-link current (iAFE), as

τ load =

⎧⎨
⎩

iAFE · uDC/(ηED(nG, τ req) · ωG), if iAFE ≥ 0,

iAFE · uDC · ηED(nG, τ req)/ωG, if 0 > iAFE.
(2.33)

In Eq. 2.33, ηED(nG, τ req) is the efficiency mapping of the electric drive,

which consists of the permanent magnet machine and the AFE converter.

ωG is the generator angular speed, and τ req is the requested torque, as

τ req = iAFE · uDC/ωG.

Energy losses on the AFE-converter-generator combination can be cal-

culated, as

Elosses_AFE_gen =

∫ t

0
(1− ηED) · uDC · iAFE · dt. (2.34)

2.1.8 Diesel Engine Plant Model

The diesel engine modeling is an essential part of the powertrain design.

The engine modeling can be very complicated due to the complexity and

various subsystems of an engine [Powell et al., 1998]. However, more

generalized fuel consumption mapping based engine models exist in order

to decrease the amount of model parameters and their complexity.
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Tsai and Goyal [1986] presented a fuel consumption mapping based

quasi-linear dynamic diesel engine model, which is suitable for testing the

adequacy of its controller under all operating conditions. Such a model is

based on knowledge of output torque as functions of fuel injection and

speed.

Although, the quasi-linear dynamic model is known and its construc-

tion is relatively simple, more simplified first and second-order torque re-

sponse functions are proposed for modeling of diesel engine dynamics. In

such cases, fuel consumption is derived based on experimental mapping

of fuel consumption with different torque and speed [Syed et al., 2006].

The advantage of the latest model is that torque response and fuel con-

sumption mapping can be experimentally tested for any engine, with no

knowledge needed of fuel injection dependency to output torque.

In general, the diesel engine plant model includes Newton’s second law

for rotational dynamics, as

ωVSDG =
1

Jtot

∫ t

0
(τ e − τ load) · dt+ ωVSDG_initial. (2.35)

In Eq. 2.35, Jtot is the inertia of the VSDG shaft, which includes both the

inertia of the diesel engine and generator. ωVSDG is the angular speed of

the variable speed diesel generator-set.

The VSDG is controlled with the speed reference and therefore, the sub-

system PI-controller for speed is defined, as

en = nVSDG_ref − nVSDG, (2.36)

ṁ′ = KP · en +KI

∫ t

0
en · dt, (2.37)

ṁ =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

�Mmax(nVSDG), if ṁ′ ≥ �Mmax(nVSDG),

ṁ′, if �Mmax(nVSDG) > ṁ′ > 0,

0, if 0 ≥ ṁ′.

(2.38)

In Eqs. 2.36. . . 2.38, en is the error term of the speed reference and the

actual value, ṁ′ is the unlimited fuel injection output value of the speed

PI-controller, and �Mmax(nVSDG) is the maximum fuel quantity vector as

a function of the VSDG speed. The �Mmax(nVSDG) defines the maximum

torque curve for the diesel engine. The output ṁ is the actual fuel quan-

tity value [mg/stroke]. Furthermore, the model uses the change rate lim-

iter for the speed reference.

The fuel consumption m of the engine can be expressed, as

m = K

∫ t

0
nVSDG · ṁ · dt, (2.39)
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where the coefficient K is piston amount / stroke cycle.

The engine torque follows a nonlinear torque function of injected fuel

and engine speed with a time delay that varies in length by the time be-

tween successive engine firings. The torque response delay for the four-

stroke cycle, the six-cylinder high speed engine, can be expressed, as

τ e =
τmap

0.65 · τe · s + 1
, (2.40)

where the time-constant τe is given, as

τe = 20/nVSDG. (2.41)

Fig. 2.16 presents the torque data τmap for the turbocharged diesel en-

gine as a mapping of speed, and fuel quantity per stroke. The torque

mapping presented in this figure refers to the brake torque which is the

indicated torque minus the parasitic losses of the water pump, fuel pump,

oil pump, valve train, air filter, muffler, piston rings, and crank bearings

[Tsai and Goyal, 1986].
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Figure 2.16. Torque data as a mapping of fuel quantity and speed of the engine.

The torque mapping can be expressed with a polynomial function of

speed and fuel quantity. The surface fitting can be done with a surface

fitting tool to achieve coefficients for the surface function, as

τmap(nVSDG, ṁ) = p00 + p10 · nVSDG + p01 · ṁ
+p20 · n2

VSDG + p11 · nVSDG · ṁ+ p02 · ṁ2 (2.42)

+p30 · n3
VSDG + p21 · n2

VSDG · ṁ+ p12 · nVSDG · ṁ2.
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The coefficients of Eq. 2.42 are presented in Table 2.2. The RMS error of

the surface function with respect to data is 13.4 Nm.

Table 2.2. Coefficients for the surface polynomial function of torque data .

Coefficients Value

p00 −39.28
p10 −0.06109
p01 6.34

p20 −1.092·10−5

p11 5.736·10−3

p02 −3.565·10−3

p30 6.791·10−9

p21 −1.602·10−6

p12 −7.244·10−6

2.1.9 Fuel Cell Source Plant Model

This study proposes use of a static ui-curve model for a FC-stack. The FC-

stack is modeled as a current-dependent voltage source, hence ufc = f(ifc),

where ufc is the output voltage of the FC-stack, and ifc is the FC-stack

current, as well as the low-voltage side current of the boost converter. The

fuel cell stack ui-curve imitates the output voltage, i.e., the polarization

curve of a typical commercial fuel cell stack, which is usually given by a

FC manufacturer. The polarization curve can be imitated with a look-up

table.

Furthermore, hydrogen and oxygen consumption calculations are needed

for the powertrain design. The rates of conversion, i.e. utilizations, of hy-

drogen ufH2 and oxygen ufO2 are determined in [Mathworks, 2013], as

ufH2 =
nr
H2

nin
H2

=
R · T ·N · ifc

Z · F · Pfuel · Vlpm(fuel) · x%
, (2.43)

ufO2 =
nr
O2

nin
O2

=
R · T ·N · ifc

2 · Z · F · Pair · Vlpm(air) · y%
. (2.44)

In the above equations, nr
H2

is the relieved hydrogen, and nin
H2

the hy-

drogen input, as well as nr
O2

is the relieved air, and nin
O2

is the air in-

put, respectively. In addition, R is the gas constant and equals to 8.3145

J/(mol·K), T is the operation temperature, and N is the number of cells.

Parameter Z refers to the number of moving electrons per mole of fuel,

i.e., 2 for a single hydrogen−oxygen fuel cell reaction, as

2H2 +O2 → 2H2O,
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but for multiple reactions it becomes an experimental decimal value, e.g.,

2.967 for PEM FC of 6 kW at 45 V in SimulinkTM models [Mathworks,

2013]. Furthermore, F is the Faraday constant, i.e. 96485 A·s/mol, Pfuel

is the fuel absolute supply pressure (atm), Pair is the air absolute supply

pressure (atm), Vlpm(fuel) is the fuel flow rate (l/min), Vlpm(air) is the air

flow rate (l/min), x is the percentage of hydrogen in the fuel, and y is the

percentage of oxygen in the oxidant.

2.1.10 Brake Resistor and Chopper Plant Model

This section describes a functional modeling approach of a brake resis-

tor and chopper, i.e. a braking unit, in a low capacitance intermediate

circuit. Based on the knowledge attained, modeling of a braking-unit in

vehicle powertrain systems has not been recently discussed in the liter-

ature. However, other possibilities to model the braking-unit would be

electrical circuit modeling with either ideal or non-ideal power semicon-

ductor switches, or also by functionally with a constant voltage operation

limit.

In any case, the braking-unit modeling method should not affect a sys-

tem level simulation time-step, and thus, electrical circuit modeling is

unviable. A method with only a constant voltage operation limit would as-

sume unlimited power capabilities in the braking-unit, and furthermore,

it adds a computational discontinuity due to a state change in an inter-

mediate circuit variable, i.e. the DC-link voltage. Thus, the proposed

functional modeling method can be considered as more suitable than the

constant value with a state change.

The braking unit is used to prevent an excessive increase of voltage in

low capacitance intermediate circuits. Functionality of the braking unit

can be described, e.g. as

iBRK(tk) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

KP · eu(tk−1) +KI

∫ t
0 eu(tk−1) · dt, . . .

. . . if uDC(tk−1) > Ubrake
DC ,

0, . . .

. . . if Ubrake
DC ≥ uDC(tk−1).

(2.45)

In Eq. 2.45, iBRK is the braking-unit current, eu is the voltage error be-

tween Ubrake
DC and uDC, as well asKP andKI are due to functional modeling

of a braking-unit. Furthermore, a power limitation saturates excessive

values of iBRK.
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2.1.11 Energy Management Algorithm for the Hybrid Control
Mode

This section proposes an indirect primary source power buffering method

for use in the active ultracapacitor buffered diesel series-hybrid power-

trains. The method was used for validations of plant models in Figs.

2.5. . . 2.6. The indirect power buffering, in this context, means the low

capacitance intermediate circuit regulation with the AFE converter, while

the DC-DC converter averages the load. On the contrary, the direct power

buffering refers to the low capacitance intermediate circuit regulation

with the DC-DC converter, while the primary source is controlled based

on the averaged load.

A scheme of the proposed series-hybrid powertrain energy management

is presented in Fig. 2.17. The control signals and actual values are the

speed reference nref for the VSDG electronic control unit, the DC-link volt-

age reference for the AFE converter uDC_ref , the UC pack voltage uuc, the

DC-link voltage uDC, the current reference i|ref| and direction D for the

DC-DC converter, as well as the load power pLOAD.

DC

AC

DC

DC

AC

DC
EM

Energy
Manage-

ment
uDC

Ultracapacitor
pack

uuc

nref

i|ref|

p
LOAD

u DC ref

VSDG

GDiesel
Engine

D

Figure 2.17. Energy management hierarchy of the series-hybrid powertrain with the ul-
tracapacitor pack for power buffering.

Control of the Energy Storage System in the Series-Hybrid Powertrain

In general, the ESS control design can be started on the ESS current to

the DC link (iES), since the DC-link current relation to the energy stor-

age current can be expressed as in Eq. 2.17. Control of ESS depends on
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the whole powertrain control strategy and therefore, one general solution

does not exist.

Control of the ES System in the Plant Model Validation Experiment

The energy management algorithm has two parallel regulators. First, the

P-regulator from the DC-link voltage, as

iES′_1 = P (uDC_ref − uDC). (2.46)

Second, the filter structure based on coefficients (b0...bn) of a moving av-

erage function with values 1/(n + 1), i.e., a discrete-time finite impulse

response (FIR) filter. The study uses the 20-second averaging period with

0.1 s time-steps. The output of the FIR filter is, as

pFIR(tk) =

tk∑
ti=tk−n

[pLOAD(ti)/(n+ 1)] (2.47)

uFIR(tk) = 2− pFIR(tk)

PMAX
,

where tk is the present time index and ti refers to time indices of the filter

from tk−n to tk. n = 199 is the amount of unit delays in the filter. PMAX

is the tuning parameter of the energy management algorithm which is,

e.g., 2. . . 3 times the maximum primary source power. The output of the

FIR filter is multiplied with the power reference for the primary source

uP that in the validation case is expressed, as

uP(tk) = PMAX

(
1− uuc(tk)

Umax

)
. (2.48)

Furthermore, the filter output pfilter is piecewise determined, as

pfilter(tk) =

⎧⎨
⎩

uFIR(tk) · uP(tk), if uFIR(tk) · uP(tk) > 0,

0, if 0 ≥ uFIR(tk) · uP(tk).
(2.49)

This prevents the negative output of the filter. Therefore, all regenerative

load power is included in the filter output and subtracted from the actual

load power of the DC link. The power regulator output is, as

iES′_2 =
pLOAD − pfilter

uDC
. (2.50)

Thus, the ES system current reference on the DC-link voltage potential

can be expressed, as

iES′ = iES′_1 + iES′_2. (2.51)

The sign of iES′ determines the current control direction D.
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The stability of the ES system control algorithm can be studied by de-

riving iES′ with all its inputs. The ES system current reference space on a

static state is presented in Fig. 2.18 with the uDC_ref value of 650 V, uDC

600 V. . . 700 V, P-regulator coefficient of 2, and pLOAD between PMAX to

−PMAX, i.e., 100 kW. . .−100 kW. The static current reference space is the
worst case in sense of the filter output, since the maximum output occurs

only if the maximum input lasts long enough.
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Figure 2.18. Static ES system current reference iES′ space presented in five piecewise
charts with all inputs.

The current reference space shows how parallel regulators affect the ES

system current. With the high load, the full energy storage voltage, and

the low DC-link voltage, the ES system gets the highest positive reference.

On the contrary, the highest negative reference is given with the low ES

voltage, the high regenerative load, and the high DC-link voltage. The

positive linear function, described in Eq. 2.49, makes impossible negative

output values of the filter and therefore, the negative load power weights

the current reference towards negative values. The power buffering is

performed based on the load power level and the ES voltage with the
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weighting depended on the DC-link voltage.

Rule-Based Speed Control for VSDG in the Series-Hybrid Powertrain

The variable speed diesel generator-set can be forced to operate on the

minimum fuel consumption per kilowatt-hour area, with co-operation of

the VSDG speed control, and the AFE converter control, as Ceraolo et al.

[2008] discussed. The rule-based speed control for VSDG can be expressed,

e.g. as

ne_ref =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

ne_max, if pAFE > Plim_max,

...
...

ne_1, if Plim_2 > pAFE > Plim_1 + Physt,

ne_idle, if Plim_1 ≥ pAFE,

(2.52)

which defines engine speed references depending on its load. In Eq. 2.52;

ne_idle, ne_1, . . . , ne_max refer to different speed references for the engine;

Plim_1, Plim_2, . . . , Plim_max refer to different power limits between speed

reference transitions; Physt is the hysteresis between power transition

limits; and pAFE is the AFE converter power, as iAFE · uDC. Simulated

Fig. 2.19 illustrates the operation areas where the VSDG operation can

be forced. Crowded operation point areas represent specific static speed

(ne_idle, ne_1, ..., ne_max) values, and scattered operation points are due to

transitions between static speed states.
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Figure 2.19. Operation points of an engine in the variable speed use on the fuel consump-
tion map. Operation points are marked with stars, and the maximum power
limit with a wide line.
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The proposed rule-based speed control for an engine is not suitable for

all types of loading. For instance, an engine might overload due to an

abrupt high load step. Such a load can occur in a vehicle suddenly stop-

ping and re-starting traction while already moving. On the other hand,

the proposed engine speed control is suitable for loading which is ramped

up during a longer time-period. Fig. 2.20 illustrates changes of operation

areas with the proposed rule-based speed controller for an engine. This

figure shows how static speed states are changed with high torque values

to higher speeds, and, on the contrary, with low or regenerative torque val-

ues to lower speeds. Arrows illustrate change directions of speed states.

Figure 2.20. Operation principle of an engine with the proposed rule-based speed control.

The context of the proposed speed control is based on an idea of using an

engine with predetermined constant speeds on the low fuel consumption

area, rather than using an engine with continuously varying speed, e.g.,

from 1000 rpm to 2100 rpm.
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2.2 Dynamic Modeling of Series-Hybrid Powertrains

Dynamic modeling is required for the control and the stability analysis

of a system. In power electronics, this means application of nonlinear

time-domain models, or small-signal models, which are averaged over a

switching cycle of a nonlinear model. Electric circuit models are a usual

choice to represent dynamics of energy storages. Primary sources, such as

engine and fuel cell, are commonly, in high-power applications, interfaced

with power conversion devices, and thus they are often modeled as power

electronic devices.

In HP power electronic applications, such as NRMM powertrains, an in-

sulated gate bipolar transistor (IGBT) technology is commonly used. The

switching frequency of the IGBT technology is limited due to relatively

high switching losses, and therefore it is common that devices using IG-

BTs operate with low switching frequencies, i.e. 1. . . 20 kHz. Switching-

cycle averaged models are valid up to around the switching frequency

[Maksimović, 2000] if two samples per switching period are taken, and

therefore the switching frequency plays an essential role in the fidelity of

other powertrain component models.

Our contribution to the dynamic modeling of series-hybrid powertrains

is on a systematic approach for the dynamic modeling of multiport DC

buses in power-electronic systems. This approach is valid up to the vicin-

ity of the resonance of the DC-bus capacitor. This resonance frequency is

often well above the switching frequency, especially when the IGBT tech-

nology is assumed. Thus, this approach is convenient, specifically, for the

dynamic modeling of power-electronic systems with the IGBT technology.

Next sections will introduce dynamic modeling of other powertrain com-

ponents such as load and source models, ultracapacitor models, and bat-

tery models. The dynamic modeling of diesel engines and fuel cell sources

are not introduced due to wideness of these topics. As stated in forthcom-

ing sections dynamics of sources are applied if the need arises during the

development of powertrains.

2.2.1 Load and Source Models

Traditionally, nonlinear models of regulated DC or AC loads have been

first averaged over the switching cycle and then linearized for small-signal

analysis purposes. The small-signal stability has been studied by means

of linearized models, which are typically expressed in a form of state-space
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representations or transfer functions. Next sections introduce briefly some

aspects of nonlinear time-domain and small-signal modeling.

Nonlinear time-domain models

Three approaches for time-domain models are discussed in following para-

graphs. These approaches are a current source, changeover switch, and

state-space model of an inverter or switching converter.

A basic approach, used by Sudhoff et al. [1998]; Pietiläinen et al. [2006],

is to model a three-phase AC load with a power-controlled current source.

Such an approach focuses on the DC-link dynamics and targets to the fre-

quency bandwidth from the tens to hundreds of hertz. However, Sudhoff

et al. [1998] states that this approach is intended for explanation purposes

and for guidance in designing control algorithms, not for high-fidelity sim-

ulation or for the testing of control algorithms. Furthermore, according to

Mosskull et al. [2007] this approach assumes the torque control to be per-

fect and thus leads to false conclusions in some operation points.

A more complex approach is to model a three-phase AC load by three

ideal changeover switches. Such a nonlinear time-domain model can be

implemented to an electric circuit simulator. This advanced modeling ap-

proach becomes complex since the control of the system needs to be strictly

implemented, and thus leads to variance in approaches which some are

highlighted in following.

In the advanced modeling of drives, the system and control dynamics

are usually taken into account into some extent. In the approach of Liu-

tanakul et al. [2010], all dynamics of a drive except delays in the control

algorithms of an inverter are taken into account. Mosskull et al. [2007]

considers also non-idealities of the control such as the sampling and pulse-

width modulator delays. However, Liutanakul et al. [2010] states that

non-idealities of the control are often neglected in practical applications,

which might be due their low influence and the complexity of implemen-

tation. In any case, linearization of these models can proceed with state-

space representations or transfer functions.

Maksimović [2000] stated that switching converters could be modeled

as analytical models if implemented to switched piecewise linear systems

and some simplifying assumptions are considered. The analytical piece-

wise linear system approach results to a good accuracy at all frequencies,

and could be implemented without an electric circuit simulator. Thus,

the state-space representation of a circuit is more straightforward to the
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small-signal analysis.

Small-signal models

The small-signal stability analysis requires linearized models of a source

and load. Usually, the product of the source impedance and the load ad-

mittance are assessed with some stability criterion. For instance, the

Nyquist criterion have been used to analyze the small-signal stability in

Mosskull et al. [2007]; Liutanakul et al. [2010]; and in Wallmark et al.

[2012]. Alternatively, the local stability has been analyzed based on the

eigenvalues of the linearized system in Sudhoff et al. [1998].

Maksimović [2000] proposes a method for the automated generation of

small-signal models based on time-domainmodels. The reasoning for such

a method is that there are often circuit configurations, control methods, or

operating modes where appropriate small-signal models are not available

or are difficult to derive. Application of this method is demonstrated with

use of PSpice and Mathematica.

Puukko et al. [2011] showed that the inverter dynamics can be predicted

with a current-fed boost-type converter model, when the d-axis current,

i.e. current transferring the real power, is considered. This simplifies

the dynamic small-signal network model of a three-phase inverter from

fifteen transfer functions to six.

Wallmark et al. [2012] derived the converter input admittance for salient

permanent-magnet synchronous machine drives with the field-oriented

current control. Furthermore, time-domain experiments and Nyquist-

diagram analysis are presented.

In small-signal analysis, it is common that dynamics of rotating ma-

chines, i.e., a generator coupled to an engine or a motor to a wheel, are ne-

glected due to their long time constants caused by inertia [Sudhoff et al.,

1998; Wallmark et al., 2012]. However, some work as Liutanakul et al.

[2010] are done by considering all dynamics of a drive.

2.2.2 Dynamic Ultracapacitor Models

According to Shi and Crow [2008] three basic ultracapacitor modeling

approaches exist, such as mathematical, electric circuit, and other non-

electric circuit models, e.g. an artificial neural network model. Electric

circuit models are commonly a natural choice of electrical engineers for

dynamic modeling. These electric circuit models can be categorized into

different types from which four are illustrated in Fig. 2.21.
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Figure 2.21. (a) Simple series-RC model, (b) impedance model, (c) parallel-RC branches
model, (d) RC-transmission line model.

The simple series-RC model approach, in Fig. 2.21(a), describes charge

and discharge of UC with constant or varying values of a resistance and

capacitance. The advantage of this approach is computational simplic-

ity. However, this approach is not able to capture the nonlinear rise and

fall of the UC voltage and the change in voltage after the charging and

discharging stops as stated by Zubieta and Bonert [2000].

The simple series-RC model approach can be augmented to the imped-

ance model shown in Fig. 2.21(b) which consists of the ohmic resistance

Ri, the series inductance Ls, and the pore impedance Zp with the double-

layer capacitance Cdl and the electrolyte resistance Rel. The impedance

model was fitted to measurements in the frequency range of 0.2. . . 70 Hz,

and compared to a drive-cycle long verification measurements with this

fitting in Buller [2003]. In his work, the range of 14. . . 44-% accuracy for

the UC-module power dissipation were concluded with the comparison

time of 30 minutes, and with fixed environment and target parameters.

Furthermore, the voltage accuracy of ± 0.5 % of the nominal were re-

ported.

The parallel-RC model approach, in Fig. 2.21(c), targets to capture

the nonlinear rise and fall of the UC voltage after charge or discharge,

and furthermore aims to describe sufficiently the UC voltage in the 30-
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minutes period. In approach of Zubieta and Bonert [2000], the parallel-

RC model is suggested to be used with three well distinct RC time con-

stants covering the desired time range, such as in Fig. 2.21(c) R1 and C1

refer to the fast-term time constant, R2 and C2 refer to the medium-term

time constant, and R3 and C3 refer to the long-term time constant. The

shortest time-constant branch is suggested to be realized with a variable

capacitance, whereas others are suggested to be constants. In addition,

Zubieta and Bonert [2000] suggest a procedure to determine the required

model parameters from terminal measurements.

The RC-transmission line model, in Fig. 2.21(d), is based on work by de

Levie in the 1960s [Buller, 2003; Shi and Crow, 2008]. This model simu-

lates UCs physical structure and electrochemical characteristics directly.

In UC, each pore in a porous electrode can be modeled as a transmission

line, thus leading to a ladder network with many RC elements. Lajnef

et al. [2007] show that a modification of the RC-transmission line model

can be fitted to the UC impedance in the 0.01. . . 1000-Hz frequency range.

In their approach, R1 in Fig 2.21(d) corresponds to the magnitude of the

measured impedance at the resonance frequency. Furthermore, C1 and

R2. . .Rn are constants whereas C2. . .Cn are dependent on voltage. A good

fit of the model is suggested to be reached when n is between 4 and 20.

The impedance of UC is purely capacitive only with low frequencies.

The phase of the impedance turns from capacitive to inductive in the

0.01. . . 1000-Hz frequency range [Lajnef et al., 2007], while the resonance

frequency is found in the 70. . . 200-Hz frequency range [Buller, 2003; La-

jnef et al., 2007]. Naturally, the exact resonance frequency is dependent

on the series inductance of UC, and thereby dimensions of a circuit.

As introduced, there are different electric circuit models for more accu-

rate modeling of an ultracapacitor behavior. However, such models need

parameter extraction from experimental tests, and their use might affect

system-level simulation time-steps. Implementation and need of these

approaches as a part of a system-level model is, on my best knowledge, an

open question.

2.2.3 Dynamic Battery Models

Fig 2.22 illustrates two main categories for the dynamic modeling of a

battery. These approaches, Thevenin and impedance-based electric circuit

models, are discussed in next sections.
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Figure 2.22. (a) Thevenin, (b) impedance-based electric circuit battery models.

Thevenin-based Model

A generic Thevenin-based electric circuit model is shown in Fig. 2.22(a),

where the voltage-controlled voltage source u(SOC) represents the open-

circuit voltage (OCV) as function of SOC, Rs is the series resistance, and

Rτ and Cτ are the transient resistance and capacitance, respectively.

Thevenin-based models can predict the battery voltage during a rele-

vant discharge cycle with the accuracy range of 1.5. . . 5.0 % [Chen and

Rincón-Mora, 2006; Einhorn et al., 2013]. The Thevenin circuit with an

additional series RC-branch introduces the AC response to the battery

model, thus improving the transient response of voltage with respect to

the circuit with OCV and series resistance. The accurate use of these mod-

els assumes knowledge of OCV dependency on SOC, temperature condi-

tion, and current rate.

According to Einhorn et al. [2013] use of more than one RC-branch for

transients will not introduce any significant benefit to the modeling of

the voltage, if static operation conditions of a battery are assumed to be

known. Furthermore, this approach models the capacitive transient be-

havior of a Li-ion battery from 1 Hz to the 0.3. . . 2.0-kHz range [Dong

et al., 2011; Buller, 2003].

Naturally, a more accurate transient fit on this medium frequency re-

gion affects to the whole drive-cycle simulation time.

Impedance-based Model

A generic impedance-based electric circuit model is shown in Fig. 2.22(b),

where Ls is the series inductance and ZAC is the AC impedance. Usually,
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this AC impedance consists of complex RC networks whose parameters

are extracted by the electrochemical impedance spectroscopy technique

[Buller, 2003; Dong et al., 2011].

This approach enables fit of the battery impedance to a model e.g. from

0.1-mHz to 65-kHz frequency region, i.e., the approach augments the im-

pedance to low frequencies below 1 Hz and to high frequencies over the

0.3. . . 2.0-kHz frequency region. However, the battery impedance is de-

pendent on, at least, factors such as SOC and battery current [Buller,

2003], and therefore the impedance measurement of a battery to various

stationary states becomes a very time consuming task.

The introduction of an inductive part of the battery impedance, i.e., the

frequency region over 0.3. . . 2.0-kHz, is not suitable for the whole drive

cycle simulations. Instead, this modeling approach has value in stability

analyses of a system.
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2.3 Error Analysis

This section introduces calculation of the maximum error values with the

partial differential equation. Then, the partial differential equation is

used to solve the efficiency mapping accuracy of the DC-DC converter,

and cumulative maximum errors of the multi-stage modeling method that

is introduced in Section 2.1. Finally, gained knowledge is applied to the

parameter sensitivity analysis based on the Monte Carlo method.

2.3.1 Maximum Measurement Error

Generally, the maximum error of a variable ΔF can be calculated with

the partial differential equation, as

ΔF =

∣∣∣∣∣ δFδx1
∣∣∣∣∣Δx1 +

∣∣∣∣∣ δFδx2
∣∣∣∣∣Δx2 . . .+

∣∣∣∣∣ δFδxn
∣∣∣∣∣Δxn, (2.53)

where F is the function of the variable, xn is the nth factor of the function

F , and Δxn is the error value for the nth factor.

Discussions of Accuracies in DC-DC Converter Efficiency Mapping

Eq. 2.53 can be written to describe the maximum error of the efficiency

measurement Δη, as

Δη =

∣∣∣∣∣ δη

δuout

∣∣∣∣∣Δuout +

∣∣∣∣∣ δη

δiout

∣∣∣∣∣Δiout +

∣∣∣∣∣ δη

δuin

∣∣∣∣∣Δuin +

∣∣∣∣∣ δηδiin
∣∣∣∣∣Δiin, (2.54)

where

η =
uout · iout
uin · iin ,

thus

Δη =
iout

uin · iinΔuout +
uout

uin · iinΔiout +
uout · iout
u2in · iin

Δuin +
uout · iout
uin · i2in

Δiin.

In these equations, the out and in subscripts refer to variables on different

sides of a DC-DC converter.

In efficiency measurements, the used power analyzer wasNorma D6100

(LEM) with its triaxial shunts for 6. . . 300 A currents. The measuring ac-

curacy for voltage channels in the 0. . . 15-Hz frequency range is ± (0.15 +
0.03) % for reading and range, respectively. The measuring accuracy for

current shunts in the 0. . . 100-kHz frequency range is ± 0.1 %. Further-

more, measurements were taken at the 70-kHz sampling frequency, and

averaged over the time-period of one second. Table 2.3 illustrates voltage

measurement accuracies depending on the operation point of ESS.
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Table 2.3. Voltage measurement maximum errors in different operation points.

reading range error error

[V] [V] [V] [%]

ues: 200 340 ± 0.402 ± 0.201
ues: 380 670 ± 0.771 ± 0.203

uDC: 650 670 ± 1.176 ± 0.181

Table 2.4 illustrates efficiency measurement accuracies on four opera-

tion points. This table shows the measured values of current and voltage,

and based on this table we can conclude that the total maximum error of

the efficiency mapping is in the range of ± 0.47. . . 0.52 %, cf. error values
with superscripts a. The total maximum error is a value for a case when

all error components cumulate to the same direction.

Table 2.4. Efficiency measurement maximum errors in different operation points.

uout iout uin iin Δη

[V] [A] [V] [A] [%]

254.8 29.2 650.4 12.2 ± 0.505
379.7 29.57 650.4 17.99 ± 0.467a
256.7 194.4 650.3 79.5 ± 0.519a
369.3 194.6 650.2 113.3 ± 0.478

In practice, the efficiency mapping needs a look-up table with a high

number of cells, e.g. 531 cells in our use. Thus, it is common to fit a poly-

nomial function to represent such a data set as the efficiency mapping.

However, the measured efficiency mapping is nonlinear, and therefore,

introduction of a polynomial function for the efficiency surface creates an

RMS error. The introduced error is dependent on the degree of a polyno-

mial function which can be expressed, e.g., for the efficiency of the DC-DC

converter, as

η(ies, uratio) = p00 + p10 · ies + p01 · uratio
+p20 · i2es + p11 · ies · uratio + p02 · u2ratio (2.55)

+ . . .

+pi0 · iies + p(i−1)(j−1) · ii−1
es · uj−1

ratio . . .

. . .+ p(i−1)(j−2) · ii−1
es · uj−2

ratio + . . .

. . .+ p(i−2)(j−1) · ii−2
es · uj−1

ratio + p0j · ujratio.

In Eq. 2.55, pij refers to a coefficient of the polynomial function, and in-
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dices i and j define the degree of the surface function.

Table 2.5 illustrates decrease of the root-mean-square error (RMSE),

and increase of the coefficient number, as functions of degree numbers of

the surface polynomial. A RMS value closer to zero indicates a fit that is

more useful for predictions. RMSE is defined, as

RMSE =

√
E
(
(η̂ − η)2

)
, (2.56)

where E(X) is the mean of X that is a group of values, η̂ is the estimated

efficiency with a polynomial function, and η is the measured efficiency. η̂

and η refer to various points of surfaces.

Table 2.5. Polynomial fittings for the efficiency surface within uratio of 0.07 . . . 0.59.

RMS error [%] coefficients i j

1.27 3 1 1

1.15 5 2 1

0.92 5 1 2

0.76 6 2 2

0.60 9 2 3

0.55 12 2 4

0.53 15 2 5

0.44 14 3 4

0.41a 18b 3 5

0.39 20 4 5

0.39 21 5 5

Furthermore, introduced RMS errors change if a polynomial function is

defined only for a bounded region where most of converter operation oc-

curs, i.e., a linear region of the efficiency map. These errors are illustrated

in Table 2.6 within the voltage conversion range of 0.3. . .0.59.

Table 2.5 highlights that the introduced RMS error by a polynomial

function is, e.g., 0.4 % if the whole efficiency surface is estimated, cf. the

RMS error with the superscript a. Table 2.6 highlights that this error

decreases to the 0.08-% range if only the linear region of the mapping is

estimated, cf. a. These values refer to the cases with 12 and 18 coefficients

for the definition of the polynomial function, cf. b in both tables.

To conclude, an efficiency mapping, if measured only once, has the to-

tal maximum error of ± 0.47. . . 0.52 %. In practice, the total error limits
would decrease if efficiency measurements would be repeated. Further-

more, if the whole efficiency mapping would be estimated with the sur-
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Table 2.6. Polynomial fittings for the efficiency surface within uratio of 0.3 . . . 0.59.

RMS error [%] coefficients i j

0.59 3 1 1

0.33 5 2 1

0.59 5 1 2

0.33 6 2 2

0.16 9 3 2

0.33 9 2 3

0.078a 12b 4 2

0.073 15 5 2

face polynomial function, then the total maximum error would increase,

for instance, to ± 0.9 %, as stated in Table 2.5, or to ± 0.55. . .0.6 % (Table

2.6) if only the linear region of the mapping is estimated.

Thus, in the early phase of research it is convenient to use only a look-up

table based efficiency mapping for the plant model of a DC-DC converter.

If measurements of the DC-DC converter efficiency would be repeated,

then, for instance, a surface polynomial function for the linear region of

the mapping could be considered as an option to target a low total maxi-

mum error, e.g., in the range of ± 0.2 %. This would mean the target of ±
0.122 % for the efficiency measurement accuracy.

In addition, the average of RMS errors between charge and discharge

modes in a specific operation point is ± 0.3 %, when the efficiency data is
compared in the current ies range of 30. . . 196 A and the voltage ratio uratio
of 0.2. . . 0.6. The average RMS error becomes ± 0.2 % when uratio is within

0.3. . .0.6. Thus, for more accurate energy transfer calculations, there is

a need for different mappings of the charge and discharge modes. The

parameter sensitivity analysis, in Section 2.3.5, can be used to conclude

the importance of efficiency measurements to powertrain variables.

Cumulative Maximum Errors of the Proposed Modeling Method

The concept of the maximum error calculation can be extended for calcu-

lation of cumulative maximum errors of the modeling method. This, how-

ever, is noticed to be more complex than analyzing only one data mapping,

or analyzing variable errors in a system with, e.g., Monte Carlo method,

see sections 2.3.2. . . 2.3.5.

The target is to achieve an accurate fuel consumption estimate, as Δṁ.

Therefore, the proposed model is piecewise differentiated in relation to all
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conceivable parameters. Strictly speaking, the presented accuracy anal-

ysis considers only the static-state accuracies, and neglects accuracies in

transients. The target to concentrate on the static accuracy gives an as-

sumption that all errors for variables controlled with an integral term

become equal to a measurement error.

Depending on the starting point of the simulation, the static error anal-

ysis begins either on pmech or pLOAD. If pmech is chosen, then speed and

torque of traction motors are considered to be known accurately. If pLOAD

is considered to be known, then the starting point is on intermediate cir-

cuit side variables of hoist and traction drives.

According to Eq. 2.53, the accuracy of an electric drive efficiency map-

ping ηED can be written, as

ΔηED =

∣∣∣∣∣ δηEDδτEM

∣∣∣∣∣ΔτEM +

∣∣∣∣∣ δηEDδωEM

∣∣∣∣∣ΔωEM +

∣∣∣∣∣δηEDδuin

∣∣∣∣∣Δuin +

∣∣∣∣∣δηEDδiin

∣∣∣∣∣Δiin, (2.57)

where

ηED =
τEM · ωEM

uin · iin ,

thus

ΔηED =
ωEM

uin · iinΔτEM +
τEM

uin · iinΔωEM +
τEM · ωEM

u2in · iin
Δuin +

τEM · ωEM

uin · i2in
Δiin.

Table 2.7 gives accuracies for the efficiency mapping sensors. The ac-

curacy of the torque sensor is the datasheet value of Dataflex 42/1000

(KTR). The speed encoder in the measurement was CKS36-PFBPROGR

with 1024 pulses per revolution. The speed measurement has the accu-

racy of ± 0.01 % of reading, according to Norma D6100 (LEM) datasheet,

for a measuring period over 30 ms. Electrical measurement accuracies

are based on the Norma D6100 (LEM) datasheet. The accuracy of uin is

according to reading and range accuracies for 650 V. The accuracy of iin is

according to the basic accuracy of external triaxial shunts.

Table 2.7. Measurement sensor accuracies for the efficiency mapping of an electric drive.

τEM n uin iin

error error error error

[Nm] [%] [%] [%]

± 5 ± 0.01 ± 0.181 ± 0.1

Table 2.8 illustrates measurement accuracies of the efficiency mapping

of ED with low speed (30 rpm) at 1.0 kW shaft power, and with high speed

(3000 rpm) at 100 kW shaft power.
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Table 2.8. Efficiency mapping accuracies of an electric drive with low and high speeds,
and motoring and regenerative powers.

τEM ωEM uin iin ΔηED

[Nm] [rad/s] [V] [A] [%]

+ 318.3 + 3.141 + 650 + 7.692 ± 0.372
− 318.3 + 3.141 + 650 − 0.308 ± 9.31a

+ 318.3 + 314.1 + 650 + 181 ± 1.58b

− 318.3 + 314.1 + 650 − 130.8 ± 2.19b

Maximum errors of the efficiency mapping remain high, due to a high er-

ror in torque measurement which covers approximately 84 % of the max-

imum error, cf. with Eq. 2.57 and values of Tables 2.7 and 2.8. The worst

presented error in efficiency mapping accuracies is ± 9.31 %, cf. the value
with the superscript a in Table 2.8, and it refers to the case when low me-

chanical power is transferred to the intermediate circuit. Impact of this

is negligible, since the high error at low powers has low impact to the full

cycle cumulative error value because cumulating of small powers results

to small energies. In other words, more dominant maximum error value

examples during the full drive cycle analysis are, e.g., ± 1.58 % and ±
2.19 %, cf. values with superscripts b.

The cumulative error in energy losses of ED is,

ΔElosses_ED =

∫ t

0
ΔηED · pmechdt, (2.58)

thus, integral ofΔηED determines directly the error percentage inElosses_ED.

The accuracy of pLOAD can be written, as

ΔpLOAD =

∣∣∣∣∣δpLOAD

δηED

∣∣∣∣∣ΔηED =

⎧⎪⎨
⎪⎩

pmech ·ΔηED

/
η2ED, if pmech > 0,

pmech ·ΔηED, if pmech < 0.

(2.59)

Table 2.9 presents accuracies of pLOAD with motoring and regenerating

powers, both, with low speed at 1.0 kW power, and with high speed at 100

kW power. The results illustrate that the absolute error values of pLOAD

are dependent on the pmech magnitude, and therefore, the relative errors

change depending on the sign of the load power.

The worst presented relative error ΔpLOAD/pLOAD is high ± 46.5 %,

highlighted with the superscript c, as the absolute error ΔpLOAD deriv-

ing from the efficiency mapping is high in contrast to pLOAD. However,

the relative error with low power has a minor impact on the full cycle
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Table 2.9. Accuracy of pLOAD when the starting point of modeling is mechanical power.

pmech pLOAD ΔpLOAD ΔpLOAD/pLOAD

[kW] [kW] [W] [%]

+ 1.0a + 5.0 ± 93.1 ± 1.86
− 1.0a − 0.20 ± 93.1 ± 46.5c

+ 100b + 118 ± 2190 ± 1.86d

− 100b − 85.0 ± 2190 ± 2.58d
a At 30 rpm, b at 3000 rpm.

cumulative error in which error values close to the nominal power are

dominant, cf. superscripts d.

Some deductions are needed, in order to extend the analysis further

from ΔpLOAD. In the assessed powertrain case, the intermediate cir-

cuit voltage is controlled with the PI-regulator, thus the actual value of

uDC is a constant. Therefore, the static error of ΔiLOAD/iLOAD equals to

ΔpLOAD/pLOAD. Furthermore, the PI-regulator ensures that,

iLOAD = iES + iAFE, (2.60)

in the static-state.

Due to EMS, the current of ESS iES can be solved. Fig. 2.23 illustrates

error paths that exist in the system under assessments. The primary

sources of error in simulations are efficiency mappings ηED and ηDC/DC,

as well as measurements ies, uuc, and uDC.

According to Eq. 2.53, the accuracy of the ESS current is dependent on

ies, ues, uDC, and ηDC/DC, as

ΔiES =

∣∣∣∣∣δiESδies

∣∣∣∣∣Δies+

∣∣∣∣∣δiESδues

∣∣∣∣∣Δues+

∣∣∣∣∣ δiESδuDC

∣∣∣∣∣ΔuDC+

∣∣∣∣∣ δiES
δηDC/DC

∣∣∣∣∣ΔηDC/DC. (2.61)

This can be written, while discharging, as

ues · ηboost
uDC

Δies +
ies · ηboost

uDC
Δues +

ues · ies · ηboost
u2DC

ΔuDC +
ues · ies
uDC

Δηboost,

(2.62)

and while charging, as

ues
uDC · ηbuckΔies +

ies
uDC · ηbuckΔues +

ues · ies
u2DC · ηbuck

ΔuDC +
ues · ies

uDC · η2buck
Δηbuck.

In Eqs. 2.62, known error values are Δues, ΔuDC, Δηboost, and Δηbuck. Ac-

curacies of Δues and ΔuDC are chosen to equal the overall accuracy of the

voltage transducerΔumeas AV100-750 (LEM), which changes from ± 0.7 %
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Figure 2.23. Error paths of the model-based design for the diesel-electric powertrain with
an active UC buffering.

to ± 1.7 % at nominal voltage of 750 V depending on the considered tem-

perature range, either constant +25 ◦C, or −40. . . +85 ◦C. The accuracies

of efficiency mappings, i.e. ηboost and ηbuck, were derived to ± 0.5 % with

look-up table data, and to ± 0.9 % based on a polynomial function. The

accuracies of efficiency mappings do not consider temperature dependen-

cies in any means. The unknown Δies is dependent on control algorithms,

as described in Section 2.1.11. Furthermore, the Δues is a function of ies,

and thus errors have a cross coupling. Therefore, Δues is simplified to

the neighborhood of ues together with the overall measurement accuracy

Δumeas, as

Δues = Δuuc = Δuuc1 +Δuuc2 = Ruc ·Δies +Δumeas, (2.63)

and the integral part of Eq. 2.18 determines the charge-discharge fre-

quency error, as

Δd =
(1/Cuc) ·

∫ t
0 Δiesdt

2 · (Umax − Umin)
. (2.64)

Thus, the error value Δies determines errors in both energy storage volt-

age and charge-discharge frequency.

Moreover, energy storage voltage affects to Δies due to feedback in con-

trol algorithms. However, the effect of Δuuc1 on Δies, cannot be taken into

consideration, because of an existing algebraic loop. Thus, error Δies is

considered to accumulate measurement accuracies of variables ues, pLOAD,

and error Δimeas as the offset in the PI-control of the converter current.
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The error in uDC is neglected. The error analysis considers the accuracy

of the current measurement Δimeas to equal with the overall accuracy of

the current transducer CT 50-T (LEM), which is ± 0.1 % at the nominal

current of 50 A within the −25. . . +70 ◦C temperature range. Therefore,

Δies is determined, as

Δies =

∣∣∣∣∣ δiesδuuc

∣∣∣∣∣Δuuc +

∣∣∣∣∣ δies
δpLOAD

∣∣∣∣∣ΔpLOAD +Δimeas. (2.65)

In Eq. 2.65, the first partial derivative in respect of uuc can be derived, as∣∣∣∣∣ δiesδuuc

∣∣∣∣∣Δuuc =

∣∣∣∣∣δ[P · (uDC_ref − uDC) · uDC/uuc + (pLOAD − pfilter)/uuc]

δuuc

∣∣∣∣∣Δuuc,

in which the difference of uDC_ref and uDC becomes zero, and the parallel

controller, as∣∣∣∣∣pLOAD

u2uc
−
(
2 · PMAX −

tk∑
ti=tk−n

[pLOAD(ti)/(n+ 1)]

)/
u2uc

∣∣∣∣∣Δuuc.

Then, the partial derivative in respect of load power gives,∣∣∣∣∣∣∣∣∣

[
pLOAD(tk) +

tk∑
ti=tk−n

[pLOAD(ti)/(n+ 1)] · (1− uuc/Umax)

]/
uuc

δpLOAD

∣∣∣∣∣∣∣∣∣
ΔpLOAD,

=

ΔpLOAD(tk) +
tk∑

ti=tk−n

[ΔpLOAD(ti)/(n+ 1)] · (1− uuc/Umax)

uuc
.

Table 2.10 illustrates energy storage current error values depending on

considered error sources. Eight different operation points with variance

in pLOAD value, power direction, and energy storage voltage are used to

give an overview of variance in error values. Five different error values

for each of the operation points are presented, which refer to different

error sources as: Δies1/ies considers Δuuc = 0.7 % and ΔpLOAD = 0.0 %,

Δies2/ies considers Δuuc = 1.7 % and ΔpLOAD = 0.0 %, Δies3/ies considers

Δuuc = 0.0 % and ΔpLOAD = Table 2.9, Δies4/ies considers Δuuc = 0.7

% and ΔpLOAD = Table 2.9, and Δies5/ies considers Δuuc = 1.7 % and

ΔpLOAD = Table 2.9. In all cases, Δimeas is considered to be 0.1 %.

The results of Table 2.10 show that an error may be significant at low

loads, but decreases remarkably, when high loads are transferred. In the

worst error cases, highlighted with superscripts a, the regenerative power

magnitude is negligible, i.e. − 0.2 kW, which is not possibly transferred

to the ES system at all. Therefore, a realistic ies maximum error with low

loads is in the range of ± 53. . . 134 %, cf. superscripts b, and with high
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loads in the range of ± 0.35. . . 5.8 %, cf. superscripts c. Furthermore,

as stated before, high error values with low loads have a small impact

on the full cycle cumulative error value in which error values close to the

nominal power are dominant.

Five different cases of ES current errors with different assumptions of

the present situation are explained in next paragraphs.

Case 1 refers to either the system modeling beginning from the inter-

mediate circuit load pLOAD, or control error in the real system in which

pLOAD is measured accurately. The temperature is assumed to be +25 ◦C.

In such a case, ies error at a high load is in the range of ± 0.52 %, and with
a low load at ± 53 %.
Case 2 is equal to Case 1 except that an assumption of temperature is

changed to −40. . . +85 ◦C. In Case 2, comparable error values are ± 1.1 %
with high, and ± 130 % with low-loads, respectively.

Case 3 assumes errors of pLOAD will be realized due to inaccuracies in

the efficiency mapping of an electric drive. However, the energy-storage

voltage measurement is considered ideal. In the third case, ies error val-

ues vary within ± 4.7 % with high and low-loads, respectively.

The fourth case assumes all measurement errors to realize in +25 ◦C

ambient temperature, and thus, error values at a high load is in the range

of ± 5.2 % and with a low load at ± 58 %.
The fifth case is similar to Case 4 with a difference in the ambient tem-

perature range which is −40. . . +85 ◦C. Then, error values were within ±
5.8 %, and ± 134 %, respectively.
The moving average in Eq. 2.65, approximately halves ramp-up pLOAD

signals, and passes long-time constant pLOAD signals by multiplying those

with a coefficient of one. The assumption of the ramp-up pLOAD refers to

acceleration of a vehicle from zero speed, and the period of constant power

refers to acceleration or deceleration of a vehicle with some initial speed.

Table 2.10 presents error values referring to the long-time constant pLOAD

case. Furthermore, it is assumed that half of the positive load power is

taken from the ES system and half from the primary source. On the con-

trary, all the regenerative power is charged to the ES system. An effect

of this assumption can be seen in the differences between motoring and

regenerating ies accuracies with high loads as, e.g., regenerative error val-

ues are smaller. In addition, this evaluation assumes Umax to be 390 V, and

Umin to 200 V, respectively.

The maximum error of the energy storage voltage based on Eq. 2.63 and
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Table 2.10. Accuracies of the energy storage current.

pLOAD uuc ies Δies1/ies Δies2/ies Δies3/ies Δies4/ies Δies5/ies

[kW] [V] [A] [%] [%] [%] [%] [%]

+ 5.0 390 + 6.4 ± 53b ± 130 ± 3.8 ± 57 ± 133
+ 5.0 295 + 8.5 ± 53b ± 130 ± 4.7 ± 58 ± 134b
− 0.2 200 − 1.0 ± 700a ± 1700a ± 70a ± 770a ± 1770a
− 0.2 295 − 0.70 ± 700a ± 1700a ± 60a ± 760a ± 1750a
+ 118 390 + 150 ± 0.52 ± 1.1 ± 3.8 ± 4.2 ± 4.8
+ 118 295 + 200 ± 0.52 ± 1.1 ± 4.7 ± 5.2 ± 5.8c
− 85 200 − 430 ± 0.35c ± 0.7 ± 3.9 ± 4.2 ± 4.5
− 85 295 − 290 ± 0.35c ± 0.7 ± 3.3 ± 3.6 ± 3.9

Table 2.10 becomes ± 1.4. . . 3.3 V, for an UC module with capacitance of

17.8 F, Ruc of 65 mΩ, and Umax of 390 V. The corresponding Hardware-

in-the-Loop experiments resulted to ± 1.0 V. . . 3.0 V accuracy in mean

values. The lower voltage error value refers to modeling with a variable

capacitance, and the higher error to constant capacitance, respectively.

It can be noticed that experimented mean error values are within the

theoretically calculated maximum error value of the ES voltage.

Then, the error of the ES system current on the intermediate circuit as

functions of Δies, Δues, ΔuDC, and ΔηDC/DC, described in Eq. 2.62, can

be calculated. Furthermore, the error of the AFE converter current is

the sum of the load current and ES system current errors. The results

are presented in Table 2.11 with two different cases, when Δies uses the

values of Cases 1 and 4 from Table 2.10, uDC is 650 V with accuracy of

Δumeas, and ΔηDC/DC is ± 0.5 %.

Table 2.11. Energy storage system current ΔiES and AFE converter current ΔiAFE accu-
racies on the intermediate circuit.

uuc ies ηDC/DC Δies/ies ΔiES/iES ΔiAFE/iAFE

[V] [A] [%] [%] [%] [%]

390 + 6.4 95.6 ± 53. . . 57 ± 55. . . 59 ± 57. . . 61
295 + 8.5 94.3 ± 53. . . 58 ± 55. . . 60 ± 57. . . 62
200 − 1.0 93.3 ± 699. . . 768a ± 701. . . 770a ± 750. . . 820a
295 − 0.70 94.3 ± 699. . . 757a ± 701. . . 759a ± 750. . . 810a
390 + 150 97.5 ± 0.52. . . 4.2 ± 2.4. . . 6.3 ± 4.3. . . 8.1
295 + 200 96.9 ± 0.52. . . 5.2 ± 2.5. . . 7.3 ± 4.3. . . 9.2
200 − 430 95.8 ± 0.35. . . 4.2 ± 2.3. . . 6.7 ± 4.9. . . 9.3
295 − 290 97.0 ± 0.35. . . 3.6 ± 2.3. . . 5.7 ± 4.9. . . 8.3

Note: variation in Δies/ies, ΔiES/iES, and ΔiAFE/iAFE refers to the cases 1 and 4 in

accuracies of the energy storage current ies.

Maximum error values in Table 2.11 refer to cases in which all partial
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errors are realized with their maximum values in the same direction. The

minimum values refer to cases where the system loading were considered

electrical, and the maximum values refer to mechanical starting points

of the modeling, respectively. Ambient temperature have been assumed

to +25 ◦C. Considered error sources are efficiency mapping of an elec-

tric drive, ES current and voltage measurement errors for control of the

ES system. In addition, this assessment included the DC-DC converter

plant-model realization inaccuracies consisting of maximum errors in ES

current and voltage, DC-link voltage, and efficiency mapping of the DC-

DC converter. Resulted values are pessimistic, and for more descriptive

error values, the sensitivity analysis should be used.

Furthermore, the highest error values in Tables 2.10 and 2.11, high-

lighted with superscripts a, can be neglected, because such small powers

are most likely not delivered through an ES system. In practice, auxil-

iary loads in the intermediate circuit are higher than those regenerative

powers in question, and thus in those cases, power control would not nec-

essarily react at all.

The error in charge-discharge frequency bases on Eq. 2.64 which can be

further derived to
Δd

d
=

∫ t

0

Δies
ies

dt. (2.66)

Thus, the maximum error of d for low power operation is within ± 53. . . 58
%, and for high power operation within± 0.35. . . 5.2 %, based on ies values

in Table 2.11.

Finally, load torque of an engine τ load can be solved, which is based

on the AFE-converter current iAFE and efficiency mapping of an electric

drive ηED. An error in generator speed is considered zero due to the speed

PI-controller for an engine. Load torque can be derived, as

Δτ load =

∣∣∣∣∣δτ load

δiAFE

∣∣∣∣∣ΔiAFE +

∣∣∣∣∣δτ load

δηED

∣∣∣∣∣ΔηED, (2.67)

thus

Δτ load =
uDC

ηED · ωG
ΔiAFE +

uDC · iAFE

η2ED · ωG
ΔηED, when iAFE > 0,

and

Δτ load =
uDC · ηED

ωG
ΔiAFE +

uDC · iAFE

ωG
ΔηED, when iAFE < 0.

The AFE-converter-generator combination efficiency mapping accuracies

are based on sensor accuracies in Table 2.7, and derived for two different
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Table 2.12. Efficiency mapping accuracies of the generator electric drive in considered
operations points.

uDC iAFE ωEM τEM ΔηED

[V] [A] [rad/s] [Nm] [%]

+ 650 + 3.85 + 314.1 + 16.0 ± 63.4
+ 650 + 90.5 + 314.1 + 220 ± 3.01

motoring operation points based on Eq. 2.57. Results are presented in

Table 2.12.

Then, Eq. 2.67 with the positive iAFE results to relative errors of ±
180 . . . 190 % for low loads, and to ± 7.9 . . . 13 % for high loads, respec-

tively. Finally, relative errors of fuel consumption are available, if

Δṁ

ṁ
≈ Δτ load

τ load
, (2.68)

is assumed. Smaller error values correspond to cases with electrical load

as the starting point, and maximum values refer to the mechanical start-

ing point, respectively. The values assume ambient temperature to be

in the range of +25 ◦C. Considered error sources are efficiency mappings

of all power electronics devices and electric machines, current and voltage

measurement errors for control of the system, and inaccuracies in realiza-

tion of the DC-DC converter plant model. After all, presented accuracies

still neglect the fuel consumption mapping accuracy of an engine, due to

lack of completed measurements. Inclusion of errors due to an engine

model to this analysis is a convenient direction for the research.

Although, the relative error values for variables become high due to a

cumulation of errors. It should be remarked that error values represent

the maximum errors in which all errors are realized in the same direction,

and thus, are the worst-case values. More representative error values

could be attained with sensitivity analysis that is the direction where the

error analysis is proceeding on next section.

Proposed sub-system models were in the beginning targeted to mean

values with the 20-Hz bandwidth. Highlighted experiments and simula-

tions in Fig. 2.6 show that low-frequency operation behavior can be pre-

dicted with proposed models. Furthermore, the error analysis gives the

theoretical maximum error value for the predicted fuel consumption in

static states, which could be complemented by the error analysis of tran-

sient states. The presented maximum error values in fuel consumption

are high due to a cumulation of errors in different sub-systems. Maximum
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error values can be decreased by use of several measurement rounds e.g.

in efficiency mappings.

The target of the proposed models was to predict system behavior in

the 20-Hz bandwidth, which has been proven to some extent. Thus, pro-

posed models enable design of EMSs only within this bandwidth; and

faster behaviors, i.e. small-signal behaviors, are most likely not predicted

with appropriate accuracy. Furthermore, the proposed modeling approach

may not be used as the precision tool for fuel consumption predictions, as

noticed in the error analysis, although correctly directed results may be

achieved. Thus, the proposed simulation models are proper for the design

of different energy management hierarchies by the Model- and Hardware-

in-the-Loop principles, and e.g., for comparison studies between power-

train topologies.

The analysis of maximum errors of the proposed simulation method il-

lustrates that small individual error values cumulate to a high total max-

imum error value in fuel consumption of the studied system. Thus, based

on this type of an analysis, it is unclear what would be a sufficient ac-

curacy of a sub-system model. For instance, an increase in an error of

the DC-DC converter efficiency mapping from ± 0.5 % to ± 0.9 % has a

greater influence on fuel consumption error than on interface variables of

the converter. Therefore, other methods for error analyses are needed, as

the Monte Carlo method that has traditionally been used for analysis and

design of complex systems. Systematic use of the Monte Carlo method in

the error analysis leads to knowledge of required accuracies in sub-system

models and to knowledge of achievable accuracies in full-system models.

The error analysis based on the partial differentiation is laborious, as

can be noticed from this section. On the other hand, such maximum error

analysis increases insight of the errors in the system, and thus becomes

valuable to fulfill.

2.3.2 Monte Carlo Method

The Monte Carlo method is a numerical method of solving mathematical

problems by means of random sampling [Sobol, 1975].

The birth of theMonte Carlo method is regarded to the paper of Metropo-

lis and Ulam [1949] [Sobol, 1975], although some claim the concept of

Monte Carlo to exist already in the times of the Old Testament [Dimov

and McKee, 2007]. The reinvention seems natural, since this method

could not be used on any significant scale before the advent of electronic
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computers [Sobol, 1975].

TheMonte Carlo algorithms are currently widely used for such problems

that the deterministic algorithms break down. These problems are, e.g.,

high-dimensional integration, integral and integro-differential equations

of high dimensions, boundary-value problems for differential equations

in domains with complicated boundaries, simulation of turbulent flows,

studying chaotic structures, etc. [Dimov and McKee, 2007].

There are two main directions in the development and study of Monte

Carlo algorithms. The first of these is Monte Carlo simulation and the

second is Monte Carlo numerical algorithms. In the first case, the algo-

rithms just follow the corresponding physical, chemical or biological pro-

cesses under consideration. In such simulations, the Monte Carlo method

is used as a tool for choosing one of many different possible outcomes of a

particular process. Thus, the Monte Carlo simulation could be considered

as a method for solving probabilistic problems using some kind of simu-

lations of random variables, as in Sobol [1975, pp. 44-46]. In the second

case, it is used for solving deterministic problems by modeling random

variables. In this case, the main idea is to construct an artificial ran-

dom process that equals to the mathematical expectations of the actual

process. [Dimov and McKee, 2007]

In next sections, the Monte Carlo simulation, Sobol [1975, pp. 44-46],

is used to assess the robustness of the energy management scheme, as

well as relevancies of electrical quantity measures and plant parameter

errors.

2.3.3 Monte Carlo Simulation

The first step in conducting a Monte Carlo simulation experiment, accord-

ing to Mooney [1997], is to define those parameters that are deterministic

and those that are stochastic. Changes of variables should be based on

substantive theories, although practical and experimental design consid-

erations can be taken into account.

In the following experiment of a sensitivity analysis, substantive theo-

ries of variable changes are explained in Section 2.1, deterministic param-

eters are given in Table 2.13, and stochastic parameters are introduced in

the following.

A stochastic variation is applied to some of electrical quantity measures

and plant parameters: the load power measurement accuracy ηED1, the

offset in the current control accuracy iuc, the UC voltage measurement

80



Modeling

for the energy management uuc, the DC-link voltage measurement for

the energy management uDC, the efficiency mapping accuracy of the con-

verter plant model ηDC/DC, and the efficiency mapping accuracy of the

AFE-generator plant model ηED2. These measures and parameters are

chosen due to interest of their effect on the energy management and to

modeled variables. The number of varied parameters needs to be limited

in order to avoid exhaustive amount of Monte Carlo simulations for the

determination of sensitivity indices

These stochastic parameters are varied with randomly changing cou-

pling coefficients. A random coupling coefficient has a unity average and

is uniformly distributed within maximum error limits, as already sug-

gested by Metropolis and Ulam [1949]. These maximum error limits are:

±2.6 % for ηED1, ±0.1 % for iuc, ±1.7 % for uuc, ±1.7 % for uDC, ±0.9 %
for ηDC/DC, and ±3.0 % for ηED2. These error limits base on values pre-

sented in Section 2.3.1. The uniform distribution of stochastic parameters

introduces higher deviation than the normal deviation based on the three-

sigma rule [Sobol, 1975, p. 46]. The uniform distribution is used since

there was no knowledge available how these parameters vary within the

maximum error limits.

The conclusions of the error analysis are interpreted from mean values

of standard deviations. The standard deviation, when applied to the same

instantaneous moments of various simulation rounds, is defined as

σ(t) =

(
1

n− 1

n∑
i=1

(yi(t)− ȳ(t))2

) 1
2

, (2.69)

where n is the number of simulation rounds, yi refers to the modeled vari-

able of the ith simulation round, and ȳ to the mean of that variable of all

samples, i.e.

ȳ(t) =

n∑
i=1

yi(t)

n
. (2.70)

The mean of the standard deviation is calculated, as

σ̄ =

tk∑
t=t1

σ(t)

k
, (2.71)

where k is the amount of time indices.

The random parameter set θ refers to any of the stochastic parameters

ηED1, iuc, uuc, etc. The deterministic variable set is described with X,

which has a relation f to the random variable set, as

Y = f [X1(θ), . . . , XM (θ)]. (2.72)
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Y becomes variable due to the stochastic θ. In this context Y refers to the

assessed variables in Tables 2.14. . . 2.16, i.e. pLOAD, puc, pVSDG, etc. In

the situation when all stochastic parameters are varied, the mean of the

standard deviation is denoted with σ̄[Y (θ)].

The standard deviation shows how much variation exists in contrast to

the mean of the variable. Fig. 2.24 illustrates cumulative probabilities

within bands of the standard deviation. The band from the mean μ to σ

contains 34.1 % of a population, the band σ . . . 2σ contains 13.6 %, etc.
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Figure 2.24. Normal distribution where each band has width of the standard deviation.
The midpoint of the x-axis is on the mean of a variable.

The sensitivity indices are calculated from the mean standard devia-

tions of each- and all-stochastic parameters. The mean standard devia-

tion due to variation of one stochastic parameter is described by f(XM (θ)).

Therefore, the mean of the sensitivity index for one stochastic parameter

and multiple deterministic parameters can be described, e.g., by

S̄ =

(
σ̄[f(X1, X2 . . . , XM (θ), XM+1, . . .)]

σ̄[Y (θ)]

)2

. (2.73)

The subscripts of S̄ refers to the variable that is varied, such as S̄ηED1 , S̄iuc ,

etc. This notation is used while presenting results in Section 2.3.5.

2.3.4 Global Sensitivity Indices

According to Sobol [2001], global sensitivity indices for rather complex

mathematical models can be efficiently computed byMonte Carlo (or quasi-

Monte Carlo) methods. These indices, described in Section 2.3.3, are used

for estimating the influence of individual variables or groups of variables

on the model output. Furthermore, according to Dimov and Georgieva

[2010], these indices show which of the input variables has to be known

more accurately to reduce the output variance. This section introduces

interpretation of results based on these sensitivity indices.
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According to Sobol [2001], three types of problems can be studied with

the aid of global sensitivity indices. These are: ranking of variables in

f(X1, . . . , XM ), fixing of unessential variables in f(X1, . . . , XM ), and delet-

ing of high order members based on the variable ranking. The simplest

approach to rank variables is by the first order indices S1, . . . , SM . How-

ever, the ranking based on the first order indices becomes inaccurate if

the sum of S1 + . . . + SM is much less than one. In such case, the higher

order indices have to be taken in the evaluation.

Generally, relevancy of a parameter can be categorized based on total

sensitivity indices which are sums of the first and higher order interac-

tions of a parameter to an output function, i.e., a higher total sensitivity

index value means a higher importance of a parameter [Sobol, 2001; Di-

mov and Georgieva, 2010].

In the interpretation of the results the most informative sensitivity in-

dices are the extreme values, such a way that the zero value means that a

variable does not depend on this parameter, and the one value means that

a variable depends on this parameter only. There also exists other classifi-

cation criteria, in which parameter is considered, e.g., as very important if

SM > 0.8, important if 0.8 > SM > 0.5, unimportant if 0.5 > SM > 0.3, and

irrelevant if 0.3 > SM [Sobol, 2001; Dimov and Georgieva, 2010]. This,

however, seems to give one-sided conclusions due to dominance of single

stochastic parameter in the results. Therefore, the following analysis cat-

egorizes parameter influences as major when SM ≥ 0.76, significant when

0.23 ≥ SM ≥ 0.13, minor when 0.038 ≥ SM ≥ 0.0026, and negligible when

0.0011 ≥ SM .

In our sensitivity analysis, the first order interactions explain almost all

variations in the assessed variables, and thus parameter importance can

be concluded with the small risk of an error.

2.3.5 Results of Sensitivity Analysis

The evaluated powertrain topology case and energy managements are the

same as described in Section 2.1.11, and used for the error analysis in

Section 2.3.1. The deterministic parameters are given in Table 2.13, and

the results in Tables 2.14. . . 2.16 as well as illustrated in Figs. 2.25. . . 2.27

with subsequent explanations.

Table 2.13 presents parameters that enable reproduction of a similar

work.

The results, in Tables 2.14. . . 2.16, illustrate variations of power vari-

83



Modeling

Table 2.13. Deterministic parameters for realization of the sensitivity analysis.

Parameters Value Unit

DC link

Capacitance CDC 20 mF

Resistance RDC 0.2 mΩ

Initial voltage UDC_initial 650 V

AFE-converter

Control delay τAFE 3.0 ms

Integral coefficient KI 0.2

Proportional coefficient KP 4

DC/DC-converter

Control delay τDC/DC 10.0 ms

Maximum current limit Imax 400 A

Minimum current limit Imin 0 A

Ultracapacitor

Capacitance Cuc 31.5 F

Resistance Ruc 34.9 mΩ

Initial voltage Uuc_initial 490 V

Variable speed diesel generator-set

Inertia of the shaft Jtot 1 kg · m2

Speed controller KP 0.5

Speed reference change rate limiter ± 50 rpm

Speed reference ne_idle 1000 rpm @ 0. . . 30 kW

Speed reference ne_1 1200 rpm @ 12. . . 50 kW

Speed reference ne_2 1400 rpm @ 30. . . 70 kW

Speed reference ne_3 1700 rpm @ 50. . . 90 kW

Energy Management

Tuning parameter PMAX 1.5 · 105 W

P-controller for voltage P 2

Maximum voltage of the UC pack Umax
uc 500 V

Limitation high voltage of the UC pack Uhigh
uc 490 V

ables: pLOAD, puc, pVSDG, pBRK; current variables: iLOAD, iES, iAFE, iBRK,

iuc; and miscellaneous variables: uDC, τload, uuc, nVSDG, ṁVSDG, during the

ECE-15 based load cycle. Variations of output variables are caused by the

stochastic parameters ηED1, iuc, uuc, uDC, ηDC/DC, and ηED2. These results

are calculated with n simulation rounds, such that the mean standard de-

viation with all stochastic parameters has n = 1000, and calculation of the

sensitivity indices have n = 100. These n values are small, because of a

long computation time of one simulation, and they result to the total cal-

culation time of approximately 7. . . 70 hours with duo central processing
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unit (CPU) at 2.0 GHz with 3.45 GB of random-access memory (RAM).

Following paragraphs interpret results based on knowledge given in Sec-

tion 2.3.4.

Table 2.14. Sensitivity analysis results for powers. Standard deviations and first order
Sobol indices.

pLOAD puc pVSDG pBRK

σ̄[Y (θ)] 0.55 kW 3.0 kW 2.8 kW 0.55 kW

S̄ηED1 9.4e−1a 1.8e−2c 2.0e−2e 2.6e−3
S̄iuc 7.9e−27a 1.8e−5 2.1e−5 1.3e−6
S̄uuc 7.9e−27a 2.0e−2c 2.2e−2e 5.9e−3
S̄uDC 8.0e−27a 9.3e−1b 8.5e−1d 1.0e+0f

S̄ηDC/DC
8.0e−27a 1.1e−4 1.1e−3 3.8e−5

S̄ηED2 8.0e−27a 5.2e−10 2.7e−2e 2.5e−9
ΣS̄θ 9.4e−1 9.7e−1 9.3e−1 1.0e+0f

Table 2.14 indicates that pLOAD depends only on the accuracy of ηED1,

i.e. the load power measurement accuracy, cf. indices with superscripts

a. The major influence on puc is with uDC, cf. b, minor influences are

with ηED1 and uuc, cf. c, and other influences are negligible. Similarly, the

major impact to pVSDG is with uDC, cf. d, minor influences are with ηED1,

uuc, and ηED2, cf. e, and other error factors are negligible. pBRK depends

only on uDC, cf. f.

Table 2.15. Sensitivity analysis results for currents. Standard deviations and first order
Sobol indices.

iLOAD iES iAFE iBRK iuc

σ̄[Y (θ)] 0.24 A 4.7 A 4.0 A 0.78 A 7.3 A

S̄ηED1 1.8e−2b 1.8e−2b 2.1e−2b 2.6e−3b 2.0e−2b

S̄iuc 1.5e−5 1.8e−5 2.3e−5 1.3e−6 1.9e−5
S̄uuc 1.5e−2b 2.0e−2b 2.3e−2b 5.9e−3b 7.9e−3b

S̄uDC 9.1e−1a 9.3e−1a 9.1e−1a 1.0e+0a 9.6e−1a

S̄ηDC/DC
4.2e−4 8.9e−4 1.1e−3 3.8e−5 9.4e−5

S̄ηED2 1.1e−9 5.4e−10 3.4e−10 2.5e−9 4.3e−10
ΣS̄θ 9.5e−1 9.6e−1 9.6e−1 1.0e+0 9.9e−1

Table 2.15 shows that although the load power depends only on the ac-

curacy of ηED1, still iLOAD is mostly affected by uDC, and has also minor
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impacts from ηED1 and uuc. Generally, the DC-link voltage has a major

influence on each of Table 2.15 currents, cf. indices with superscripts a.

Minor impacts to these currents are with ηED1 and uuc, cf. b. Altering of

parameters iuc, ηDC/DC, and ηED2 have negligible importance.

Table 2.16. Sensitivity analysis results for miscellaneous variables. Standard deviations
and first order Sobol indices.

uDC τload uuc nVSDG ṁVSDG

σ̄[Y (θ)] 2.4 V 23 Nm 9.4 V 51 rpm 0.53 kg/h

S̄ηED1 6.6e−3 4.9e−2c 3.1e−3 1.3e−1h 3.1e−2j

S̄iuc 5.0e−6 2.1e−5 1.2e−6 1.7e−6 2.0e−5
S̄uuc 6.7e−3 6.5e−2c 2.1e−1e 2.3e−1h 3.8e−2j

S̄uDC 9.8e−1a 8.6e−1b 7.6e−1d 9.2e−1g 8.7e−1i

S̄ηDC/DC
2.0e−4 9.0e−4 2.7e−6 1.5e−4 1.1e−3

S̄ηED2 1.1e−9 2.8e−2c 7.4e−11 2.5e−4 2.4e−2j

ΣS̄θ 9.9e−1 1.0e+0 9.8e−1 1.3e+0f 9.6e−1

Table 2.16 suggests that the variance in the DC-link voltage is mainly

caused by the voltage regulator measurement of the same voltage, i.e. the

measurement of uDC, cf. index with the superscript a. The load torque

variation of an engine is also mainly caused by variation on uDC, cf. b,

although ηED1, uuc, and ηED2 have their minor impacts on this variable,

cf. c. The ultracapacitor voltage is affected mostly by the measurement

of uDC, cf. d, and also with a significant effect by the measurement of

uuc, cf. e. The speed of VSDG becomes problematic due to an over one

sum of the sensitivity indices, cf. f. Reasons for this are a relatively low

amount of simulation rounds, i.e. 100, and the rule-based speed control

with different speed modes, as described in Eq. 2.52 and seen in Fig. 2.27,

which is not a smooth function and thus introduces higher uncertainty to

the time when a threshold of the speed-state change is passed. In any

case, the major impact to nVSDG is with uDC, cf. g, and significant impacts

are with ηED1 and uuc, cf. h. Finally, the fuel quantity is mostly affected

by uDC, cf. i, and minor impacts are on ηED1, uuc, and ηED2, cf. j.

Based on the shown sensitivity analysis, the most influential factor to

simulation results is with the DC-link voltage measurement of the energy

management algorithm, i.e. Eqs. 2.46. . . 2.52. Other influential sources

of an error are ηED1, uuc, and ηED2, which refer to the power measurement

and efficiency mapping accuracies as well as to the accuracy of the UC
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Figure 2.25. Illustration of the deviations in the power variables depending on an oper-
ation point of the powertrain with random changes in input parameters.

pack voltage measurement. Low importance to simulation results were

noticed with variations of iuc or ηDC/DC

Therefore, the ranking of variables with given error limits beginning

from the most important is: 1. uDC, 2. ηED1 and uuc, 3. ηED2, and 4. iuc and

ηDC/DC. This work could be continued by deleting variation in parameters

of the group 4, and either lowering error limits of uDC or assuming it to be

known accurately. This could be done in order to study relevancies of the

groups 2 and 3 more carefully. Furthermore, the look-up table of ηDC/DC

could be replaced with a polynomial function, due to a minor importance

of the error in ηDC/DC.

The meaning for the high sensitivity of uDC in the assessed control algo-

rithm is such that there cannot be significant difference in the uDC feed-

back between Eqs. 2.28, 2.46, and 2.50. Thus, according to this sensitivity

analysis the AFE converter and ESS should be placed in the immediate

proximity, and to the same feedback of uDC.

Fig. 2.25 presents power variables of 100 simulation trials, and thus

illustrates deviations in different operation points. The energy manage-

ment scheme operates as planned, despite of all aforementioned varia-

tions in parameters. Mean standard deviations, in Tables 2.14. . . 2.16,

together with instantaneous power variables in Fig. 2.25 assert the ro-

bustness of this energy management scheme. It can be argued that the

multi-stage approach with given time-domain simulation and sensitivity

analysis are good manners for the series-hybrid powertrain design.

Fig. 2.25 shows that depending on the stochastic parameters the pow-

ertrain has some deviation in its operation. For instance, at decelerations

to stop, the VSDG power either goes to zero or charges ESS. The VSDG

power goes to zero, if regenerative power increases the DC-link voltage to
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Figure 2.26. Illustration of the deviations in the current variables depending on an oper-
ation point of the powertrain with random changes in input parameters.
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Figure 2.27. Illustration of the deviations in the miscellaneous variables depending on
an operation point of the powertrain with random changes in input param-
eters. Variables beginning from the top: uDC, τload, uuc, nVSDG, and ṁVSDG.

the brake-unit limit, which is due to the full charge in ESS. Waveforms

that refer to this kind of operation can be seen in Figs. 2.26 and 2.27.

Fig. 2.26 shows powertrain DC currents on the DC-link voltage poten-

tial and the UC current on the UC voltage potential.

Fig. 2.27 illustrates other variables. The DC-link voltage can be seen,
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in some cases, to meet the braking voltage limit at 700 V. The load torque

seems to be somewhat smooth, although there are ‘spikes’ at ends of ac-

celerations and beginnings of decelerations. The UC voltage limits to the

maximum value of 500 V, although the dispersion at the ends of accel-

erations becomes high, approximately 60 V. The speed-state changes of

VSDG become somewhat non-deterministic due to variation of the VSDG

power. The fuel consumption rate is alike to the load torque, although less

dispersed.

It is worth noticing that almost all variation in modeled variables are

within 3σ from the mean, i.e. the three-sigma rule [Sobol, 1975], which

is remarkable absolute value in τload, uuc, nVSDG, and ṁVSDG. This issue

can be partly explained by the stepwise speed control of VSDG, which

disperses the moments of the speed-state transitions of VSDG in the time

domain. Naturally, this affects to instantaneous torque, speed, and fuel

consumption.
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3. Summary of Publications

This dissertation is divided into two parts. Publications I. . . VI discuss the

design of series-hybrid powertrains with the proposed multi-stage model-

ing approach. Publication VII concentrates on the dynamic modeling of

multiport DC-buses in power-electronic systems. The dynamic modeling

is an essential part in the design of new controllers that belong to series-

hybrid powertrains.

3.1 Publication I

Power bus control for series hybrid heavy-duty vehicles. World Electric

Vehicle J., 3(1), May 2009.

A hierarchy for a series-hybrid powertrain energy management is pro-

posed. This hierarchy consists of reactive and predictive control methods

from which the reactive methods are contributed in this dissertation.

In this hierarchy, the energy management is divided into three segments

based on primary, secondary, and tertiary objectives. These objectives are

prioritized in the same order. The idea is to augment the system control to

the secondary and further to tertiary objectives if objectives with higher

priorities are accomplished.

It was shown with simulations that the voltage control of the DC link,

i.e. one of the reactive control methods, has to be on the device layer. In

addition, the power system and strategic layers are proposed, which differ

from each other by their reaction times. The strategic layer is suggested

to consist of predictive control methods.

As results, it was concluded that a combination of the DC-bus voltage

and load based reactive methods return the most regenerative energy for

further use. The second best solution was the predictive control imple-
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mented into five sub-cycles that are proposed to be controlled with ap-

plicable energy managements. Other control methods with less benefits

were based either on load power or DC-bus voltage.

3.2 Publication II

Low-pass filtered power-flow control in series hybrid electric vehicle. In

Proc. 24th Elect. Veh. Symp., May 2009.

A model-based design of an energy management strategy is presented

for the diesel-electric powertrain with the active UC buffering. The pro-

posed energy management is validated in Publication III, reviewed struc-

ture presented in Section 2.1.11, and the error analysis is given in Section

2.3.

The indirect primary source power buffering method is investigated for

the active UC buffered diesel series-hybrid powertrains. The background

for low-level controls of the proposed energy management was on the ex-

isting hardware, the current controlled DC-DC converter and the voltage

controlled active rectifier. The advantage of this EMS approach is on the

incremental change from the diesel-electric powertrain, i.e., an electric

powertrain with an active rectifier and low capacitance intermediate cir-

cuit.

The paper presented correctly directed simulation results for the pow-

ertrain operation with the ECE-15 driving cycle. The simulation study

illustrated the VSDG decrease potential to be within 50. . . 72 % of the

original, while an ES system operates in a proper efficiency area. The

decrease ratio depends on the drive cycle, and the sizing of the UC pack

as well as the DC-DC converter. Furthermore, energy losses in the UC

system with different configurations were derived.

Requirement for the UC pack energy was concluded to the range of

0.5. . . 1.0 kWh with given vehicle specifications, i.e., the ECE-15 driv-

ing cycle with the vehicle weight of 10 t, and with the proposed energy

management algorithms. As a comparison, Burke [2007] reported the

75. . . 150-Wh energy storage to be reasonable for mild hybrid vehicles

with weight of 1100. . . 1600 kg.

The problematic nature of controlling power was noticed with this en-

ergy management algorithm during unacceptably high loads. This lead to

the implementation of derations for the control algorithms, as described
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in Eq. 2.16.

3.3 Publication III

Validation of quasi-static series hybrid electric vehicle simulation model.

In Proc. IEEE Veh. Power and Propulsion Conf.’10, Sept. 2010.

The paper presents results of the validation experiments for the de-

signed series-hybrid powertrain plant models. In addition, the focus is on

the modeling and energy management of the UC buffered diesel-electric

powertrain.

Information is gained on the accuracies and restrictions of the designed

simulation models. The experiments illustrate that the designed energy

management in Publication II operates as intended. Essential operation

behaviors are highlighted with figures. According to simulations, it was

reported that the proposed energy management interface enables all op-

eration modes of a hybrid powertrain. Based on the information gained,

precise descriptions of energy management algorithm interfaces have not

been covered for all powertrain topology cases.

3.4 Publication IV

Analysis of the ultracapacitor module in power buffering. In Proc. 4th

European Symp. on Super Capacitors and Applicat., Oct. 2010.

This paper presents the experiments of two different power-buffering

cases with the active control of an UC pack. The methods for the peak

power cutting, as well as the method for the acceleration assistance and

regenerative energy recuperation are described.

The paper also introduces efficiency maps of a single power conversion

through a DC-DC converter, single power conversion through an UC pack,

and ES system cycle efficiency through twice a DC-DC converter and twice

an UC pack. Such efficiency maps are rare or cannot be found from the

earlier literature. The variance of UC capacitance is presented as a map,

which the newest articles present in less informative way, e.g., as Table

data in few operation points like Burke and Miller [2011]. In this work,

efficiency and fuel consumption maps are used for illustrations of the pro-
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posed control algorithms.

The power control methods were applied to simulations of the diesel-

electric powertrain with the active UC buffering. The simulations illus-

trate the operation areas and time-domain behaviors of the diesel engine

and the ES system in these cases. Effects of the derations of the DC-DC

converter control to the system operation were highlighted. Based on our

understanding, this type of system-level assessments has not been pre-

sented before for this series-hybrid powertrain case.

3.5 Publication V

Feasibility study of fuel cell-hybrid powertrains in non-road mobile ma-

chineries. Automation in Construction, 35(1):296-305, Nov. 2013.

The article presents a mutual comparison of different powertrain topolo-

gies for a harbor straddle carrier. The comparison evaluates five of rele-

vant fuel cell-hybrid topologies with different active and passive connec-

tions of a battery, UC or the both. Evaluated characteristics in the com-

parison are size, weight, cost, and efficiency.

The article also presents mathematical descriptions of plant models to

improve the repeatability of similar work and illustrates power flows of

different powertrain cases with figures. Section 2.1 further contributes to

the improvement of the repeatability.

The attained knowledge of mutual differences between powertrain cases

enables optimization of a duty vehicle powertrain for a specific purpose.

For instance, a different topology optimizes a powertrain in respect to

weight and size, than which optimizes a powertrain in respect to cost or

efficiency. Furthermore, attained results can be generalized to give tar-

gets of hybridizations for other primary source options as well.

In the end, the choice of a powertrain depends on the valuation of differ-

ent characteristics in powertrains.

3.6 Publication VI

Design of an energy management scheme for a series-hybrid powertrain.

In Proc. IEEE Transportation Electrification Conf. and Expo, June 2012.
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The paper presents dimensioning of a powertrain with time-domain sim-

ulations. The powertrain with the actively coupled FC, passive high-

energy battery and active UC was chosen based on the comparison in

Publication V. Also feasibilities of other topologies are discussed consid-

ering use of the high-energy and high-power batteries.

The dimensioning with time-domain simulations need energy manage-

ment algorithms and dimensioning rules, which were described with the

energetic macroscopic representation (EMR) technique [Chan et al., 2010]

and mathematical descriptions. These together with plant models enable

rapid selection of powertrain components. It was reported that this en-

ergy management maximizes use of the battery, UC, and FC-source.

As results, the design space for components of this powertrain is illus-

trated and feasible design areas with the different optimization targets

such as size, weight, and cost are highlighted. The feasibility of the EMR

technique with mathematical descriptions is noted and an improvement

to the EMR technique is suggested.

3.7 Publication VII

Modeling of multiport DC busses in power-electronic systems. In Proc.

IEEE Int. Conf. on Ind. Tech., Feb. 2013.

Multiport DC buses are applied in emerging applications, such as in-

dustrial and household DC distribution systems, different vehicle appli-

cations, such as powertrains of electrified automotive systems, diesel-

electric rail vehicles, heavy-duty and off-road vehicles, and more-electric

aircraft. The risk of instability in a cascade-connected system consisting

of a DC source, an LC filter, and a regulated load is well known.

This paper proposes a systematic dynamic modeling approach for mul-

tiport DC-buses in power-electronic systems. It is needed to predict the

resonance behavior of the bus while design of controllers. This approach

was validated up to resonance frequencies of the DC-bus capacitors. The

model of the DC-bus can be applied in both time-domain simulations and

small-signal analysis.

The small-signal stability of the system can be assessed, if the imped-

ance of the DC-bus model is augmented with load admittances. This

yields minor loop gains that can be used to evaluate the stability margins

for the system in order to guarantee robust control. Besides the controller
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design, this approach can be used to derive the maximum lengths of the

DC-bus cabling, as well as the minimum values and distributions of the

DC-bus capacitances.
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4. Conclusions

This Chapter presents main results of this dissertation, evaluates the sci-

entific importance of this work, and proposes directions for the work in

the future.

4.1 Main Results

This dissertation merges different methodologies for development of se-

ries-hybrid powertrains to non-road mobile machineries. In sense of the

system-level analysis, merging means application of powertrain compo-

nent models in a suitable way, while concerning what will be the intro-

duced accuracy of the particular approach. Due to practical reasons, such

as the manageability and computing time, the powertrain design is sepa-

rated to large and small-signal methods. The large signal method, termed

as the multi-stage approach, is targeted to enable an analysis, dimension-

ing, and comparison of system-level designs. On the contrary, the small-

signal approach is for the specific design of controllers of a system. Er-

ror analysis methods are demonstrated for the accuracy assessments of

modeling analyses, as well as for solving accuracy requirements of input

parameters.

This dissertation introduces the multi-stage modeling approach for the

series-hybrid powertrain design. This approach is used in Publications

I. . . VI. It differs from other simulators as ADVISOR or QSS by the need

to model the low capacitance DC buses and current control loops. This is

due to the development of UC to become an option for the peak power

buffering, especially in the NRMM application field, which introduces

these low-capacitance DC buses to vehicles. This leads to increased com-

putation time of this approach with respect to ADVISOR and QSS, which

often assume passive energy storages in DC buses.
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Publication I compares different energy management strategies such as:

DC-bus voltage control, load power control, peak power shaving control,

combined voltage and load power control, and vehicle state predictive con-

trol in the diesel electric powertrain with active UC. The combined voltage

and load power control that was developed in Publication II, gave promis-

ing results for the energy recuperation. Therefore, it was further assessed

in Publications III. . . IV.

The introduced multi-stage modeling approach is used systematically

for the design of the diesel-electric powertrain with the indirect power

buffering by the active ultracapacitor in Publications II. . . IV, and the er-

ror analysis is given in Section 2.3. Based on the careful analyses, such a

powertrain with the described energy management is viable. This energy

management was validated in distinct test setups with one-tenth of full

power.

Publication III presented comparisons of experiments to simulations

that provided knowledge of achievable accuracies and restrictions of the

multi-stage approach. These comparisons are the first or amongst the

first, which can be found from the literature for the studied powertrain

case. They highlight essential operation behaviors with figures that to-

gether with the presented accuracies are valuable for engineers and scien-

tists working with the same or similar series-hybrid powertrain systems.

Publication V compared feasibilities of different fuel cell powertrains

for an NRMM application with the help of the multi-stage modeling ap-

proach. As results, mutual relations of size, weight, cost, and efficiency

of powertrains were obtained. This work is a basis for the choice between

powertrain topologies. This application-specific choice depends on the val-

uation of different characteristics of the assessed topologies.

The most interesting powertrain case of the comparison in Publication

V was chosen under further assessments in Publication VI. The chosen

powertrain was the actively coupled fuel cell source with the passive HE

battery and active UC. Dimensioning of this powertrain case with the

proposed energy management and dimensioning rules was described with

the help of the energetic macroscopic representation and mathematical

descriptions. The design space for components of this powertrain case

was introduced and feasible design areas with the different optimization

targets such as size, weight, and cost were highlighted. This assessment

is needed for a rapid selection of powertrain components.

Small-signal methods come into question when the specific controller
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design needs to be done. Therefore, Publication VII introduces a system-

atic approach for the dynamic modeling of multiport DC-buses in power-

electronic systems. This work enables designs of load and source con-

verter controllers. In addition, this approach can be used to derive the

maximum lengths of the DC-bus cabling, as well as the minimum values

and distributions of the DC-bus capacitances.

This dissertation has amomentum to the development of different series-

hybrid powertrains to NRMMs. It is valuable for practicing powertrain

engineers, scholars, and students. This work has been ongoing during

increasing interest of the NRMM industry to hybridize powertrains.

4.2 Scientific Importance of Author’s Work

This dissertation contributes to a topical subject, i.e., methodologies for

development of series-hybrid powertrains to non-road mobile machiner-

ies. The hybridization of NRMM powertrains lags around ten years with

respect to the hybridization of passenger vehicles that has been ongoing

since the 1990’s.

The main scientific importance of this dissertation is on the manage-

ment of the complex entity, i.e., the design of complete series-hybrid pow-

ertrains. Implementation of new designs require design principles that,

generally, do not exist. The degrees of freedom in series-hybrid powertrain

design arise because of several energy storage options and their combina-

tions, the sizing of energy sources and storages, the energy source and

storage interface options, e.g. active or passive, and the control of active

interfaces. Thus, feasibilities, design procedures and tools need to be thor-

oughly researched.

This dissertation introduces concepts, approaches, and algorithms, which

have been missing from the modern literature.

For instance, concepts such as different options in series-hybrid power-

train design have not been extensively compared. Such comparisons are

contributed in this dissertation in various levels as comparing algorithms,

full topologies, and choices within one topology. Furthermore, promising

concepts are contributed towards viable powertrain cases, as the diesel-

electric powertrain with the indirect power buffering by the active UC,

and the actively coupled fuel cell source with the passive battery and ac-

tive UC.

Completion of, e.g., comparisons between topologies to mutual relations
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with concrete characteristics as size, weight, and cost give essential knowl-

edge to decision-makers for investments. Knowledge of performing com-

parisons and their results are usually not publicly available, to which

problems this dissertation responses.

This dissertation introduces different modeling approaches such as the

multi-stage approach for the large-signal modeling, and the dynamic mod-

eling approach for multiport DC-buses in power-electronic systems, which

is a small-signal modeling method. These together form an approach to

the complete design of controllers in different series-hybrid powertrain

systems. Both approaches are targeting to controller designs from differ-

ent perspectives.

The multi-stage modeling approach makes a compromise between the

fidelity of the system model with respect to manageability and comput-

ing time. The target of this approach is on the 20-Hz bandwidth. It en-

ables the analysis, dimensioning, and comparison of system-level designs.

Contributions have been made to evaluate accuracies, restrictions, and

parameter sensitivities of this approach.

The dynamic modeling approach for multiport DC-buses in power-elec-

tronic systems have been validated up to the resonance frequency of the

DC-bus capacitors. This approach can be augmented with load models

in order to predict operation of power-electronic systems up to around

switching frequencies, i.e., from one to tens of kilohertz. This systematical

approach enables the specific controller design for these systems.

Both of these approaches are needed by practicing powertrain engineers,

scholars, and students.

This dissertation demonstrates maximum error and sensitivity analysis

methods to assess errors in modeling analyses. The maximum error anal-

ysis bases on partial differentiation of equations of the system model. The

sensitivity analysis bases on theMonte-Carlo method that is used to apply

randomness to input parameters of the system model. Both approaches

are valuable for scientists and engineers. The sensitivity analysis can be

used as a systematic tool to solve impacts of input parameter variations

to output parameters, and thereby to solve requirements for input param-

eters in order to achieve demands of output parameters.

Series-hybrid powertrains need energy management algorithms if ac-

tive controls of sources are used. A comparison of different powertrain

cases is depended on energy management algorithms that should be rig-

orously described in order to achieve comprehensive comparisons. This
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dissertation contributes such work for the promising powertrain cases due

to the lack of exact energy management descriptions in the modern liter-

ature.

4.3 Proposals for Future Work

The multi-stage and dynamic modeling approaches should be used hand

in hand in order to introduce and optimize feasible series-hybrid pow-

ertrain concepts for non-road mobile machineries, and to other vehicle

applications. This kind of work needs still extensive contributions.

Contributions could be made for different vehicle cases with different

series-hybrid powertrains, energy management strategies and algorithms.

Promising options should be contributed towards viable choices for imple-

mentation, and then tested extensively following the reported conclusions.

The work like this leads to knowledge of characteristics between topolo-

gies in a real application.

For instance, dynamics of power-electronic systems with multiple loads

and sources acting simultaneously should be modeled, analyzed, and ex-

perimented. The foundation for that work is given in Publication VII,

which validates the multiport DC-bus model of power-electronic systems.

The sensitivity analysis with Monte Carlo simulations should be contin-

ued for the diesel-electric powertrain with the indirect power buffering by

the active UC. These assessments could continue by deleting or lowering

error limits in certain stochastic parameters. This systematic work leads

to the knowledge of requirements in accuracies in those parameters.

In the multi-stage modeling comparisons to experiments, more infor-

mation is achieved, if iES is compared instead of ies. This includes the

accuracy of the DC-DC converter plant model into the comparison.

The indirect power buffering for the diesel-electric powertrain should

be implemented to the full powertrain test setup and evaluated with full

power.

Feasibilities of the reactive control methods in different actions of NRMM

should be evaluated in order to avoid the complexity of design an energy

management with several modes. For example, suitable reactive control

methods for each action of a straddle carrier as described in Publication I

should be clearly defined.

The evaluation of the proper sizing of UC and VSDG in the powertrain

with the indirect power buffering with different EMS should be continued.
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Further evaluations could be made in a similar way as Publication VI

assesses the sizing of a powertrain. In Publication IV, different EMSs

are evaluated. However, their impacts to the sizing, if small transients of

the primary source are favorable, and if sizes of UC and VSDG would be

freely chosen, were not considered.

Error analyses could be continued by inclusion of errors due to an engine

model to the error analysis of static states. Furthermore, the error anal-

ysis of static states could be complemented by error analyses of transient

states.
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Errata

In Publication II:

In Figs. 4 and 6 the y-axis should be:

uratio =
ues
uDC

.

Fig. 7 proposes the DC-DC converter current direction D to be chosen

by incorrect way. The correct algorithm structure of Figs. 7 and 8 is given

in Section 2.1.11 and used in Publication III.
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