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1. Introduction

Inverse problems

In the 1920’s, Jacques Hadamard stated three conditions for a well-posed math-

ematical problem: A solution must exist, be unique, and depend continuously

on the input data in some reasonable topology. The approximate meaning of

the last condition is that small errors in the data should cause only small errors

in the solution. Problems that fail to satisfy all these conditions are called ill-

posed in the sense of Hadamard — who disbelieved that they could represent

any meaningful, resolvable questions of physical nature.

However, it appears that many interesting questions in mathematical physics

are ill-posed. A notable group are inverse problems, which are “backwards”

versions of certain mathematical questions, usually related to partial differen-

tial equations. A classical example is the backward heat equation, where the

forward problem is: given the heat distribution in an object now, how does

it look like in one second? The forward problem is well-posed. However, the

inverse problem: given the heat distribution now, determine how it was one

second ago; is highly ill-posed: miniscule perturbations in the current state

could correspond to arbitrarily large changes in the solution. This type of

noise-amplifying phenomena appear to prevent solving ill-posed inverse prob-

lems with any inaccuracies in the input, and some level of noise is present in

essentially all real-life data.

Fortunately, many ill-posed problems can be solved in a stable manner ap-

plying regularization, an approach pioneered by A. N. Tikhonov in the 1960’s.

Even if a problem is ill-posed, it can nevertheless be possible to construct

a regularization strategy that allows for stable reconstructions which can be

shown to converge to a correct solution as the noise level diminishes to zero. In

some sense, this serves as a counterexample showing that Hadamard’s criteria
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Introduction

were too strict. From a practical perspective, regularization can be seen as a

compromise between stability and resolution.

Another framework for solving ill-posed problems is statistical inversion,

where prior probabilistic information about the solution is combined with the

measurements using Bayes’ formula. This is a flexible approach, in which well-

posedness of the problem is not required. However, Bayesian computations can

be challenging. For instance, the mathematical formulation of a maximum a

posteriori solution estimator is straightforward, yet finding it algorithmically

can be slow and difficult. In some cases, statistical estimators can also be shown

equivalent to certain regularization schemes.

Electrical impedance tomography

Electrical impedance tomography (EIT) aims to recover the position-depen-

dent electrical properties of an object from measurements on its boundary. In

practice, one attaches multiple electrodes on the surface of a body and drives

different patterns of electric current through them, measuring the resulting

voltages on the electrodes. A reconstruction algorithm is then applied to the

measured data to produce an approximate map of the conductivity, and occa-

sionally also the permittivity, of the object.

EIT has a variety of current and prospective applications in, among others,

medicine, non-destructive material testing, industrial process monitoring, and

geological imaging [2][7][52]. It has several potential advantages over other

imaging modalities. For example, the conductivity of certain tumors differs

from healthy tissue by orders of magnitude, whereas their contrasts in X-ray or

ultrasound images are negligible. Other potential benefits of EIT in medicine,

in comparison to techniques such as computer tomography (CT) and magnetic

resonance imaging (MRI), include inexpensive equipment and safety.

In geophysics, EIT is commonly known as electrical resistivity tomography

(ERT), and electrical capacitance tomography (ECT) is a slightly different but

related modality, with applications in industrial process monitoring. Mathe-

matically, impedance tomography involves inverse conductivity problems that

are highly non-linear and ill-posed by nature. As a result, EIT is inherently

a low-resolution method and an unlikely candidate for a successful general-

purpose tomographic technique, such as X-ray imaging.

One mathematical aspect of the theory of EIT is to consider under which as-

sumptions idealized (continuum) measurements can determine the conductivity

of an object. Another challenge is to develop methods for reconstructing it from

10



Introduction

actual noisy and finite measurements. The study of the idealized models in-

volves challenging problems which are of interest as fundamental mathematical

research. Furthermore, this mathematical theory is closely related to neighbor-

ing inverse problem topics, such as inverse scattering and optical tomography.

Thus the mathematical machinery in these fields can advance EIT theory and

vice versa. Section 3 presents the essentials of EIT from the perspective of this

thesis.

Inverse scattering

Indirectly observing objects and structures from scattered waves is a common

and important approach in physics and many applications. Scattering tech-

niques are used to study phenomena of both small and large scales. Examining

microscopic crystalline structures using X-rays and locating oil reserves by

measuring seismic waves are both based on this idea. An umbrella term for the

resulting mathematical problems is inverse scattering.

The basic concepts of scattering theory for the Helmholtz equation are pre-

sented in Section 4. The introduction is brief due to the rather narrow view

considered in this thesis. Comprehensive reviews of the subject can be found

in [10][11][33] and the references therein.

Analyticity

Analyticity is a strong elementary mathematical property that links the local

behavior of a function to its global values. An analytic function on the real line

is determined by its values on any non-empty open interval. This concept is

also intimately connected to the notions of harmonicity (Laplace’s equation)

and complex differentiability.

In multiple dimensions, the concept of joint and separate analyticity (and

smoothness) have been a source of confusion since the days of Cauchy, who

erred to claim [34] that all separately continuous functions are continuous (they

are not, see counterexample on page 13). These concepts are introduced in

Section 2.

11
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Outline

Most of this thesis studies the theoretical aspects of inverse conductivity prob-

lems with point electrodes (cf. Section 3.6). In this approach, current-feeding

electrodes are modeled as point sources and measuring electrodes are defined

to evaluate the voltage perturbation caused by an inclusion, that is, an area in

which the conductivity deviates from homogeneous background. The notion of

bisweep data of EIT, an analogous concept to the far-field pattern in inverse

scattering, is introduced.

The main results in this thesis are based on the idea of considering the

analytic properties of measurements with respect to the motion of the point

electrodes. This allows for a new approach to partial data results for inverse

conductivity problems. Similar mathematical methods are also applied to in-

verse scattering in [III]. For some of the published results, more elementary

proofs exist, which is discussed in Section 5.

Numerical methods based on bisweep data and sweep data, a notion anal-

ogous to the backscatter data in inverse scattering, are also considered. The

methods rely on the availability of accurate difference data (cf. Section 3.4) and

should be regarded as possible new approaches rather than readily applicable

algorithms for practical EIT reconstructions.

12



2. Some notes on analyticity

2.1 Joint and separate real analyticity

Let D ⊂ Rn be a non-empty open set. A function f : D → R is said to be

(jointly) analytic if, for all x0 ∈ D, the multidimensional Taylor series∑
α

(Dαf)(x0)

α!
(x− x0)

α

converges to f(x) for all x in some neighborhood of x0. This is sometimes

denoted f ∈ C ω(D) or f ∈ A(D). All such functions are of class C∞ (smooth)

but the converse is not true. Analytic functions can also be defined on analytic

manifolds, that is, manifolds whose transition maps are analytic functions.

[43][44]

A function f : Rn → R is separately analytic if f(x1, . . . , xn) is analytic

with respect to each variable xj , j = 1, . . . , n when the other variables assume

arbitrary, fixed values. Separate analyticity in an Euclidean space Rn does not

imply joint analyticity, as shown by the well-known counterexample [34]

f(x, y) =

⎧⎪⎨⎪⎩0 if (x, y) = (0, 0)

xy
x2+y2

otherwise,
(2.1)

which is discontinuous at the origin. Even smooth separately analytic functions

are not necessarily jointly analytic. A counterexample is given by [34]

f(x, y) =

⎧⎪⎨⎪⎩0 if (x, y) = (0, 0)

xy e
− 1

x2+y2 otherwise.

Joint analyticity is thus truly a stronger condition than separate analyticity.

The nature of the singularities of separately analytic functions has been studied

in, for example, [3] and [34].
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Some notes on analyticity

2.2 Holomorphy

Let D ⊂ C be open and non-empty. A function f : D → C is called complex

analytic or holomorphic if the complex derivative

df

dz
(z) := lim

h→0

f(z + h)− f(z)

h
(2.2)

exists at every z ∈ D. The existence of a complex derivative implies the exis-

tence and analyticity of complex derivatives of any order. Similarly to the real

case, one can define the notions of joint and separate analyticity of complex

functions f : Cn → C in multiple variables. However, an important result, Har-

tog’s Theorem, reveals that these are, in fact, equivalent; a separately analytic

complex function is always jointly analytic. [27][44]

Hartog’s Theorem can be a useful tool when studying joint analyticity of

real functions in several variables. Namely, if one can show that f : Rn →
R is the restriction of a complex analytic function g : Cn → C to Rn ∼=
{(z1, . . . , zn) ∈ Cn : �z1 = . . . = �zn = 0}, it follows that f is jointly analytic.

This is especially convenient if the separate analyticity of g is revealed by (2.2),

which is the case in all the publications included in this thesis. Unlike some

mathematical techniques, such as conformal mapping of electrostatic problems,

this method is not inherently restricted to the study of physical configurations

that can be reduced to two space dimensions, as also demonstrated in [III].

2.3 Analytic continuation

A central property is that an analytic function in Rn (the same is true in

Cn, on analytic manifolds, and various connected subsets of these) is defined

by its values on an arbitrary non-empty open set, or equivalently, the partial

derivatives of all multi-orders at any point. [43]

However, joint analyticity is not a necessary condition for possessing this

property. For example, the knowledge of the values of a separately analytic

function f : Rn → R on an arbitrary open subset Ω of Rn reveals the whole

function. It is recovered by first analytically extending f along the first axis

into the set

{(x1, x2, . . . , xn) ∈ Rn : (x, x2, . . . , xn) ∈ Ω for some x ∈ R}

and so forth.
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3. Electrical impedance tomography

This section describes the forward models that are considered in this thesis,

together with some remarks and examples regarding inverse conductivity prob-

lems and different electrode models. EIT is also studied in setups that do not

strictly fit into the following definitions, for instance, in unbounded domains.

3.1 Continuum forward model

Let D ⊂ Rn, n ≥ 2 be a bounded Lips-

chitz domain with a connected complement.

In EIT, electricity inside the domain is mod-

eled by the conductivity equation,

∇ · (σ∇u) = 0 in D, (3.1)

where the conductivity σ ∈ L∞(D) is as-

sumed to be bounded away from zero, σ ≥
c > 0 in D, and u is the potential of the elec-

tric field. Essentially, (3.1) states that there are no sources of electric current

inside the body D. The equation is a highly accurate approximation for static

(direct input currents) or low-frequency time-harmonic potentials u. In the

latter case, which corresponds to sinusoidal alternating input currents, σ is

replaced with a frequency-dependent complex admittivity, usually denoted γ,

and the values of u are complex phasors. It is also possible to study anisotropic

materials by letting the values of σ be positive-definite matrices. [2][52] In what

follows, a real and isotropic conductivity is assumed, unless otherwise stated.

With a Neumann boundary condition σ ∂u
∂ν = f on ∂D, Equation 3.1 has

a solution if and only if
∫
∂D f ds = 0. Physically, f represents the signed

density of outgoing current on the boundary, and the integral must be zero due

to conservation of current. We use a diamond subscript to denote subspaces

of functions with vanishing mean, and interpret integrals over ∂D as dual
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evaluations with a constant function, if necessary. For example,

H
−1/2
� (∂D) := {f ∈ H−1/2(∂D) : 〈f, 1〉H−1/2(∂D)×H1/2(∂D) = 0}.

Furthermore, the subscript in the angle brackets denoting dual evaluation is

routinely omitted or simplified as, for instance, 〈·, ·〉∂D when the spaces are

irrelevant (in the sense of Gelfand triples) or clear from the context. For the

definitions and basic properties of the Sobolev spaces Hs, refer to, e.g., [48].

The solution to the Neumann problem of (3.1) is unique up to an addition

of a constant function, which represents the arbitrary potential ground level

in the physical context. For example, if f ∈ H
−1/2
� (∂D), then there exists a

unique function equivalence class

u ∈ H1(D)/R := {{v + C : C ∈ R} : v ∈ H1(D)}

that satisfies the weak Neumann problem∫
D
σ∇u · ∇v dx = 〈f, γv〉∂D for all v ∈ H1(D)/R,

where the trace operator γ : H1(D)/R → H1/2(∂D)/R = (H
−1/2
� (∂D))′ is the

unique bounded functional that coincides with taking the Dirichlet boundary

value for continuous functions.

Thus one can define the Neumann-to-Dirichlet map (current-to-voltage map)

Λσ : H
−1/2
� (∂D) → H1/2(∂D)/R, f �→ γu.

In the continuum forward model, one assumes that Λσ, or equivalently its

inverse, the Dirichlet-to-Neumann map Λ−1
σ , is known from the measurements.

It should be noted that many theoretical papers use the opposite convention

of denoting the Dirichlet-to-Neumann map by Λσ.

3.2 Calderón problem

The inverse problem for the continuum forward model, called Calderón’s in-

verse conductivity problem, is as follows: Given the measurement operator Λσ,

is it possible to determine the conductivity σ ∈ L∞(D)? Research on this

question was pioneered by Calderón, who proposed it in [6], together with a

linearization-based algorithm for reconstruction.

The first global uniqueness result for dimensions n ≥ 3 was given by Sylvester

and Uhlmann [51] for smooth conductivities and domains D ⊂ Rn (see also

[40][41] for earlier uniqueness results for analytic and piecewise analytic conduc-

tivities). In the plane, n = 2, it was shown by Nachman [47] that σ ∈ W 2,p(D),
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p > 1 is uniquely determined by Λσ in Lipschitz domains. The regularity as-

sumptions for σ and D have since been reduced significantly; see [52] and the

references therein. In particular, Astala and Päivärinta [1] proved that any

σ ∈ L∞(D) with a positive lower bound is determined by Λσ in any simply-

connected domain D ⊂ R2, thus giving an affirmative answer to the inverse

conductivity problem in the plane.

In the original formulation [6], Calderón also enquired the existence of an

algorithm for finding σ (based on the knowledge of Λ−1
σ ). Even though many

of the uniqueness proofs are constructive, they may not directly yield numerical

schemes for reconstructing conductivities, let alone methods suitable for noisy

and discrete data. There are results that guarantee stable reconstruction under

some a priori constraints on σ in the sense of a regularization strategy. In the

plane, the ∂̄-method (D-bar method) can be used to construct a family {Γα}α>0

of functions such that ‖Λ−1 − Λ−1
σ ‖H1/2(∂D)→H−1/2(∂D) < ε implies [39]

‖Γα(ε)Λ
−1 − σ‖C (D) < α(ε)

ε→0−−→ 0

for any fixed σ of class C 2 that is homogeneous near the boundary (cf. equation

3.2 on page 24).

Numerous other algorithms can also provably deduce limited information on

σ. A notable example is the factorization method [15][18], which can, under

certain restrictions, find the support of an inclusion supp(1 − σ) ⊂⊂ D and

also has a proven regularization strategy [45]. It was originally adapted to

EIT by Brühl and Hanke [4][5] from a similar method developed for inverse

scattering by Kirsch [38]. The factorization method is applied and discussed in

more detail in [IV].

There are also recent studies concerning Calderón problem with partial data,

e.g., [29][30][36][37]. That is, under which conditions it is possible to recover

σ from data with restrictions on the supports of the current patterns f (re-

spectively voltage patterns) and the portion of the boundary ∂D where the

corresponding voltages (resp. currents) are measured. This subject is consid-

ered in [II] and [IV].

3.3 Electrode models

In a typical EIT measurement setup, a relatively small number of electrodes,

modeled as E1, . . . , EN ⊂ ∂D, are placed on the boundary of an object D (see

Figure 3.1a). The potentials Uk = (Uk
1 , . . . , U

k
N ) ∈ RN/R on the electrodes

are then measured with as many linearly independent current patterns Ik =
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(Ik1 , . . . , I
k
N ) ∈ RN� as possible (k = 1, . . . , N − 1 to be exact).

The central question is how these discrete measurements relate to the con-

tinuum model and the Neumann-to-Dirichlet map Λσ. A naive approach is to

view the current pattern I as a discretization of a continuous function f = σ ∂u
∂ν ,

which could be approximated by interpolating certain current densities de-

rived1 from I. The resulting electrode potentials U are then modeled by the

point values of u|∂D = Λσf at the electrodes. This discretization is sometimes

called the continuum model.2 Unfortunately, it is highly inaccurate [7][9]. A

straightforward improvement is to note that current cannot travel through ∂D

outside the electrodes. Combined with the assumption of constant current den-

sity on each electrode, this yields the gap model (a.k.a. ave-gap model), which

can also be viewed as a discretization of Λσ using a certain basis of current

and voltage patterns.

However, there are two more phenomena that significantly affect the mea-

surement. Especially if large portions of the boundary ∂D are covered by elec-

trodes, which are made of highly conductive materials, then the electrodes

themselves form a low-resistance path for the current. As a result, the current

density through an electrode interface will not be constant. This is taken into

account by the shunt model, in which the potential is assumed to be constant

u|Ej = Uj on each Ej , while the current density vanishes outside the elec-

trodes. This results in a mixed Neumann–Dirichlet forward model that does

not readily correspond to a discretization of Λσ.

The boundary current densities are limited by a phenomenon called contact

impedance (contact resistance), which is caused by a thin, highly resistive layer

on the contact interfaces of the electrodes and the object. All the aforemen-

tioned effects are taken into account by the complete electrode model (CEM)

[9][50]: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

∇ · (σ∇u) = 0 in D,

u+ zσ ∂u
∂ν = Uj on Ej , j = 1, . . . , N,

∂u
∂ν = 0 on ∂D \⋃N

j=1Ej ,∫
Ej

σ ∂u
∂ν ds = Ij , j = 1, . . . , N,

1In the following numerical examples involving the “continuum” model, the value
f(ej) of the interpolant at the midpoint ej of an electrode is set to Ij/|Ej | (as in [9]).
This choice of scaling is not the only possibility and hardly the best one, as suggested
by Figure 3.2b.
2It is also common to consider discretizations of the Dirichlet-to-Neumann map Λ−1

σ

as a forward model and approximate the boundary potential u|∂D by a continuous
function whose values at the electrodes are given by U . The resulting modeling error
is comparable to that of the Neumann-to-Dirichlet “continuum” and gap models.
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where z : ∂D → (c,∞), c > 0, models the contact impedance. For any I ∈ RN� ,

the above equations have a unique solution (u, U) ∈ (H1(D) × RN )/R [50],

and the measurement operator Rσ : RN� → RN/R, I �→ U can be identified

with a symmetric (N − 1)× (N − 1) matrix, which depends on σ, E1, . . . , EN ,

and z. At best, the CEM can correctly match EIT measurements up to in-

strument precision [7][50]. Alternatively, contact impedances may be modeled

by augmenting the gap or shunt models with “lumped” contact resistances Zj

(whence Uj ≈ u|Ej +ZjIj), but the resulting models are not as accurate as the

CEM [7].

Figure 3.1 illustrates the EIT forward problem with an example and compares

several different electrode models. The figures are based on numerical data

simulated using finite element and boundary layer methods. The values of

the electrode contact impedances used in the computations are comparable to

those measured in [9] after appropriate rescaling3. Notice the high peaks in the

CEM current density near electrode edges, caused by the shunting effect, in

Figure 3.1c; for the shunt model, the singularities would be even more severe

(cf. [12]).

When the measured potentials U are predicted by the gap model as the

values of u at the midpoints e1, . . . , eN of the electrodes (with normalization∑
i Ui = 0), the modeling error ‖U−UCEM‖∞ reaches 7% of ‖UCEM‖∞ and the

“continuum” model performs even worse. This is quite concerning considering

the fact that, in this case (for this current pattern), removing the inclusions

altogether would cause a perturbation of approximately 4%. The contrast can

certainly be better in other setups, especially if the inclusions are located closer

to the electrodes. On the other hand, the presented conductivity phantom is

realistic from the perspective of what most EIT inversion methods can and

should be able to reconstruct relatively well.

3Cheng et al. [9] experimented with a cylindrical saline water tank of radius R = 15

cm and observed σz ≈ 2.4 mm (for different constant-conductivity contents of the
tank). Simple scaling analysis shows that these setups can be reduced to unit disk
(R = 1) configurations where σ = 1 and z = 2.4 mm / 15 cm = 0.016.
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(a) A conductivity phantom σ and 16 elec-

trodes in the unit disk B.
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(b) Current density j = σ∇u (arrows), interior potential

u (equipotential lines), and electrode potentials U in

the CEM.
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(c) Boundary current densities f = σ ∂u
∂ν

in the CEM

(thick gray), gap (blue), and “continuum” (dashed

red) models at (cos θ, sin θ) as functions of θ.
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(d) Boundary potentials u|∂B = Λσf in different

models. The magenta line is Λσ(δe11 − δe1) (cf.

§3.6), electrode potentials U of the CEM are

shown in black, and the other colors are as in (c).

Figure 3.1. EIT forward problem example. One unit of current is flowing from elec-

trode E1 to E11. The background conductivity is σ = 1 and there are

two inclusions: a box with σ = 1/10 and a disk with σ = 10 (see (a)).

Electrode contact impedances have been set to z = 1/100. The forward

problem (for this current pattern, Ij = δj,11 − δj,1, j = 1, . . . , 16) is to

determine the electrode potentials U = (U1, . . . , U16) up to an arbitrary

ground level.
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(a) Solution to the homogeneous refer-

ence problem corresponding to Fig-

ure 3.1b.
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(b) Relative boundary potentials w|∂B := (u −
u�)|∂B = (Λσ − Λ�)f and U − U� in the CEM

(colors as in Fig. 3.1d).

Figure 3.2. Difference data example.

3.4 Difference data

Assume that two conductivities σ and σ̃ coincide near the boundary:

supp(σ − σ̃) ⊂⊂ D.

This framework is relevant if one tries to locate inclusions4 in a known back-

ground σ̃, for example, homogeneous medium σ̃(x) = �(x) := 1. Possible

application could be screening desirably homogeneous media for defects, such

as cracks or air bubbles in concrete.

Let Λσ, Λσ̃ be the Neumann-to-Dirichlet maps of the conductivities. Corre-

spondingly, let Rσ, Rσ̃ be the respective (CEM) electrode measurement oper-

ators, assuming identical contact impedances and electrode configurations. It

appears that, even though discretizations of Λσ are ill-suited models for Rσ

(and real EIT measurements), certain discretizations of the relative Neumann-

to-Dirichlet map Λσ−Λσ̃ are reasonably accurate approximations of the relative

operator Rσ −Rσ̃, because various modeling errors tend to “cancel out” in the

difference (cf. [42]). Figure 3.2 illustrates this phenomenon. The relative po-

tentials w|∂B = (Λσ−Λ�)f with respect to the setups in Figures 3.1b and 3.2a

are shown in Figure 3.2b. If the point values of w at the electrode midpoints

in the gap or point electrode (f = δe11 − δe1 , cf. Section 3.6) models are used

to predict U − U�, the error ‖(U − U�) − (UCEM − UCEM
�

)‖∞ is below 20%

of the perturbation ‖UCEM − UCEM
�

‖∞. In particular, these discrepancies are

an order of magnitude smaller than the error of the gap model in the absolute

(non-difference) measurements (cf. Section 3.3).

4The perturbation σ − σ̃ or its support is called an inclusion.
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Theoretically, it has been shown in [28], under some simplifying assumptions

on σ and D, that as the number N of electrodes is increased and their size

decreased in a controlled manner, an approximation of Λσ − Λσ̃ : L2�(∂D) →
L2(∂D)/R can be constructed from RN

σ −RN
σ̃ so that the discrepancy between

these in the operator topology is O(d), where d is proportional to the maximum

distance between adjacent electrode midpoints.

3.5 EIT inverse problems and reconstruction methods

Instead of the infinite Calderón problem discussed in Section 3.2, a practitioner

of EIT is faced with the following discrete problem: Given noisy measurements

with N(N−1)
2 degrees of freedom from N electrodes, determine as much infor-

mation on σ as possible.

The theoretical aspects of this (CEM-based) inverse problem remain almost

unstudied compared to those based on the continuum model. The only fact

that seems clear is that no general conductivity σ of any infinite class, such

as C k or W k,p, is uniquely determined by the data5. Of course, there are nu-

merous methods for tackling the above problem, many of which yield good

qualitative reconstructions. Two examples are presented in Figure 3.3. Cur-

rent EIT inversion algorithms can be divided into three main classes (cf., e.g.,

[2][7][46]): iterative, linearized, and direct methods.

Iterative algorithms are based on statistical inversion or related least-squares

formulations of discretized versions of the non-linear inverse conductivity prob-

lem, which they attempt to solve using Newton-type methods. These are well-

suited for the complete electrode model and some can also handle and re-

solve uncertainties in several quantities such as σ, z or ∂D simultaneously.

[13][14][25][46][53] Even though these methods often yield good results, there

is no guarantee of global convergence to a meaningful solution. In addition,

they can be computationally expensive and slow.

Examples of linearized algorithms include the approach proposed by Calderón

[6][31] and one-step methods, such as NOSER [8], which are based on the same

formulation as the iterative methods but always stop after the first iteration.

One-step methods are widely used in applications and can also employ the

complete electrode model [42].

5However, if the size and number of electrodes or their positions is allowed to vary
(as in, e.g, [16] and [I]), the situation changes.
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(a) Approximating contours for the in-

clusions, given by the factorization

method (cf. [IV]) with 15 eigenvalues

and 15 dipole directions.
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(b) Reconstruction of σ by Calderón’s

linearization method [31] with a cir-

cular low-pass filter χB(0,7)(ξ).

Figure 3.3. Two reconstruction from difference data corresponding to Figures 3.1

and 3.2 with 0.1% measurement noise6. The black lines show the actual

inclusion boundaries.

The third class comprises of methods that are not based on linearization or

(Newton-type) iteration. It contains, among others, the factorization and D-

bar methods [15][39][45], which attack some version of the non-linear problem

and have a strong theoretical backing. A major drawback of these algorithms

is that they generally assume the availability of (some discrete approximation

of) Λσ −Λ� (or Λ−1
σ −Λ−1

�
) as the measurement operator. Because of reasons

discussed in Section 3.4, the direct methods are thus often difficult to apply in

practice unless the conductivity is homogeneous and known near the boundary,

and, in addition to the measurements corresponding to an unknown σ (i.e.,

the measurement operator Rσ, cf. Section 3.3), one has access to an accurate

approximation of the reference measurement operator R�.

In principle, the reference operator can be simulated using the CEM if the

shape D, the contact impedances z, and the configuration of the electrodes

are known. However, small geometrical modeling errors or incorrect contact

impedance values can be much more significant in Rσ than the perturbation

caused by the conductivity [42], but in some cases, it may be possible to recover

a useful approximation of the background operator from the data (cf., e.g.,

[32]).

There are also different approaches to eliminating the requirement of a refer-

6Uncorrelated additive Gaussian noise with standard deviation 0.001 · maxk ‖Uk‖∞
(with normalization

∑
j U

k
j = 0) was added to all components of Uk and Uk

�
, k =

1, . . . , N − 1. This “0.1%” measurement error corresponds to a relative noise level of
approximately 8% in the difference data Uk − Uk

�
of this setup.
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ence measurement with a homogeneous object. Impractical reference data are

not required at all by time-difference and frequency-difference setups, in other

words, relative measurements of conductivities that vary in time or with AC

frequency. These have been applied in EIT (cf., e.g., [7]) with linearized meth-

ods (also linearized and iterative methods can be used with and benefit from

the availability of difference data), but the corresponding non-linear problems

lack an established theoretical basis, although some results do exist (see, e.g.,

[24]). In general, this remains a future challenge for direct EIT methods.

3.6 Point electrode measurements

As discussed in the previous sections, a typical assumption in theoretical texts

is that the conductivity is homogeneous near the boundary7

supp(1− σ) ⊂⊂ D. (3.2)

This is also a central ingredient in the proofs of the theoretical results in [I], [II],

and [IV]. Under the assumption (3.2), the relative Neumann-to-Dirichlet map

becomes a smoothing operator, so in smooth domains, it can be extended by

density to Λσ − Λ� : H−s� (∂D) → Hs(∂D)/R for any s ∈ R [22]. This permits

one to define idealized measurements with distributional current patterns, such

as

f = δp − δq ∈ H
−(n−1)/2−ε
� (∂D), (3.3)

where p, q ∈ ∂D, ε > 0, and the resulting relative potentials u−u� are smooth

on and near ∂D.

The current patterns (3.3) have a natural connection to relative EIT mea-

surements. It was shown in [20] that point electrode models are the limits of

CEM difference measurements as the diameter h of the electrodes tends to

zero. In particular, the dual evaluation

〈δx − δy, (Λσ − Λ�)(δp − δq)〉 (3.4)

is the limit of a difference measurement with current-feeding electrodes at p, q ∈
∂D and sensing (voltage-measuring) electrodes at x, y ∈ ∂D. Furthermore, the

rate of convergence is O(h2). The properties of point electrode measurements

of the type (3.4) as functions of x, y, p, q ∈ ∂D (i.e., with “mobile electrodes”)

are the main subject of this thesis. The model (3.4) requires a smooth domain

7If σ is equal to any other constant than one near ∂D, the setup can be transformed
to this form by scaling. Many of the presented statements also remain true if the
constant is replaced by a regular enough known background σ̃.
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boundary, but in [IV], a measure-theoretic formulation of point electrodes is

introduced in order to extend the concept to piecewise smooth domains.

A particular type of measurement, dubbed bisweep data in [II], is the function

ς : ∂D × ∂D → R,

ς(x, y) = 〈δx − δy, (Λσ − Λ�)(δx − δy)〉,

which is a point electrode model for all EIT measurements with only two elec-

trodes, used for both current injection and voltage measurement. The proper-

ties of bisweep data are studied in [II] and [IV].

Articles [I] and [16] consider sweep data ςx0 : ∂D → R, ςx0(x) = ς(x, x0),

which can be interpreted as the restriction of bisweep data where the other co-

ordinate x0 is held fixed. In addition to these, a modality called the backscatter

data of EIT, b : ∂D → R,

b(x) = 〈δ′x, (Λσ − Λ�)δ
′
x〉,

where δ′x : ϕ �→ ϕ′(x) (derivative w.r.t. arc length parameter), D ⊂ R2, has

been studied in [17][21][22][26]. The techniques utilized in the studies on sweep

and backscatter data are also closely related to inverse conductivity prob-

lems with one Cauchy data pair (f, u|∂D) (i.e., “single measurement”; cf., e.g.,

[19][23][35]).
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4. Inverse scattering

4.1 Helmholtz equation

The Helmholtz equation

Δu+ k2ηu = 0 (4.1)

is used to describe steady states, that is, solutions of the form U(x, t) =

u(x)τ(t), of the wave equation

∂2U

∂t2
(x, t)− c2(x)ΔxU(x, t) = 0, (4.2)

where c(x) is the wave propagation speed of the medium at point x ∈ Rn, n =

2, 3 (in case of a bounded time-dependent part τ(t) = Aeiωt+Be−iωt, A,B ∈ C,

ω ∈ R). After normalization, one obtains (4.1), where η(x) = c20/c
2(x) > 0 is

the square of the refractive index, c0 > 0 is the wave speed in the background

medium, and the separation constant k > 0 is the wave number. [11]

Equation 4.1 is relevant whenever (4.2) can be used as a time-dependent

model for the propagation of waves, which is often true in case of acoustic,

elastic, seismic, and, in some cases, electromagnetic waves. There are also set-

tings where (4.1) does not originate directly from (4.2). For example, one can

study waves in absorbing media by letting η be complex-valued, and in quan-

tum physics, the time-independent form of the (single-particle) Schrödinger

equation can be written as ΔΦ(x) + 2m
�2 (E− V (x))Φ(x) = 0 where −V,E > 0.

The Helmholtz equation is distinguished from other second-order elliptic

equations by the positive coefficient of u (in the real-valued case). As a re-

sult, the associated bilinear forms are not coercive, which is also manifested as

the existence of Dirichlet eigenfunctions, that is, non-trivial solutions to the

boundary value problem u = 0 on ∂D for some values of k.
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4.2 Forward and inverse scattering

Consider (4.1), where supp(1 − η) ⊂ Rn is bounded and η ∈ L∞(Rn) has

a positive lower bound. Let ui ∈ C∞(Rn) be an arbitrary solution to the

equation Δui + k2ui = 0. Then there exists a unique function us ∈ H1
loc(R

n)

that satisfies the Sommerfeld radiation condition

lim
r→∞ r(n−1)/2

(
∂us

∂r
− ikus

)
= 0, (4.3)

where r = |x|, and u = ui+us is a solution of (4.1). Here ui is called an incident

field (or incident wave), us the scattered field, and u the total field. This

framework is known as scattering by the inhomogeneous medium η. A related

configuration is scattering by an obstacle D ⊂ Rn, where Δu + k2u = 0 in

Rn\D, and the field u satisfies some condition on the boundary of the obstacle.

For instance, a sound-soft obstacle induces the condition u = 0 on ∂D. Also in

obstacle scattering, one can decompose u = ui + us, where us ∈ H1
loc(R

n \D)

satisfies (4.3).

The function

u∞(x̂) = lim
r→∞ r(n−1)/2e−ikrus(rx̂),

where x̂ ∈ Sn−1 = {x ∈ Rn : |x| = 1}, is called the far-field of us. Scattering

problems are typically considered with plane waves

ui(x) = ui(x, θ) = eikx·θ,

θ ∈ Sn−1 as the incident fields, and the function u∞(x̂, θ) comprised of the

far-fields of all the corresponding scattered waves us(·, θ) is called the far-field

pattern (or scattering amplitude) of η (or, respectively, D).

One can also consider incident fields composed of plane waves from different

directions, that is, Herglotz waves

uif (x) =

∫
Sn−1

eikx·θf(θ) dSθ.

The far-field operator F : L2(Sn−1) → L2(Sn−1) maps f to the far-field corre-

sponding to uif , and the far-field pattern is the Schwartz kernel of this operator∫
Sn−1

g · (Ff) dS =

∫
Sn−1

∫
Sn−1

u∞(x̂, θ)f(θ)g(x̂) dSθ dSx̂.

The properties of far-field patterns are studied in [III]. In particular, a funda-

mental property, the joint analyticity of u∞ with respect to x̂ and θ is proven.

In the Helmholtz equation context, an important class of inverse scattering

problems are of the type: given (a part of) the far-field pattern u∞, determine
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the inhomogeneity η (resp. the obstacle D). Notable special cases are deter-

mining an obstacle from the far-field u∞(·, θ) of a single incident wave or the

backscatter data θ �→ u∞(−θ, θ). The data may also include measurements with

different wave numbers k. Inverse scattering problems are not directly consid-

ered in this thesis. See [11] and the references therein for the basic results in

this field.
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5. Discussion and summary of findings

The main results of each included article are listed below.

[I] This article presents a method for obtaining information about the location,

size, and conductivity of inclusions from sweep data of EIT. It is based on

a similar method developed for EIT backscatter data by Hanke [17]. The

method relies on rational Laurent–Padé approximants and is motivated by

the analyticity of sweep data outside the inclusions. The article includes

numerical experiments with both CEM-simulated and ideal point electrode

sweep data.

[II] It is shown that bisweep data determines the whole Neumann-to-Dirichlet

map, and thus also any measurable conductivity (satisfying eq. 3.2), in smooth

plane domains. Due to the joint analyticity of bisweep data, which is also

proven in this paper, this yields a new kind of partial data result for Calderón’s

problem in the plane.

[III] The techniques in [II] are applied to inverse scattering, which proves the

joint analyticity of the far-field pattern in any dimension.

[IV] The concept of point electrodes is formally extended to piecewise smooth

plane domains. It is shown that bisweep data are a Schwartz kernel of the

relative Neumann-to-Dirichlet map (due to the factor spaces associated with

the Neumann problem, there are many Schwartz kernels). The article intro-

duces a numerical scheme for transforming the bisweep data inverse problem

of a general plane domain to a standard inverse conductivity problem for the

relative Neumann-to-Dirichlet map in the unit disk. Numerical examples are

also presented.
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The partial data results in [II] and [IV] have simpler and more elementary

proofs, which are presented here for completeness.

Theorem 1. Under the assumption (3.2), the distributional measurements

〈δ(k)y , (Λσ − Λ�)δ
(l)
y 〉, k, l = 1, 2, 3, . . . ,

at any point y ∈ ∂B determine Λσ, and thus the conductivity σ ∈ L∞(B), in

the unit disk B. Here δ
(k)
y : f �→ ∂k

∂θk
f(cos θ, sin θ)|(cos θ,sin θ)=y denotes the k:th

angular derivative distribution at y ∈ ∂B.

Proof. Let ul and ul
�

be functions satisfying ∇ · (σ∇ul) = Δul
�

= 0 in B

with the Neumann boundary condition ∂ul/∂ν = ∂ul
�
/∂ν = δ

(l)
y (cf. [22] for a

rigorous definition of this statement). Then wl := ul − ul
�
∈ H1(B)/R satisfies

∇ · (σ∇wl) = ∇ · ((1− σ)∇ul
�
) in B,

∂wl

∂ν
= 0 on ∂B,

and, in particular, it is harmonic in some neighborhood of ∂B in B. Due to

the homogeneous Neumann condition, wl can be extended (by reflection) to a

harmonic function in some open subset of R2 containing ∂B.

Therefore, wl|∂B is well-defined and analytic, so the derivatives

〈δ(k)y , (Λσ − Λ�)δ
(l)
y 〉 = 〈δ(k)y , wl〉 = ∂k

∂θk
wl(cos θ, sin θ)|(cos θ,sin θ)=y,

for k = 1, 2, 3, . . . determine wl|∂B up to a constant. As a result, the quantity

〈g, (Λσ − Λ�)δ
(l)
y 〉 =

∫
∂B

gwl ds = 〈δ(l)y , (Λσ − Λ�)g〉

is determined for any g ∈ L2�(∂B). Similarly, by defining wg, it follows that

〈f, (Λσ − Λ�)g〉 is recovered for arbitrary f, g ∈ L2�(∂B), which naturally de-

termines Λσ − Λ� and consequently also Λσ.

Theorem 2. Let V and W be two, possibly disjoint, arbitrary, non-empty,

relatively open subsets of ∂B. The measurements

〈f,Λσg〉, f ∈ L2
�(V ), g ∈ L2

�(W ),

where

L2
�(V ) := {f ∈ L2

�(∂B) : supp f ⊂ V },

determine Λσ under the assumption (3.2).

Proof. If V ∩W �= ∅, define A = V ∩W , h = g and otherwise let A = V , h = 0.

In either case, the Cauchy data (u|∂B, ∂u∂ν ) = (Λσg, h), where ∇ · (σ∇u) = 0 in

B, are known on a non-empty, relatively open subset A of ∂B.
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It is well-known that the Cauchy data determine u on some relatively open

neighborhood U of ∂B in B such that u is harmonic in U . Thus one recovers

the whole boundary function u|∂B = Λσg. As in the proof of Theorem 1, the

self-adjointness of Λσ can be used to deduce that 〈g,Λσp〉 is determined for

any p ∈ L2�(∂B), and it follows by the same arguments as before that Λσp is

recovered up to a constant on the whole boundary ∂B.

The above theorems are formulated in the unit disk D = B for simplicity.

However, the proof of Theorem 2 is valid in any domain (and dimension) as

long as the unique continuation of Cauchy data can be applied. Theorem 1 can

be extended to other smooth plane domains by the methods used in [II].
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