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1. Introduction

Circuit modeling has important applications for audio signal processing

which range from digital audio effects processing that are designed based

on models of real-world devices to new musical instruments that are built

based on physically inspired blocks.

Recent research activity has been devoted to building digital models of

analog systems, or Virtual analog systems [1, 2, 3]. This field of research

focuses on obtaining models of vintage audio equipment used for musical

synthesis or effects. An application of this field is to substitute bulky and

expensive analog equipment with software. Figure 1.1 shows an example

of electronic components required for building a single guitar amplifier.

When virtual analog techniques are used, all the components of Fig. 1.1

can be modeled in a software, and a computer, a portable electronic device,

a mobile phone or tablet could accommodate several amplifier models.

Figure 1.1. Example of components required for building a guitar amplifier, including
vacuum tube devices and electric transformers.

Obtaining models of vacuum-tube amplifiers and guitar distortion ef-

fects has been an important focus of virtual analog studies. Although

vacuum-tube devices have been replaced almost entirely in the industry
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Introduction

by solid-state devices, they are still appreciated in audio equipment, par-

ticularly in electric guitar applications. However, since vacuum tube com-

ponents have now very strict commercial niches, their price is high when

compared to solid state components [4]. For this reason, several publica-

tions have proposed models to emulate vacuum-tube devices using digital

signal processing techniques [5]. Virtual analog models also include simu-

lation of vintage analog synthesizers. For this purpose oscillator mod-

els [6, 7, 8, 9] andmodels of its nonlinear filters [10, 11, 12, 13, 14, 15] have

been developed. Additionally, other analog electronic instruments such as

the Clavinet have been modeled using virtual analog techniques [16, 17,

18]. Other applications of virtual analog include models of the diode ring

modulator [19, 20], analog delay-line circuit [21], and spring reverbera-

tion [22, 23]. Several patents on vacuum tube amplifier models demon-

strate the commercial importance of this kind of work [24, 25, 26, 27], and

automatic amplifier modeling is also applied to commercial products [28].

Another focus of circuit modeling in audio is on the development of ab-

stract musical synthesis, where users connect block-based physical mod-

els in physically meaningful ways [29], but which could also result in non-

physically-realizable virtual systems. This means that by using physical

analogies, users can intuitively change the parameters of virtual instru-

ments. Several block-based techniques that can be used for synthesis are

available in the literature [30, 31, 32].

The objectives of this dissertation are the following:

1. obtain new models of analog audio systems,

2. develop methods for real-time simulation of audio circuits,

3. develop black-box models of analog audio systems suitable for real-time

implementation,

4. use circuit analogies for audio processing, and

5. use circuits physics to understand electroacoustic phenomena.

In Publications I, III, IV, and V analog models are built, which are in line

with the objective 1. Objective 2 is addressed by Publications III and VI,

in which real-time systems are developed, and in IV and V, where low-
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cost models are developed for enabling real-time processing. The method

described in Publication V is related to objective 3, since it enables sig-

nificant complexity reduction of traditional audio black-box models. Pub-

lication VI is related to objective 4, and is deals with acoustic/electrical

analogies, which are used for synthesis. Objective 5 is addressed by pub-

lications I, II, and III, since they can be used as tools for audio engineers

and they provide an explanation for the behavior of guitar equipment.

This thesis is organized as follows. Section 2 presents some of the main

methods for audio circuit simulation and includes a comparative discus-

sion of the methods. The methods described in Section 2 are applied

to the electric guitar in Section 3, where models for guitar effect-boxes,

amplifiers, and pickup are also presented. Section 4 presents the use of

physical analogies for musical synthesis, effects, and analysis of musical

instruments. The contributions developed in this thesis are presented in

Section 5. Section 6 concludes this thesis presenting final remarks and

future research directions.
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2. Circuit modeling techniques

Circuit models are mainly obtained with physical models and black-box

techniques. Figure 2.1 shows a schematic overview of the difference be-

tween these techniques. Gray-box approaches, in which some insight of

the structure of the circuit is included, are also available [5, 33]. The

physical models are the ones in which the knowledge of the system and

its internal states is used to build a model, whereas the black-box models

only try to emulate the input/output relationship without considering the

internal states of the system. The physical models include physically in-

spired methods, state space methods, as well as wave-digital filters. The

black-box models discussed in this thesis include Volterra nonlinear fil-

ters, and swept-sine methods. This section presents the main techniques

used for circuit modeling in audio, including physical models presented in

Section 2.1 and black-box models presented in Section 2.5.

2.1 Physical models

Physical models comprise an important set of techniques used for audio

circuit modeling. They have some advantages over other types of ap-

proaches, since they can flexibly change the circuit parameters, and they

do not require measurements for building the model when information

about the modeled components is available. These models are also able to

emulate the behavior of physical systems under conditions which would

not be realizable in reality. One example would be to simulate a circuit in

which a real component is damaged because of extreme heating.

Physical models are obtained by inspection and calculation of the sys-

tem equations, or by connecting blocks modeling the system’s elements.

The most traditional approach for physical modeling is to derive ordi-

nary differential equations (ODE) for the system, discretize the equations
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Figure 2.1. Overview of the difference between physical and black-box models.

using forward/backward Euler methods or the trapezoidal rule, and ob-

tain the numerical solution of the implicit discrete nonlinear equations

using a method such as Newton [34, 35, 19]. On the other hand, it is

also possible to use the ODEs to derive filter structures that represent

the equations [11]. Additionally, the frequency-dependent gain of linear

systems can be discretized and applied as linear filters using a bilinear

transform [36, 37]. One extension of the ODE-solving method is provided

by state-space (SS) methods, which augment this concept by represent-

ing several system equations in a matrix form and provide systematic

methods to obtain the system equations, as discussed in Section 2.3. An-

other approach is to use wave-digital-filters (WDF) to represent the sys-

tem. When using WDFs, the physical variables are converted into wave-

variables and the system is represented by traveling waves. This has the

advantage of providing a block-wise representation of circuits and hav-

ing linear computational complexity O (N) as a function of the number of

circuit components. WDFs are discussed in Section 2.4.
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2.2 Physically inspired methods

Physically inspired models comprise an important class of audio circuit

modeling techniques. In this type of technique, the system designer at-

tempts to understand the behavior of the system and designs a set of

filters and waveshapers that emulate that behavior. Examples of the use

of this technique include the models of the Moog filter [11, 6], a guitar dis-

tortion circuit [38], a sampler [39], a carbon microphone [40], and a diode

ring-modulator [20]. This type of model is interesting for its simplicity

and easy of application. However, the derivation of the model involves a

time-consuming analysis of the system. Additionally, the final model may

not be as accurate as one obtained with other techniques [38, 35], but it

may capture the characteristic behavior of the system, such as the type of

distortion.

2.3 State space methods

Most of the circuit modeling techniques are derived in matrix form rep-

resenting the states of a system. This is a compact way of representing

all the differential equations required to model the system behavior. The

continuous-time representation of this type of system is given as [41, 42]

ẋ = Ax + Bu + Ci, (2.1)

i = f (v) , (2.2)

v = Dx + Eu + Fi, (2.3)

y = Lx + Mu + Ni, (2.4)

where x is the state vector of the system, y is the output vector of the

system, u represents the inputs, i includes the nonlinear effects in the dy-

namics of the system, v is the input vector for the nonlinear function, ẋ is

the time derivative of x, f (v) is a multiple-input multiple-output (MIMO)

nonlinear mapping, and A to F and L to N are the matrices mapping x,

u and i to the states and the output. In order to simulate this system,
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Eq. 2.1–2.4 can be discretized and rewritten as [41, 42]

xn = fsHxn−1 + H (Bun + Cin) , (2.5)

in = f (vn) , (2.6)

vn = Dxn + Eun + Fin, (2.7)

yn = Lxn + Mun + Nin, (2.8)

H = (fsI + A)−1 , α = fs, (2.9)

where fs is the sampling frequency, H is the discrete state update ma-

trix, and I is the identity matrix. Many techniques for discretization can

be used, such as the forward/backward Euler methods or the trapezoidal

rule [34, 35, 19], and it has been verified that the discretization method

as well as the sampling frequency at which the circuit is calculated are

directly related to the stability of the system [35].

The nonlinear system described above cannot be explicitly solved, since

Eq. 2.6 involves the implicit dependence on in. Traditional solutions to

this problem involve an iterative solving process such as the Newtonmethod

[35, 43]. However, iterative solutions are typically avoided in real-time

audio systems, since they are usually computationally expensive.

2.3.1 The K method

The K method proposes a solution for SS systems, which can be imple-

mented in real-time without an iterative algorithm. In order to deal with

this problem, it is possible to solve the nonlinear function [41]

0 = f (pn + Kin)− in, (2.10)

where

pn = αDHxn−1 + (DHB + E)un (2.11)

is the contribution of previously computed terms, and

K = DHC + F (2.12)

is the matrix for the delay-free path mapping the nonlinear function out-

puts and outputs. The solution of Eq. 2.10 is the nonlinear mapping

in = g (pn) , (2.13)

which can be either calculated online using iterative algorithms or com-

puted offline and stored as a look-up table. Any change in the system pa-

rameters made by the user requires that the look-up table is recalculated
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and updated. Once this mapping is found, the system can be evaluated

online by using Eqs. 2.11, 2.13, 2.5, and finally Eq. 2.8 [41, 42]. Some

variations on this algorithm are available, such as solving the nonlinear

mapping as a function of vn instead of in, which is claimed to converge

faster [42].

The computational complexity of the K method is given by the matrix

multiplications of Eq. 2.11, Eq. 2.13, Eq. 2.5, and Eq. 2.8 [44]. If asymp-

totic notation is used, this complexity can be approximated as O (
N2

)
,

where N is the number of states of the system.

2.3.2 Methods for obtaining the system equations

The SS system equations may be obtained by several ways. A possible

solution is to derive the circuit differential equations and express them

in the SS format of Eq. 2.1–2.4. Some examples of this approach are pre-

sented in [45, 46, 47, 48]. This approach has the advantage of having

as many states as the number of capacitors and inductors, which often

yields small matrices. However, deriving the system equations is a labo-

rious task, and automatic methods for determining the model parameters

are highly desirable.

The modified nodal analysis (MNA) is a traditional method used in cir-

cuit simulation. In this method, the Kirchoff equations of each node and a

matrix template are used to build the model in a systematic manner [42].

Hence, this method has the great advantage of being scalable for build-

ing models of generic circuits. However, this type of technique results in

large matrix representations, since all the nodes of the circuit need to be

represented by Kirchhoff ’s current law [49].

Generally, SS techniques can be applied efficiently when using the K

method. However, a major problem is encountered in circuits with time-

varying parameters, since the matrices of the SSmodel need to be updated

every time one parameter is changed. In guitar circuits, users have access

to potentiometers to modify the circuit parameters, hence modification of

resistances in real-time is highly desirable when building these models.

This problem can be addressed by decomposing the system matrices into

smaller matrices that can enable faster update of the system once its pa-

rameters are changed [50].
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2.4 Wave digital filters

Wave digital filters (WDF) comprise an efficient modular way of simu-

lating circuits [30, 51, 32, 2]. This technique uses wave counterparts of

electrical quantities in order to describe the circuit, which are given by

[30, 52]

V =
A+B

2
, (2.14)

I =
A−B

2Rp
, (2.15)

A = V +RpI, (2.16)

B = V −RpI, (2.17)

where V and I are the electrical voltage and current, A and B are incom-

ing and outgoing waves of an element, and Rp is the port resistance of

this element. Other representations for Eq. 2.14–2.17 exist, an example

being the equations modified for power normalization [51]. Notice that Rp

is related to the WDF implementation and is not a physical resistance. In

WDF networks, every circuit element is represented by a block, which is

connected to the network by a port having port resistance Rp. These ele-

ments are interconnected to others by adaptors, which model the type of

connection each element has. These include series or parallel connections,

transformers, mutators [53, 54], gyrators [30, 52], and polarity-change

adaptors [55]. The expressions for the outgoing waves of series and paral-

lel connections are presented in Eqs. 7 and 8 of Publication III.

2.4.1 Wave digital filter networks

Figure 2.2 shows an example of a generic WDF network. In this example,

circuit elements Lk and R are interconnected through adaptors Ak. The

network of Fig. 2.2 has one root element R, K leaves Lk, and K − 1 three-

port adaptors Ak. Figure 2.2 shows that the adaptors may have several

ports, with each port having the same impedance as the impedance of the

element it is connected to. This structure is called the binary connection

tree (BCT) [56, 57]. Although most electrical circuits can be represented

by a BCT, some may require other types of multiport connections in order

to yield a computable WDF network, such as circuits with a Jaumann

structure [58, 57].

WDF networks are connected in the tree-like structure of Fig. 2.2, where

R is the root and Lk are the leaves of the tree. Additionally, the outgo-

ing arrows of some elements are marked with a ’T’ termination, which
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Figure 2.2. Generic WDF network. In this example, leaf elements are represented by Lk,
adaptors are represented by Ak, and the root is represented by R.

indicates that they are reflection-free ports. The reflection-free port nota-

tion is used when the outgoing wave of an element has no instantaneous

dependency on its incoming wave, and circuit elements having reflection-

free ports are called adapted. Notice that all the leaves have reflection-

free ports, whereas the root does not. Moreover, all the reflection-free

ports of the adaptors point in the direction in which the root is placed,

and all the three-port adaptors in the literature can have a maximum of

one reflection-free port.

The positioning of reflection-free ports is directly related to how the com-

putation of WDF networks is performed. Figure 2.3 shows the calculation

steps required for the type of network in Fig. 2.2 [56, 57]. In the first

step, the leaves Lk determine their outgoing waves Bk, based on the past

values of their incoming waves Ak. In the second step, the adaptors Ak

use the information of the waves received by the leaves to determine their

outgoing waves Ba,k until they reach the root Ba,0. In the third step, the

root is able to determine its outgoing wave BR from the information of the

incoming wave AR. In the fourth step, the adaptors propagate the root

outgoing wave until they reach the leaves Ak. After this step, the voltages

and currents of all physical elements can be computed using Eqs. 2.14 and

2.15. A C++ implementation of a WDF network based on this approach is

included in Publication VI.

2.4.2 Linear elements

The expressions representing some linear circuit elements is shown in Ta-

ble 2.1. This table shows two expressions for the outgoing wave. In the

first, a generic expression is presented where the output depends on the

input, whereas in the second the output is independent of the input [59].

The second expression enables the implementation of adapted elements

with delay-free ports. Additionally, the condition for adaptation depends
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Figure 2.3. Calculation steps for each time sample of the generic network in Fig. 2.2.
(a) Leaves calculate the output waves; (b) adaptors use incoming waves from
leaves to calculate their output, propagating the waves until the root element
is reached; (c) the root element calculates its output; and (d) the wave is
propagated back to the leaves.

on the port resistance and is also described in Table 2.1 [30, 52]. Further-

more, Table 2.1 shows that building an ideal voltage source is impossible,

since the outgoing wave cannot be determined if R = Rp = 0. However,

this problem can be overcome by using a series or parallel adaptor com-

bined with a voltage or current source [59].

Table 2.1. Description of some WDF elements with their adaptation condition, where R,
C, fs, E and Rp represent resistance, capacitance, sampling frequency, inter-
nal voltage, and the port resistance, repectively, and ρc = 2fsC.

Element Resistor Capacitor Voltage source

with resistance

Output wave B B = A
R−Rp

R+Rp
B = A1−ρc+(1+ρc)z−1

1+ρc+(1−ρc)z−1 B =
2RpE−A(R−Rp)

R+Rp

Adaptation condition Rp = R Rp = 1
ρc

Rp = R

Adapted output B = 0 B = Az−1 B = E

The same type of adaptation conditions described in Table 2.1 are de-

scribed for the reflection-free port of adaptors [30, 52]. The series and par-

allel adaptors can have only one reflection-free port, and the impedance

value of this port depends on the impedance of its other ports. As a re-

sult of the port impedance restrictions, if the impedance of an element

is changed, the port impedances of the other WDF elements have to be

changed accordingly. Figure 2.4 shows an example where an element Lk

of a WDF network is changed. When this happens, the reflection-free port
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impedance of all the adaptors in the path between the element Lk and

the root element R have to be changed [56], otherwise instantaneous de-

pendency will be added to the network, making computation scheduling

impossible without iterative methods.
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Figure 2.4. Overview of the ports whose impedances need to be updated when the port
resistance of element Lk is changed.

2.4.3 Nonlinear elements

Nonlinear circuit elements may also be defined for WDFs. If a memo-

ryless nonlinearity is considered, it will be defined by an instantaneous

current-to-voltage mapping V = fe(I). Notice that even though memo-

ryless nonlinear elements are considered here, they may have dynamic

effects when connected to reactive circuits. The implementation of this

mapping may be converted to the wave domain in order to obtain the out-

going wave B = fw(A,Rp) [54]. In general there is no exact solution for

adapting these elements, and they have to be placed at the root of the

tree. Thus practical WDF networks may only have one such nonlinear

element. The computation of the function fw(A,Rp) may be realized ei-

ther by a look-up table or using an analytical expression. As an example

of this approach, an ideal diode may be modeled. This component is an

open circuit when the input voltage is larger than zero, and a short circuit

otherwise. In that case, the outgoing wave can be easily calculated as

B = fw(A,Rp) = |A| , (2.18)

which results in V = A and I = 0 for A > 0, and V = 0 and I = A/Rp for

A < 0. The implementation of a diode using an analytical expression was

used in Publication IV and a look-up-table-based triode is implemented in

[60].

Another option for implementing nonlinear memoryless elements is a

voltage-dependent resistance. This has the advantage of not being re-

quired to be placed at the root of the tree if the resistance is calculated
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using a voltage measured at a previous sample. This leads to the possibil-

ity of implementing networks with multiple nonlinear elements. Multiple

nonlinearities are required for modeling some circuits such as the vac-

uum tube circuits in Publication III and [61, 62]. One disadvantage of

this method is the extra impedance update required when the nonlinear

element is not the root, as in Fig. 2.4. However, this problem can be man-

aged by placing the nonlinear elements as close to the root as possible,

which reduces the number of adaptors to be updated. Additionally, the

delay used to calculate the nonlinear resistance prevents the system from

satisfying the conservation of numerical energy, which may cause insta-

bility in the system [41]. This problem may be handled by oversampling

in WDF networks [63, 61]. By using this approach, the ideal diode can be

approximated by

R =

⎧⎨
⎩ Roc, if V > 0,

Rsc, otherwise,
(2.19)

where Roc is a large resistance that approximates an open circuit, and

Rsc is a small resistance that approximates a short-circuit. Notice that

zero and infinity resistances cannot be used in linear resistances which

are not placed at the root of the WDF network, since they would result

in delay-free elements. However, a good approximation is achieved when

very large or small resistance values are used.

When multiple nonlinearities are included in a WDF network, these

nonlinearities may be combined into a single multiport element [64]. In

this case, the instability caused by the delays is avoided, and a more accu-

rate response of the system is obtained. However, this type of solution is

not modular, being against the well-known modularity advantages of tra-

ditional WDF networks. An example of a wave-digital triode model using

this principle is presented in [65], which is based on the Cardarilli model

[66].

Nonlinearities with memory typically require other modeling strategies.

As an example, a voltage-controlled capacitor may not keep the energy

balance of the circuit when its capacitance varies. For this reason, one

option for implementing voltage or current-controlled capacitors or in-

ductors is to connect a constant memory element to the network through

an ideal transformer with a voltage-controlled turns ratio [67]. This ap-

proach is used in Publication III. Another strategy consists of connecting

a nonlinear resistor to the network through a mutator [53, 54, 68]. A

mutator is an element that transforms resistors into reactive elements.
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In both cases, the change in the equivalent impedance does not result in

energy variation.

2.4.4 Computational complexity

The computational complexity of WDF networks is analyzed in Publica-

tion IV. From Table 2.1 and Fig. 4 of Publication III, the linear elements

are seen to require neither multiplication nor addition, but only memory

elements and sign inverting blocks. Three-port series and parallel adap-

tors can be efficiently implemented using one multiplication and four ad-

ditions [69, 70]. Finally, the complexity of the root element will depend

on the type of element being simulated, e.g. a non-adapted linear element

or a nonlinear element. Hence, the complexity of WDF networks can be

generally said to be O (N), where N is the number of tree-port adaptors

in the network. N will generally be N = M − 2, where M is the number

of one-port elements.

2.5 Black-box methods

Understanding some systems to be modeled may be very challenging. As

an example, a system may be too complex to be modeled using physical

models. In this case, it is highly desirable to obtain automatic modeling

methods which do not require detailed knowledge about the system, such

as black-box models. The black-box models comprise a set of tools in which

only the input-output relationship of a system is modeled. Thus, the in-

ternal states of a system are ignored in this type of method, as shown

in Fig. 2.1.

A Volterra filter is an example of a black-box model, which provides the

most complete representation of nonlinear systems [71, 72, 73]. It is usu-

ally trained with algorithms that optimize the output error [71, 72, 73],

but it can also be obtained by analyzing the system behavior [14]. Volterra

filters have been applied to weakly nonlinear audio systems [74, 14, 75],

since they are able to represent any type of nonlinear system, and they

provide a good technique for audio system modeling. Volterra models can

also be inverted using operator based solutions [76]. However, Volterra

filters are complex and difficult to train, and there are audio-specific tech-

niques that are better suited to the problems presented in this thesis.

Simplification of a Volterra model can be achieved by using a Wiener
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model, whose computational complexity can be further reduced by using

the Laguerre transformation [77]. Other models include determining a

different impulse response of the nonlinear system for each sample of the

input [78, 79, 80].

2.5.1 Swept-sine methods

A simplified method to determine the nonlinear response of audio systems

is the swept-sine technique [81, 82]. This method was originally developed

to measure the impulse response of systems or rooms [83, 81], but it was

later extended for auralization of nonlinear systems [82].

The swept-sine method starts by injecting the test signal having an in-

stantaneous frequency given by a logarithmically increasing sweep [84]

fi (t) = f1e
t

TR , (2.20)

where f1 is the initial frequency,

TR =
Tf1

ln (f2/f1)
(2.21)

controls the rate of exponential increase, T is the signal length, and f2

is the maximum frequency. The sweep with an instantaneous frequency

given by Eq. 2.20 has a good property for nonlinear system identification,

since the instantaneous frequency of a harmonic frequency of fi (t) is given

by a constant time shift, or

fi (t+ δtm) = mfi (t) , (2.22)

where

δtm = TR log (m) . (2.23)

An example of the swept-sine excitation signal frequency with its har-

monics is presented in Fig. 2.5. Figure 2.5 (a) presents the instantaneous

frequency of six harmonics while Fig. 2.5 (b) shows that the instantaneous

frequency of the second harmonic is a time-shifted version of the instan-

taneous frequency of the first harmonic, as presented in Eq. 2.22. Fig-

ure 2.5 (b) and Eq. 2.22 indicate that, if the output signal of the system is

filtered by a signal that inverts the group delay response of the excitation

signal, the impulse response of each harmonic will be separated in time

at time instants given by Eq. 2.23. This time-domain separation is shown

in Fig. 2.5 (c). The inverse filter is either obtained by time-inverting the

instantaneous frequency response with energy compensation for the high
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frequencies [81, 82, 85], by an extension of the time-inverted filter that

models the full bandwidth of higher order harmonics [86], or by inverting

the excitation signal in frequency domain [84, 87].
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Figure 2.5. Swept-sine method concept overview. (a) Time-frequency representation of
the response of a nonlinear system to a swept sine signal; (b) time-frequency
representation of the first and second harmonics of that system; and (c) rep-
resentation of how the harmonic impulse response is obtained after inverse
filtering.
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Once the impulse responses of each individual harmonic have been ob-

tained, they may be used either to analyze the nonlinear system or to em-

ulate it. A nonlinear systemmay be analyzed by visualizing the frequency

response of each harmonic, which provides a compact way of characteriz-

ing the nonlinear system performance [88]. Publications III and IV as

well as [65, 45, 40, 50, 89, 49, 63] use this approach to compare the model

results with measurements or reference simulations.

In order to emulate the system with harmonic impulse responses ob-

tained as in Fig. 2.5 (c), the impulse responses are cascaded with poly-

nomial waveshapers, as shown in Fig. 1 of Publication V. The configura-

tion of memoryless nonlinearities followed by linear filters is called the

Hammerstein model [90, 86, 73]. The impulse responses of the individ-

ual harmonics are mapped onto the equivalent impulse responses of the

polynomial waveshapers. Farina [82] defines the formulas for this map-

ping up to the fifth harmonic in frequency domain, which are generalized

by Novák [85] for any harmonic component. Rebillat [87] also presents a

time-domain approach for determining the filters using Chebyshev poly-

nomials.

Although the swept-sine method is able to properly model Hammerstein

systems, it has two primary disadvantages. The first is that, since the ob-

tained model is a Hammerstein type, it is not generalized for all nonlinear

systems, specially when linear filtering is applied before the nonlinearity,

as in Wiener nonlinear systems. For this reason, some systems may be

better represented by other types of models. In order to resolve this pro-

blem, multiple excitation amplitudes in the swept-sine analysis may be

applied and the result is used to train a Volterra system [91]. The sec-

ond problem of modeling with the swept-sine method is its computational

complexity. When modeling high-order systems, the model will be im-

plemented with a number of polynomial-waveshapers/filter pairs whose

order is as large as the highest harmonic generated by the system. The

computational efficiency of these models may be reduced by decomposing

the filters into second-order sections and combining the common parts of

the different filters [92]. Additionally, a method to combine the wave-

shaper/filter pairs is proposed in Publication V.
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2.6 Discussion

Many modeling techniques are available for audio circuits, and one may

be better than another in specific situations. Physical models are well

suited to adapting system parameters, since adjusting their values imply

only recalculating their coefficients, whereas most of the black-box mod-

els would need to be retrained for the new situation. Additionally, physi-

cal models are suitable for situations in which performing measurements

of the real system is impossible, expensive or dangerous, such as when

modeling rare musical equipment, when expensive sensors are needed or

when high voltages are involved. On the other hand, black-box models are

interesting when there is no information on the circuit schematics, and

its input-output relationship can be measured. Moreover, different types

of physical modeling techniques can be combined, such as the SS and the

WDF [93]. On the other hand, black-box models are particularly suited for

systems that are difficult to understand, and its automatic methods may

provide a modeling methodology much faster than when using a physical

approach.

Among the physical approaches, only the SS and the WDF approaches

provide systematic modeling methods, whereas the physically inspired

models usually require time-consuming analyses of the system. Although

the SSmodels may be less complex in very specific situations, their asymp-

totic complexity is generally O (
N2

)
due to the matrix multiplications,

whereas the WDF’s complexity is O (N). The matrix involved in SS mod-

els using nodal analysis are sparse and their solution can be simplified

to O (
N1.4

)
[5]. This means that simulation of large circuits will be more

efficient when using WDFs than when using SS models.

When nonlinear elements are considered, SS modeling offers more flex-

ibility for accommodating multiple nonlinearities, whereas accurate mod-

eling of WDF allows only for one nonlinear element. However, there are

techniques for handling this limitation, such as using multiport elements

[64, 65] or using voltage-dependent resistors with delayed resistance val-

ues [60, 61]. This approximation may lead to decreased accuracy, which,

however, is often not perceived by listeners, specially when oversampling

is applied. WDFs also enable modular implementation of the model [32],

which enables reuse of code when developing audio software and saves

development time when several different systems need to be modeled.
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3. Application of circuit modeling of the
guitar

This section focuses on circuit modeling applications to guitar equipment.

Figure 3.1 shows one example of a guitar setup with some of the circuit

elements influencing the timbre of the guitar. In this setup the timbre of

the guitar is modified by the pickup response, the cable, the effect boxes,

and finally by the amplifier, in addition to the playing techniques. Several

different setups may be used by guitar players, including using different

types of pickups, effects, and amplifiers, and interchanging effect types.

When a digital model of these effects is used, as in Fig. 3.2, many combi-

nations of these models may be chosen, and the user may change its pa-

rameters at any time. Hence, it is interesting to have a modular approach

to model each of these blocks, since there may be the need for real-time

change in the way they are interconnected or in their parameters.
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Figure 3.1. Typical guitar setup and audio devices influencing its timbre.
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Figure 3.2. Typical setup where digital models are employed.

3.1 Effect box modeling

A significant fraction of guitar effects is implemented as effect boxes. They

have the advantage of being portable when compared to guitar amplifiers,

and guitar players often include several boxes in their effect chain, as

shown in Fig. 3.1.

Many distortion effect boxes employ operational amplifiers and diodes.

A general representation of distortion circuits using operational ampli-

fiers is shown in Fig. 3.3(a). In this configuration, the input signal may

be fed into the system either at Vi0 or at Vi1 while the output is measured

at Vout. The gain in this circuit is controlled with the impedances Z0, Z1

and Zf , which combine resistors and capacitors. Additionally, diodes are

connected in parallel with the feedback impedance Zf , which are consid-

ered here as a nonlinear impedance RNL. RNL is usually composed of two

anti-parallel diodes, but other configurations are also used [49, 89]. Ad-

ditionally, other circuits may contain operational amplifier stages with a

diode clipper between them, as does the Boss DS1 [35].

The diodes comprise an important part in the circuit of Fig. 3.3(a). When

operating in the forward-bias region the diodes are conducting. In this

region they have small resistance and have a nearly constant voltage drop

between its terminals, as shown in Fig. 3.3(b) [94]. Additionally, when a

voltage is applied in the reverse-bias region, a small amount of current

flows through the diode terminals, which, however, is negligible for the

diode-based distortions.

The schematic of Fig. 3.3 allows for two main configurations. The first

one is the inverting configuration, where the input signal is applied to Vi0

and Vi1 is grounded, resulting in an output signal with inverted polarity.

On the other hand, if the input signal is applied to Vi1 and Vi0 is grounded,
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Figure 3.3. Operational amplifier general distortion circuit: (a) a typical operational am-
plifier configuration and (b) the diode nonlinear voltage-current characteris-
tic curve.

the output has the same polarity as the input, resulting in a non-inverting

configuration. If operated in the linear region, the circuit of Fig. 3.3 has a

gain [94]

Ginv = −Zf

Z0
(3.1)

for the inverting configuration, and

Gnoninv = 1 +
Zf

Z0
(3.2)

for the non-inverting configuration. However, when the output amplitude

exceeds the diode drop voltage, a current starts to flow through the diodes,

causing the equivalent gain to be

lim
Zf→0

Ginv = 0, (3.3)

lim
Zf→0

Gnoninv = 1, (3.4)

for the inverting and the non-inverting configurations, respectively.

Equation 3.3 indicates that when an inverting operational amplifier dis-

tortion reaches the saturation limit changes in the input will not affect

the output. At this stage, the output voltage is kept at a constant value.

Figure 3.4(a) shows the input-to-output mapping of the inverting circuit

when only memoryless elements are used in Zf and Z0. When the out-

put voltage reaches the diode drop voltage the circuit is seen to saturate.

Additionally, this result is illustrated in Fig. 3.5(a) for a sinusoidal input.

In this case, the output voltage is a square wave when a high amplifier

gain is used, whereas it is smoother for a small gain. Hence, the inverting

configuration is used for building hard-clipping distortion circuits.
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(a) (b)

Figure 3.4. Operational amplifier input-output mapping when ignoring memory ele-
ments for the (a) inverting and (b) non-inverting configurations.

The non-inverting configuration, on the other hand, has unity gain after

reaching saturation, as stated in Eq. 3.4. This suggests that the out-

put voltage continues to increase after the saturation limit of the diode

is reached, but with a smaller gain. Figure 3.4(b) shows the memoryless

input-output mapping of the non-inverting configuration, where the out-

put increases with a unity-gain slope after saturation is reached. This

result is further clarified with an example where a sine wave is fed into

the kind of nonlinearity in Fig. 3.5(b), where the output wave after satu-

ration is the same as the input wave, but with a constant shift given by

the diode voltage drop. When the polarity of the input signal is changed,

the diode in the opposite direction starts to conduct, resulting in a voltage

shift with the same polarity as the input voltage.

Several virtual analog papers concentrate on the operational amplifier

and diode distortion circuits. Some of them simplify the problem by sim-

ulating only the diode, with a resistor and capacitor used as a clipper. An

ideal diode WDF model is presented in [93], whereas the diode clipper is

approximated by a memoryless static nonlinearity in a physically inspired

model in [48]. It was found that this static nonlinearity is not as accurate

as solving the system differential equations [34, 35]. A WDF and SS diode

model is presented in [48], where the WDF diode model uses numerical

methods for determining the diode outgoing wave. A linear time-variant

filter is used to model the diode clipper circuit in [95], in which an itera-

tive Newton procedure is used to find the voltage-dependent diode filter

coefficients. SS equations with the K method have been used to derive the

model of a Marshall JCM900 preamplifier circuit using inverting opera-

tional amplifier distortion in [49], whereas a Boss SD1 non-inverting cir-
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Figure 3.5. Operational amplifier distortion input/output mapping when ignoring mem-
ory elements for the (a) inverting and (b) non-inverting configurations.

cuit with tree diodes in the feedback impedance is modeled in [89]. Other

effect-box related work include the modeling of a transconductance ampli-

fier using SS representation with the K method [96]. A black-box model

of a non-inverting distortion circuit is also presented in [97, 85].

A general problem of SS models is that any update in the circuit ele-

ments reflects on the calculation of the matrices. A distortion circuit is

modeled using SS equations in [49] and an efficient way to handle the dis-

tortion parameter through a matrix representation that avoids inversion

when changing this parameter is presented. This problem is important

when designing circuits that continuously change their parameters, such

as the wah-wah. [50] looks at this issue by decomposing the SS matrix

into parts that are independent of the wah-wah potentiometer resistance

and uses the Woodbury identity to simplify the matrix inverse calcula-

tion. Additionally, the wah-wah model can be obtained through a simpli-

fied physically-inspired linear implementation [98] or using the bilinear

transform [99, 2], which also has an efficient coefficient update.

Publication IV proposes a new generic model of the circuit of Fig. 3.3(a).
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In this model a simplified ideal operational amplifier model is derived,

which splits the circuit of Fig. 3.3(a) into subcircuits. These subcircuits

are derived so as to eliminate an implicit relationship between them, and

one subcircuit output is used as an input to another. Hence, a WDF model

without delay-free loops could be derived. Additionally, the diode non-

linear function is modeled by a closed-form formula using the Lambert

function [100, 101], which avoids the need of interactive methods as in

[48].

3.2 Guitar amplifier modeling

Guitar amplifiers play a significant role in the modification of the guitar

timbre. Normal audio amplifiers are responsible mostly for amplifying

the audio signal and feeding it to one or more loudspeakers, as shown in

Fig. 3.6(a). On the other hand, guitar amplifiers often include nonlinear

distortion that is considered pleasing for guitars. Figure 3.6(b) shows an

example of how the input signal may be distorted in a guitar amplifier.

Hence, the guitar amplifier has traditionally served not only as a means

of signal amplification, but also as an effect for enhancing the guitar tim-

bre. Additionally, the same holds also for the guitar amplifier loudspeaker,

which differs from linear high-fidelity loudspeakers.
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Figure 3.6. Schematic diagram of the difference of (a) general-purpose audio amplifiers
and (b) guitar amplifiers.

Most of the traditional guitar amplifiers are built using vacuum tubes.

This type of component was popular for building electronic circuits be-

fore the invention of silicon-based electronic devices, such as transistors.

Hence, by the time the first electric guitars were invented, vacuum tubes

were the only option for building guitar amplifiers. Additionally, since
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many legendary guitar players became famous using vacuum-tube am-

plifiers, their timbre is still highly appreciated by musicians, which is

claimed to be one of the reasons why vacuum tubes are preferred over

transistors for guitar amplification.

However, there are practical problems that make vacuum-tube ampli-

fiers not as practical as modern transistor amplifiers [4]. Firstly, the

music industry is one of the only industries using vacuum tubes, which

increases significantly the price of this type of device. Secondly, vacuum

tubes are big and cumbersome in comparison to transistors. Thirdly, vac-

uum tubes are fragile and change their timbre with temperature, humid-

ity, and aging, what causes them to be less reliable than transistors. For

the above mentioned reasons, obtaining digital counterparts that emulate

the timbre of vacuum tubes is highly desirable.

Figure 3.7 illustrates how a triode modifies the guitar timbre. A triode is

a vacuum tube device used to amplify electric signals. This type of circuit

has an input voltage Vin, a power source Vcc, and at least one resistor

Rs in series with the element in order to limit the current Ip. When the

input varies, the equivalent resistance of the electronic device changes,

causing a variation in the current Ip which modifies the voltage at the

plate terminal Vpk. This means that the output voltage of this simplified

circuit is bounded by the power source as 0 < Vpk < Vcc.

Figure 3.7(b) shows one example of the voltage Vpk when using Koren’s

triode equations with parameters of the triode 12AX7 [102], Rs = 100kΩ,

and different values of Vcc. If an ideal linear amplifier is considered, the

output voltage follows a linear relationship with the input signal. How-

ever the output is bounded by the power source voltage Vcc. Addition-

ally, in the region where the output voltage is between zero and Vcc, the

output is not linearly related to the input. The resulting waveform is

shown in Fig. 3.7(c) for a sinusoidal signal between -8.5 and 0.5 V. Fig-

ure 3.7(c) shows the harsh clipping discontinuity in the output signal

when it reaches zero, which does not depend on the power source Vcc.

Furthermore, the clipping value and shape for large output voltages de-

pends on the power source voltage Vcc, where a smoother clipping shape

is observable when Vcc is large.

Typical vacuum tube amplifiers are built using several stages of ampli-

fication circuits. The first stages are meant for buffering the low-energy

signal coming from the guitar pickups and for voltage amplification, com-

prising the pre-amplifier circuit [103]. These are built using triode stages,
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Figure 3.7. Triode nonlinearity example. (a) Simplified triode circuit. (b) Triode plate
voltage Vpk as a function of the grid voltage Vgk for different source voltages.
(c) Plate voltage for a sinusoidal grid voltage between -5 and 2.5 volts.

based on the circuit of Fig. 3.7(a), typically including the cathode bias,

which enhance the timbre of the guitar with its nonlinearity. In practice,

several of these stages may be included in series. Next, a tone control

stage is included, which is a simple linear filtering stage where the user

is able to control the timbre of the amplifier. The tone-control stage may
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be modeled with linear filters obtained with the discretized model of this

circuit [37]. Finally, the energy of the signal goes through the power am-

plifier in order to drive the output loudspeakers. Figure 3.8 shows one

example of a power amplifier using a single pentode. This circuit is called

single-ended, and other power amplifiers using two pentodes are used in

the push-pull configuration that is shown in Fig. 3 of Publication III. In

the circuit of Fig. 3.8, an audio transformer is used in order to match the

impedance of the loudspeaker and drive it with the correct voltage.
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Figure 3.8. Single-ended pentode power amplifier stage example (adapted from [104]).

The power amplifier of Fig. 3.8 includes three sources of nonlinearity.

The first is the pentone nonlinearity, which is similar to the triode non-

linearity explained above and illustrated in Fig. 3.7. The second is the

audio transformer nonlinearity, which is caused by magnetic saturation

and hysteresis. The third is the loudspeaker nonlinearity, which is caused

by suspension stiffness, and coil position-dependent induction, among oth-

ers [105].

The effect of the audio transformer nonlinearity is discussed in Publi-

cation III. This nonlinearity cannot be modeled by a static input-output

mapping since it happens in the magnetic domain instead of the electric

domain. The effect on the output voltage of the nonlinear transformer is

shown in Fig. 2 of Publication III. In this example, the output voltage is

not clipped as in a memoryless nonlinearity, but it goes to zero after some

time when the input voltage is kept at the same polarity, and only begins

to increase after the input voltage changes its polarity. Additionally, this

nonlinearity is highly dependent on the frequency of the input signal, and

low frequencies are more distorted than the high frequencies.

Vacuum-tube mathematical models are fundamental for building ampli-

fier models. Models of vacuum-tube devices based on their physical char-

acteristics using the Child-Langmuir law [106, 107] are shown in [108,
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109, 106, 107]. A phenomenological model is presented in [102], with a

model that is derived from the behavior of the vacuum tubes, without con-

sidering their basic physics. It has been shown that Koren’s model [102]

fits better to the triode’s datasheet information when compared to Leach’s

model [110, 108]. A polynomial approximation to the measurement data

is presented in [111]. An improvement over Koren’s phenomenological

model including the triode grid current and Miller capacitance is pre-

sented in [112, 113], which also includes a fitting procedure for adjust-

ing the model to measured data. A mixed physical-interpolative model is

presented in [66], where the Child-Langmuir equation [106, 107] is taken

as the model baseline, and its parameters are adjusted with a polynomial

that depends on the grid voltage. A WDF version of this model is de-

veloped in [65]. An improvement of Leach’s model [108] is developed by

modifying the Child-Langmuir equation to use a different exponent coef-

ficient [45]. This model has shown better accuracy when compared to the

models in [102, 110]. The model in [45] is extended in [114] in order to

include the grid-current dependency on the anode voltage.

The development of triode preamplifiers models is addressed by several

works. A physically inspired triode stage is proposed in [115, 116], which

uses Koren’s triode model [102]. In this model the input signal is pro-

cessed by a low-pass filter, whose result is the input to a nonlinear func-

tion representing the triode behavior. The output of this nonlinear func-

tion is fed back to the input using a unit delay, and the resulting signal

is processed by a high-pass filter, representing the DC-blocking filter. A

triode preamplifier stage model using a numerical solution is presented

in [117]. This solution ignores capacitive elements, but the effects of bias-

ing are considered.

A WDF pre-amplifier model is presented in [60]. This model uses a

simplified approximation of the triode, and the feedback of the voltage at

the cathode is modeled by delaying it and combining to the input voltage.

This approximation is enhanced in [61], which models the grid terminal

as a diode. In this model, the diode nonlinearity is modeled as a voltage-

controlled nonlinear resistance, with the resistance delayed by one sam-

ple. This model has advantages when compared to [60], since its approx-

imation of the grid circuit is more precise and emulates properly other

effects, such as the blocking distortion [118]. These models are enhanced

when applying the WDF polarity inverter [55]. A CSound implementation

of the triode stage in [61] is presented in [119].
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A pre-amplifier triode model using the SS representation is presented

in [110]. This model uses the Runge-Kutta discretization method and

Newton’s method to solve the implicit nonlinear equation. The authors of

the paper verified that increasing the sampling frequency decreases the

number of iterations of the algorithm, since the last sample solution is

used as an initial estimate, which is close to the solution when the sam-

pling frequency is higher. This model is enhanced by including the par-

asitic capacitances, the grid rectification effect, and a triode model based

on real measurements, which can be used to emulate aging effects [112].

A triode amplifier stage model using the DK method is presented in [44],

which also presents results on the required size of the nonlinearity look-

up table in order to avoid audible artifacts.

Many papers show that splitting the circuit into sub-circuits decreases

the computational complexity for SS methods, with some loss in modeling

accuracy [112]. Since the complexity of SS methods is O (
N2

)
, an approxi-

mation of a circuit of size N withM parts of size N/M would theoretically

result in a complexity of O (
N2/M

)
. A preamplifier comprising several

triode stages can be approximated in a block-wise manner by simulating

blocks of two triode stages [120]. In this method, the first and second

triode stages are simulated in a block, and the output of the first triode

stage is used as the input to a block containing the second and third tri-

ode stages. This arrangement is done in order to consider the nonlinear

load that one triode stage presents to the other [121]. This method has

reduced the average computational complexity of a SS model of a four-

triode stage preamplifier by a factor of between two and four [62]. When

WDF simulations are considered, this type of method would not lead to

reduced complexity, since WDFs are O (N). However, this type of method

is interesting for dealing with multiple nonlinearities that are not easily

handled in WDF.

One important aspect that makes the output stage of a vacuum-tube am-

plifier different from preamplifier stages is the output transformer. The

first attempts to model the output stages of vacuum-tube amplifiers have

employed linear models of the transformers. An off-line PSPICE model

for analyzing power amplifier topologies is presented in [104]. A linear

approximation of the transformer and loudspeaker is also possible by con-

sidering both as a simple resistance [120]. However, this model neglects

the frequency response of the transformer and its interaction with the cir-

cuit. A WDF linear transformer model is presented in [63], which uses

45



Application of circuit modeling of the guitar

linear circuit elements in order to emulate the transformer’s frequency

response. A transformer model accounting for leakage inductance and

ohmic losses is used in an ODE simulator in [47] and in a WDF simulator

in [122].

Electromagnetic transformer models have been widely studied for many

years, and the effects caused by magnetic hysteresis are known to the

scientific community [123]. General hysteresis models include the Preisach

model [124, 125], in which several simple on-off hysteresis nonlinearity

are combined in parallel to yield more complex shapes. Optimization of

the Preisach model parameters to fit real measurement data is presented

in [126, 127]. Another model uses implicit differential equations to repre-

sent the magnetic hysteresis [128, 129], and is named Jiles-Atherton after

its authors. A method for fitting real data to the Jiles-Atherton model is

presented in [130]. However the fitted model is dependent on the char-

acteristics of the input signal, which poses a problem for processing sig-

nals with wide dynamic range, such as audio signals. The Jiles-Atherton

model has been applied for PSPICE simulations of power amplifiers [131]

and for real-time simulation of amplifiers using SS models [132, 133, 46].

Another class of transformer models emerge from the gyrator-capacitor

analogy [134, 135]. In this approach, a gyrator is used to map electri-

cal quantities onto magnetic quantities. The gyrator is a circuit element

that converts voltages into currents and vice versa. With this transfor-

mation, the inductances of the transformer model are turned into capac-

itances that represent the magnetic flux paths in an intuitive manner.

Hence, this technique is particularly useful for modeling multiwinding

transformers [136] and integrated magnetics [137]. In this model, a ca-

pacitance is used to represent the magnetic permeance of the core. This

permeance changes when reaching magnetic saturation, hence it is mod-

eled as a nonlinear capacitance [134]. Additionally, hysteresis is included

in the model through a nonlinear resistor [138].

A WDF nonlinear gyrator-capacitor model is developed in Publication

III for building a virtual power amplifier. A triode single-ended power am-

plifier, used as in [63], is modeled utilizing the nonlinear gyrator-capacitor

transformer model. This model is extended for the application usingWDFs,

where a measurement and parameter fitting procedure is proposed to ap-

proximate the given transformer.

Another aspect of the output chain of an amplifier is to consider the

loudspeaker model. This has been already addressed using a simple low-
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pass filter [60] and a linear WDFmodel [63]. An input-output model of the

loudspeaker including a nonlinear function for the voice-coil displacement

is presented in [139]. Finally, a black-box model based on the swept-sine

analysis is presented in [92].

3.3 Guitar pickup

The electromagnetic pickup comprises the most traditional transducer

used to capture the string movement in guitars. Although its primary

intent is only to transform string vibration into an electrical signal, it

contributes greatly to the guitar timbre. Additionally, other musical ins-

truments, like bass guitars, and the Clavinet, use this type of trans-

ducer [16, 17, 18].
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Figure 3.9. Schematic diagram of the pickup building blocks.

The basic construction of a pickup is shown in Fig. 3.9. The pickup is

formed of two main parts. The first is a permanent magnet, which has

a constant magnetizing force H that creates a magnetic field around it.

When the string gets close to the magnet, the permeance μ seen by this

magnetizing force decreases, causing an increase in the magnetic flux φ

around it. The second part is the winding, formed by a wire wound around

the permanent magnet, and responsible for translating the variation of

the magnetic field to electric signals, since its output voltage E is pro-

portional to the time derivative of the magnetic flux φ and the number of

turns N as E = Nφ̇.

Several types of pickups are commercially available, mainly classified

as single-coil and humbucker pickups. Single-coil pickups are those in
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which only one magnet and winding is used to capture the vibration of a

single string, while humbucker pickups are a combination of two single-

coil pickups in close proximity. Humbucker pickups were developed to

suppress noise, built using two windings connected so that the induced

current flows in opposite directions so as to cancel out the electromag-

netic noise captured by the pickups [140]. Additionally, electromagnetic

pickups are not the only transducers on the market. There are also piezo-

electric and electret-film pickups [141, 142, 143] which are placed on the

guitar bridge that convert mechanical tension into an electrical voltage,

and hence have very distinct characteristics when compared to the elec-

tromagnetic pickups.

One important aspect of electromagnetic pickups, and other non-contact

pickups like capacitive or optical, is that their position influences the out-

put timbre, due to the wave propagation properties of strings. This can

be understood using a standing-wave methodology [144, 145], as shown

in Fig.3 of Publication I. From this figure it is clear that some partials of

the string vibration will have nodes close to the pickup position, which in-

dicates that these will be attenuated in comparison to other partials [145,

146]. The different options of pickup combinations also play an impor-

tant role on the timbre. The phase of mixed pickups is recognized to in-

fluence the combined perceived timbre [147], since the phase differences

will cause some frequencies to be enhanced or attenuated [148]. Addi-

tionally, the sensitivity width of the pickup is also shown to influence its

response [145].

Although the standing wave is an intuitive way of understanding the

pickup position effect, it fails to provide a model for emulating this effect

in audio effects or synthesis systems. For this reason, a digital waveguide

(DWG) model of a string can be used to understand this behavior [149,

150, 151]. The DWG comprises a digital solution for the d’Alembert wave

equation that describes the movement of a string [152]. This model repre-

sents the string movement as the combination of two waves propagating

in opposite directions with delay lines representing the time the wave

takes to travel between its extremes. This type of model is used to syn-

thesize string and acoustic tube musical instruments [149, 150, 116, 153,

154].

The string motion above the pickup can be derived using the DWG. In

this approach, the string motion at a given point is determined as the

combination of both waves at that point, from which the pickup transfer
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function can be obtained [155]. This transfer function results in a simple

comb filter when an ideal string is considered [156, 157, 116], which can

be approximated using fractional delay filters [158]. Publication I uses

this approach in order to derive a new model for the pickup mixing effect.

In this model, two comb filters are applied in series, one representing the

average position of the pickups, and the other for the difference between

their positions. Additionally, the DWG-based model is used in Publication

I to derive the effect the sensitivity width has over the pickup response

and to obtain a signal processing model of this effect as a FIR filter whose

impulse response has the shape of the sensitivity width function.

However, the ideal string model of the DWG assumes a constant group

delay for all frequencies. This is known not to be true in real strings

due to dispersion in the string, which causes real strings to be inhar-

monic [159]. Guitar inharmonicity is mainly perceived in low-pitched

strings, which have a higher inharmonicity factor, and can be neglected

for high-pitched strings [160]. Modifications of the DWG for synthesis of

inharmonic strings have been addressed in several scientific publications

by including allpass filters in the feedback loop of the string model, imple-

mented as several first-order allpass sections [161] or a single high-order

allpass filter[162, 163, 164]. The allpass sections can also be obtained

using first-order allpass sections [165, 166, 167] obtained with frequency-

warped signal processing techniques [168, 169, 170, 171]. The same con-

cept that is applied for string synthesis can be used to model the pickup

of a inharmonic string [172].

The next effect of the pickup is related to its equivalent circuit. Like

any winding around a ferromagnetic core, the pickup has a prominent in-

ductance. Additionally, the close proximity of each winding turn creates a

capacitance and the long wire used for the winding creates a resistance.

Hence, the pickup can be described by an equivalent resonant circuit con-

taining a resistor, an inductor and a capacitance. This circuit results in

a prominent resonant peak whose frequency depends on its physical pa-

rameters [173, 174, 146]. Extensive measurements of different pickups

have shown that the frequency of this resonance is between 3 kHz and

16 kHz [173]. This equivalent circuit has already been considered for gui-

tar synthesis in [116].

Publication I extends the equivalent circuit analysis in order to obtain

a circuit model of pickup mixing. In this model the RLC circuit of the

two pickups is analyzed, resulting in two resonances when two pickups
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are combined in series and a single resonance otherwise. This model is

obtained assuming that both pickups are in the same position. This cir-

cuit mixing model is used in combination with the pickup-position mixing

model in practice.

The equivalent circuit of the pickup is also used in order to analyze the

effect of cables on the guitar timbre. The effect of cables connecting loud-

speakers have been analyzed previously [175, 176], and measurements

show that the cable interacts with the pickup changing its resonance fre-

quency [173]. Publication II presents the analysis of the effect of the ca-

ble when combined with the guitar. In this paper, the impedance of sev-

eral commercial cables, measured with and without a pickup connected

to them, shows a high correlation between the cable capacitance and the

pickup resonant frequency.

Finally, the mapping between the string position and the magnetic flux

in the pickup is nonlinear. One intuitive manner of understanding this

behavior is obtained by analyzing one string vibrating in a direction that

is perpendicular to the north-south axis of a permanent magnet. In this

case, the maximum magnetic flux will be obtained when the string is di-

rectly above the permanent magnet and will decrease if it moves to any

side of the magnet. This results in a nonlinearity that maps large posi-

tive or negative values of the string position onto a small magnetic flux

and a small value onto a large magnetic flux. Hence, a string movement

that is parallel to the guitar face is mapped onto a signal with doubled

frequency, resulting in even harmonics. This behavior is verified by simu-

lations [177, 178]. On the other hand, if the string moves in the direction

of the north-south axis of the permanent magnet, i.e. moving away from

the magnet, the magnetic flux gets stronger as the string gets closer to

the permanent magnet.

The nonlinear mapping of the magnetic pickup has been modeled using

integral equations. In this approach, the permanent magnet is approxi-

mated by two cylinders of positive and negative magnetic charge, and the

magnetic field at a point in space is determined by calculating the sur-

face integral over these cylinders [177, 178]. As a last step, the string is

discretized into finite magnets that cancel the magnetic field caused by

the permanent magnet, and their effect is combined in order to obtain

the resulting magnetic flux [178]. Publication I presents a 2-D finite-

element model that approximates the pickup nonlinear function. This

model is simple enough in order to be prepared and simulated offline, and
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its results can be used as a look-up-table or with a polynomial approxima-

tion [18].
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4. Circuit analogies for audio
processing and synthesis

Physical analogies provide a useful representation of audio systems, which

may be used in two manners. The analogies may be used to transpose the

problem equations to another domain, which may be easier for the people

involved to understand, or for which there are analysis tools available.

Again, the analogies may be used as building blocks for synthesis or ef-

fects, as shown in Fig. 4.1. The physical analogies are made here in order

to build physically plausible digital systems or to provide physical param-

eters that are meaningful for a non-technical audience.
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Figure 4.1. Typical synthesis and effect system based on physical analogy blocks.

4.1 Physical analogies

Audio systems use typical analogies between electrical, mechanical, and

acoustical domains. Typical equivalent second-order systems are pre-

sented in Fig. 4.2, with the corresponding analogous variables presented

in Table 4.1 [52, 179]. Other types of analogies are also possible, and yield

simpler models of some systems [180]. All the second-order systems of
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Fig. 4.2 can be connected with other second-order systems, which results

in block-based models of higher-order ODEs.
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Figure 4.2. Typical second-order lumped systems in the (a) electrical, (b) mechanical, and
(c) acoustical domains.

Table 4.1. Common electrical, mechanical, and acoustical analogies, where ρ is the den-
sity of air and c is the speed of sound in air in the acoustical domain (adapted
from [52]).

Electrical domain Mechanical domain Acoustical domain

voltage V force F air pressure p

current I velocity v volume velocity u

resistance R viscous damper d fluid-dynamic resistance

R = ρc
S

inductance L mass m acoustic inductance of

a tube L = ρl
S

capacitance C inverse spring acoustic capacitance of

constant 1/k a cavity C = V
ρc2

Mechanical systems can be compared to electrical circuits, as in Fig. 4.2(a)

and (b), since they result in similar differential equations. If the electri-

cal current and voltage are considered as the analog counterparts of the

mechanical velocity and force, the mechanical elements are analogous to

the electrical elements, as presented in Table 4.1. As a result, mechanical

circuits can be readily represented as electrical circuits, and vice versa.

One should note, though, that the interconnection type (series or parallel)

is not given by the table and may require a bit of thought.

Additionally, acoustic systems can also be represented using analogies.

The Helmholtz resonator shown in Fig. 4.2(c) is analogous to the RLC

circuit of Fig. 4.2(a) and the mass-spring-damper system of Fig. 4.2(b),
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with the analogous physical quantities presented in Table 4.1 [159, 181,

182].

4.2 Applications

Physical analogies have been extensively used in audio synthesis. Mass-

spring analogies have been used in systems derived from the CORDIS-

ANIMA dynamic simulation engine [31, 183, 184], in which a spring and a

damper are represented as digital filters mapping their terminal positions

onto forces, and a mass is a digital filter block mapping the forces onto

the mass position. In order to resolve delay-free loops contained in the

mass-spring network, CORDIS-ANIMA includes a unit delay in the mass

block [31, 183].

Mass-spring networks have already been used for composing music [31,

185, 186], in an artificial sand model [187], for building new abstract elec-

tronic instruments [188, 189], and modeling musical instruments [190].

Additionally, the inverse sound synthesis using mass-spring networks is

described in [191]. The conditions in which the mass-spring network

model is stable is discussed in [192]. Mass-spring models were also used to

build virtual music instruments that include mechanical feedback [193].

Some musical instruments are also modeled using circuit analogies in

order to describe their behavior. The violin string movement is described

as a circuit [194], and mass-spring analogies are used to describe the

stick-slip behavior of a bowed string [195, 196]. These models are im-

portant for understanding the playability limits of bowed string instru-

ments [194, 197].

Circuit analogies have also been used to emulate musical instruments.

The piano hammer has a nonlinear behavior, which is modeled as a non-

linear capacitance representing the hammer felt using WDFs [198, 199,

200, 201, 52] and the K method [41]. The tone holes, conical sections, and

reed of woodwind instrument bores can be modeled using circuit analogies

and emulated with WDFs [202, 203].

Other alternatives for modeling the resonances of a system are also

available. The resonances of a system may be modeled as RLC circuit

sections and adjusted in order to model the frequency response of a sys-

tem, such as that in [204]. The modes of a system may be modeled by

resonating sections, such as mass-spring sections. These sections are cou-

pled in order to represent the behavior of the system in the coupled-mode
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synthesis approach [205]. In the modal systhesis approach, a bank of fil-

ters represent the modes of the system, and a matrix is responsible for

mapping the excitation signal onto each of these filters [206].

Another approach for modeling physical systems is obtained with the

functional transformation method (FTM) [207]. The FTM is used firstly

for converting spatially distributed partial differential equations (PDE) to

the frequency domain using the Laplace and the Sturm-Liouville trans-

forms, which operate in the time and spatial domains, respectively [208,

209]. As a second step, the frequency domain multidimensional trans-

fer functions are discretized, enabling the simulation of the system [209].

This concept is used to model strings [210, 209, 211], membranes of drums

[209, 32], and tubular bells [212]. Additionally, FTM can be combined with

WDF, as in the simulation of a membrane excited by a hammer [32].

Acoustic-electric circuit analogies are explored in Publication VI, where

the concept of the Helmholtz resonator of Fig. 4.2(c) with its equivalent

electric circuit [159, 181, 182] is investigated for building complex sys-

tems. In this approach, Helmhotz resonators are connected in a tree-like

structure which can be excited at any resonator block.

Most of the techniques described above have the advantage of enabling

excitation at different parts of the virtual instrument. This is closely re-

lated to the effect of exciting different parts of a percussion instrument

in order to explore its timbre variation, such as in the Hang [213]. Dif-

ferent resonators of the Helmholtz resonator tree and different masses of

the mass-spring networks can be excited to yield this timbre variation. In

the modal synthesis, the excitation mapping matrix can be modified in or-

der to excite the modes differently [206]. The FTM may be used to excite

different positions of the system with its initial condition [209]. Addition-

ally, the modularity of these methods enables the combination of several

blocks in order to build a complex structure, such as the one in Fig. 4.1.
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5. Summary of the main contributions

5.1 Publication I. Acoustics and modeling of pickups

Electromagnetic pickups are important for understanding the timbre of

electrical guitars. Publication I introduces a complete analysis on the phe-

nomena that characterize the pickup timbre and introduces new models.

New models for the pickup mixing and width effects are derived using a

continuous-time traveling wave representation of a string, which are ex-

tensions of previous single-pickup single-observation-point models [156,

157, 155]. Additionally, the model of the existing equivalent circuit of the

pickup [173] is extended in order to emulate its resonance change when

two pickups are combined. Finally, 2-D FEM simulations were used to

simulate the pickup nonlinear behavior, which is simpler to implement

using existing FEM software in contrast to the existing integral equations

describing the pickup [177, 178].

5.2 Publication II. Cable matters: Instrument cables affect the
frequency response of electric guitars

Although audio cables are supposed to deliver a signal from one end to an-

other, they have an important effect when used with electric guitars. This

work is a natural extension of Publication I, where the effect of combining

the impedances of the cable and pickup is analyzed. In this study, the au-

thor of this thesis conducted measurements using several commercial ca-

bles and a pickup in order to observe this effect. The impedance of the ca-

ble was first derived starting from a distributed impedance model, which

proved to be equivalent to a simplified lumped impedance model. The

measured cables included high quality guitar cables, a long coiled cable,
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and an extremely short cable, as shown in Fig. 5.1. Once the impedance

of the cables was analyzed, the impedance of the pickup of Fig. 5.2 was

measured when combined with the cables. The results show that the ca-

bles have a prominent effect on the resonance of the pickup, and that only

the capacitance of the cable causes this effect.

Figure 5.1. Example of cables used in Publication II.

Figure 5.2. Pickup measurement setup used in Publication II.

An informal listening test shows that the cable effect is easily audible.

During the poster presentation of this paper, the author of this thesis

presented sound samples using two cables to 34 people attending the pre-

sentation. The listening environment was noisy and the samples were

presented using headphones. In this test, only one listener reported not

58



Summary of the main contributions

to perceive the differences in the cables, while the other 33 listeners re-

ported to perceive a clear difference.

5.3 Publication III. Real-time audio transformer emulation for
virtual tube amplifiers

This paper presented the modeling methodology of audio transformers for

tube amplifier emulation. The audio transformer is an important part of

guitar power amplifiers, since they are required to couple the amplifier to

the loudspeaker. Although ideal transformers are supposed to be linear

and have a flat frequency response, their nonlinearity may introduce au-

dible effects which are desirable for guitar amplifiers. In this study, the

audio transformers shown in Fig. 5.3 were measured. A measurement

methodology was developed in order to obtain the parameters for the new

proposed transformer model. The results have shown that the Hammond

transformer in Fig. 5.3(a) is almost linear in its operation region, while the

nonlinearity of the Fender transformer in Fig. 5.3(b) was audible when ex-

cited at low frequencies below 100 Hz. Finally, the fitted model was used

to simulate a complete WDF model of a single-ended power amplifier in-

cluding the audio transformer. This transformer model has the advantage

of modularity and also enables the simulation of technically challenging

conditions, such as when the saturation of the transformer leads to over-

heating in a real amplifier.

(a) (b)

Figure 5.3. Audio transformers measured in Publication III: (a) Hammond T1750V and
(b) Fender NSC041318.

Accompanying webpage:

http://www.acoustics.hut.fi/publications/papers/jasp-trafo/
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5.4 Publication IV. Emulation of operational amplifiers and diodes
in audio distortion circuits

This publication presents the development of a new model for modeling

distortion circuits based on operational amplifiers and diodes. An opera-

tional amplifier model is presented in Publication IV for simulation using

WDF. The derivation of the model starts by creating an equivalent circuit

of an ideal operational amplifier when connected using negative feedback.

This equivalent circuit divides the operational amplifier into three sub-

blocks. The first one represents the effect of the input impedance, and the

input signal is fed to it. The second represents the amplifier feedback,

and it uses the output current of the first circuit as the input. The last

one maps the variables of the first and second blocks onto the output. The

first block does not depend on the others, while the second block depends

only on the first. Hence, the circuit can be calculated in a sequential man-

ner. For this reason, the proposed equivalent circuit is a good candidate

for implementation in the wave-digital domain.

The WDF implementation of the operational amplifier circuit follows

the ideal equivalent circuit presented previously. Since the circuits do

not contain implicit dependencies, the subcircuits can be simulated inde-

pendently as separate WDF networks. This enables simulation of several

operational amplifiers circuits in a straightforward manner.

The WDF operational amplifier model presented in this publication dif-

fers from the state-of-the-art since it enables implementation without im-

plicit dependencies. In order to avoid these dependencies, previous WDF-

based works included only the diode clipper in the feedback of the cir-

cuit [48]. Hence, the approach of Publication IV enables the implementa-

tion of the complete operational amplifier-based distortion circuit, where

the only simplification assumption made is that the operational amplifier

is ideal.

Accompanying webpage: http://www.acoustics.hut.fi/publications/

papers/ieee-cs-2012-opamp/
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5.5 Publication V. Reduced-Complexity Modeling of High-Order
Nonlinear Audio Systems Using Swept-Sine and Principal
Component Analysis

Black-box models provide a convenient manner for simulating nonlinear

audio systems. One of the most popular black-box models is obtained

with swept-sine analysis, in which a polynomial Hammerstein model is

obtained. Although this model is obtained in a straightforward man-

ner, when high-order systems are modeled, it results in a computation-

ally complex model. The study in Publication V is motivated by this

computational problem. This paper uses the principal component anal-

ysis (PCA) [214] to reduce the computational complexity of the resulting

model. In the proposed approach, the branches of the polynomial Ham-

merstein model obtained with the swept-sine analysis are combined with

the PCA. The final result is a bank of waveshapers and filters pairs. This

system is less complex than the traditional swept-sine techniques, since

for representing N harmonics of the system it requires N polynomial and

filter pairs, while the proposed technique requires a smaller number. The

computational cost reduction shown in Publication V is about 66%. Addi-

tionally, tests performed in simulated nonlinear systems have shown that

30 harmonics could be represented by two waveshaper and filter pairs,

leading to a 93% reduction in the computational cost compared to the

original Hammerstein system.

5.6 Publication VI. The Helmholtz resonator tree

This publication presents a new method for building abstract instruments

through electro-acoustic analogies. The Helmholtz resonator tree is used

to build abstract structures that are intuitive and related to real-world

concepts. The resonator tree concept is related to mass-spring networks,

although it is built using a different type of analogy. The implementation

of the Helmholtz resonator tree concept was based on a WDF C++ tool

which was developed by the author of this thesis. In the design phase of

this concept, the combination of the resonators in a large structure had

to be limited due to the WDF connection restrictions. Hence, the author

restricted the connections of the resonators to a tree structure which re-

sults in realizable WDF networks. This tool was experimented in different

environments, which included a VST plugin running on a computer and

61



Summary of the main contributions

an Android mobile application for running a Helmholtz resonator tree in

real-time.

Accompanying webpage: http://www.acoustics.hut.fi/publications/

papers/dafx12-helmholtztree/
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6. Conclusions and directions of future
research

This thesis presents circuit modeling techniques and their use in audio.

It focuses on two main perspectives. In the first one, circuit modeling

techniques are used to simulate existing audio equipment. In the second

one, circuit models are used to develop abstract audio synthesis methods,

which can be used to build virtual music instruments.

The models of audio equipment developed in this thesis followed physi-

cal modeling and black-box approaches. The main method used for phys-

ical modeling is based on WDF, since it provides a modular and compu-

tationally efficient approach for circuit simulation. Publications III and

IV use WDFs to model a transformer and an operational amplifier-based

guitar distortion circuit. Other physical modeling techniques, such as the

digital waveguide and the bilinear transform are used to obtain models

related to electromagnetic pickup phenomena in Publication I, and to un-

derstand the effect of the connecting cable on the timbre of guitars in

Publication II. The black-box modeling approach is used by enhancing

the well known swept-sine techniques. Publication V presents a novel

method in which the resulting model from the swept-sine technique has

its computational complexity significantly reduced using PCA.

By using circuit modeling techniques, new models were obtained for

analog audio equipment. In Publication III, a new nonlinear audio trans-

former model is used in the real-time emulation of a virtual guitar power

amplifier. Until the time of publication of Publication III there were

no scientific publications on the real-time emulation of nonlinear audio

transformers, but now other publications are available on the topic [133,

46].

In Publication IV a new operational amplifier model was presented to

emulate distortion circuits. Although this model was applied usingWDFs,

it could be readily applied using other techniques, such as SS. The opera-
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tional amplifier model has the advantage of decoupling different parts

of the circuit, enabling the partitioning of distortion circuits into sub-

circuits. Additionally, the pickup was studied in Publication I. In this

work, new models for mixed pickups are proposed analyzing both the po-

sitions of the pickups and their circuit impedance. Additionally, the model

for the pickup width is derived, and finite element simulations were used

to demonstrate the pickup nonlinearity. This work was extended in order

to describe the effects of the cable-pickup interaction on the timbre of the

guitar in Publication II.

Circuit models also have applications in musical synthesis. By using cir-

cuit analogies, build damped oscillating structures that create plausible

synthetic sounds is possible. Publication VI uses electro-acoustic analo-

gies to build a resonating structure that can be used for synthesis. This

structure was built by connecting Helmholtz resonator blocks with each

other, resulting in a complex high-order resonating system, whose param-

eters can be changed in a physically intuitive manner.

This thesis has dealt with several aspects of circuit modeling in au-

dio. Theoretical development with mathematical derivation of models was

done in Publications I, IV, and V. Several aspects of the practical imple-

mentation of WDF networks were approached: BlockCompiler [215] was

used in Publication III, the Simulink tool in Publication IV, and a C++

WDF tool was developed by the author in Publication VI. The models were

verified using Matlab in all the publications. Furthermore, practical mea-

surement methodologies were developed for the audio transformer and

the pickup-cable integration in Publications II and III. Finally, a practical

implementation of a WDF network in C++ was developed for both VST

plugins and the Android mobile phone platform in Publication VI.

Future directions on nonlinear circuit modeling could be related to alias-

ing effects. Alias suppression has already been addressed in oscillators for

digital subtractive synthesis in [216, 217, 218]. Nonlinear circuits have

used oversampling to avoid this effect, but other new techniques would be

highly desirable. Additionally, future guitar distortion circuits could use

perceptual descriptors, such as the ones described in [219], in their user

interfaces. This could enable building intuitive user interfaces for digital

distortion circuits, where users use perceptually relevant parameters to

control the resulting timbre.

64



Errata

Publication I

• Fig. 8 caption should read Fig. 8. Comb filter implementation for equal

pickup mixing for (a) out-of-phase and (b) in-phase configurations.

Publication III

• Fig. 9(d) has an error on the y-axis scale. It should be from -40 to 60 dB

as in Fig. 9(c).

Publication VI

• Equation (3) should read C = V0
ρc2

.

• The variable for the length of the neck in Section 2.3, 5.2, and 5.3 is L

when it should be l.

• The variable for the area of the neck in Section 5.3 is A when it should

be S.
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Errata

Publication I

• Fig. 8 caption should read Fig. 8. Comb filter implementation for equal

pickup mixing for (a) out-of-phase and (b) in-phase configurations.

Publication III

• Fig. 9(d) has an error on the y-axis scale. It should be from -40 to 60 dB

as in Fig. 9(c).

Publication VI

• Equation (3) should read C = V0
ρc2

.

• The variable for the length of the neck in Section 2.3, 5.2, and 5.3 is L

when it should be l.

• The variable for the area of the neck in Section 5.3 is A when it should

be S.
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