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1. Introduction

Multimedia streaming has been popular since last decade with the rapid deployment of
Internet connectivity to home users via cable modem and ADSL technologies. The prolif-
eration of high-end mobile devices, such as smartphones, tablets and laptops, and wireless
Internet access together have pushed the momentum further in recent days. By the end of
2013, the number of such mobile devices will exceed the total number of people on earth [1].
These mobile devices have Wi-Fi and mobile broadband access to get continuous access to
the Internet. At present, a smartphone user enjoys average 2 Mbps mobile network speed.
In addition, 750 thousand Wi-Fi access point had been installed around the globe and more
than 750 million users are using those networks [2]. As a result, the Internet has witnessed
the surge in the production and consumption of multimedia content of many areas such as
education, news media and entertainment industries, and user generated content. For
example, YouTube has one billion view from mobile users every day which is 25% of its
global view1. The forecast says that the growth of multimedia streaming is increasing as
mobile network connection speed is increasing and hence high bit rate videos are also more
prevalent [1].

The multimedia content is delivered to the client using transport protocols, such as UDP
and TCP, over IP. The research work during the last decade focused on UDP-based stream-
ing protocols, such as RTP which even specifies the payload format for the content encoded
with different compression algorithms [3]. However, such protocols do not have their own
mechanism to deal with the timely delivery of content, packet loss or network conditions.
Therefore, RTP requires the support of RTCP like protocols for loss recovery, dealing with
jitter and network condition [4, 5, 6].

At the beginning, it was thought that TCP congestion control mechanism would hurt the
user experience as it might incur delay because of TCP’s retransmission and back-off na-
ture. Though it had been the wisdom to use UDP for multimedia streaming, TCP has been
the most prevalent form of streaming since more than last ten years. Commercial multime-
dia system providers such as Real Media, Windows Media support TCP-based streaming.
Furthermore, studies throughout the last ten years have found a dominating portion of
multimedia traffic in the Internet is of TCP-based [7, 8, 9]. The first reason behind the
selection of TCP over UDP is that the TCP is a reliable protocol and thus requires no addi-
tional mechanism to recover from packet loss. The second reason is the NAT traversal.

1.1 Motivation

Along with high speed wireless Internet access, smartphones are equipped with a number
of sensors, GPS, and high definition displays. Their processing capacity is also increas-
ing. Apart from making phone calls, users can run simple to very complex applications.
Nevertheless, these mobile devices have limited battery capacity. With the increase in
computation capability and wireless Internet access, the battery capacity of mobile devices

1 Statistics - YouTube : http://www.youtube.com/yt/press/statistics.html
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Figure 1.1. The battery capacity of smartphones in mAh.

is also increasing. Figure 1.1 shows that battery capacity has increased to double with the
development in mobile industry during last seven years.

Using multimedia streaming applications over wireless networks, mobile devices con-
sume power for encoding/decoding, wireless communication and presentation. The reason
is that the compression algorithms are complex requiring high computing power for motion
or object detection, compensation, and forward or reverse transformation. Therefore, many
previous studies looked at the computational aspects of streaming and proposed dynamic
voltage scaling (DVS) [10, 11], dynamic voltage and frequency scaling (DVFS) [12, 13],
CPU register or cache optimization [14], traffic concealing at network interfaces [15], OS
or application level optimization [16]. Display also has been optimized for low energy con-
sumption while viewing multimedia content [17].

Data Rate Wi-Fi 3G LTE
(kbps) 54Mbps 384kbps 2Mbps >20Mbps

(W) (W) (W) (W)
Radio-128 1.07 1.10 1.10 1.62
Radio-192 1.07 1.17 1.15 1.65

Table 1.1. Power Consumption of wireless network interfaces in Nokia E-71 and HTC Velocity LTE phone when using
streaming applications over Wi-Fi, 3G and LTE. Wi-Fi and 3G measurements are of Nokia E-71.

Although decoding and presenting consume significant amount of total energy, a wireless
interface (Wi-Fi/3G/LTE) can deplete battery at an equal or even at a higher rate when
receiving multimedia content [18, 19]. There are two reasons. First, wireless radios are
high power consuming in nature. Second, multimedia streaming requires a continuous
flow of traffic from server to the client which keeps the interface always active. However,
the wireless network interfaces (WNIs) have their own power management mechanisms
and all of them work in a similar fashion. If no packets are transmitted or received for
a specific amount of time, the interfaces switch from active to more passive mode, which
means that at least some parts of the radio circuitry are not powered on. During such an
inactivity period, an interface spends a residual time in active state after each transmission
or reception that leads to some energy spent doing nothing useful. We refer to this energy
as tail energy [20].

Nevertheless, these power management techniques do not reduce energy consumption
when a client is using multimedia streaming applications as the interval between the pack-
ets is so small that the mobile devices cannot enforce power saving mechanisms. Table 1.1
illustrates the power consumption of different WNIs during streaming sessions. First we
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measured total energy consumption during those streaming sessions which comprises the
playback and the wireless interface power consumption. We isolated the playback power
which is approximately 250-300mW (not shown in Table). Then we computed the WNI
power consumption by subtracting the playback power from the total power. The results
presented in Table 1.1 highlight the fact that the energy spent for downloading only is in
most cases a very significant part of the total energy. Hence, though the capacity has in-
creased, the average battery lifetime always lies in the range of 2-3 hours while running
multimedia streaming applications in smartphones via Wi-Fi, 3G and LTE. Therefore, im-
proving battery lifetime by reducing wireless communication energy consumption is the
main focus of this research.

1.2 Problem and Scope

About a decade ago, the mobile phone only had GPRS/EDGE access, which did not have the
sufficient capacity to provide sufficient bandwidth for multimedia streaming. The mobile
devices, such as laptop, had only Wi-Fi access. Therefore, a lot of research focused on
reducing Wi-Fi communication energy for UDP-based streaming. The common strategies
which delivered energy savings are shaping traffic into periodic bursts, drive down the Wi-
Fi interface into sleep state in between two consecutive bursts, and scheduling those bursts
among multiple clients. These solutions work remarkably well for UDP-based multimedia
streaming to mobile devices via Wi-Fi. However, existing commercial multimedia service
use TCP as the transport protocol to deliver content to the client. Therefore, using existing
energy efficient techniques can produce different results when content is transported over
TCP instead of UDP to the client.

In this dissertation we ask the very basic question. How can the maximum energy savings
be achieved when receiving TCP-based multimedia content via Wi-Fi, 3G and LTE without
compromising user experience and what is the impact on wireless networks?

The magnitude of this question is very broad. Therefore, we limit our scope and focus
of this research on the following aspects of multimedia for energy efficient streaming to
mobile devices; a) streaming techniques used by the streaming services to deliver content
to the clients, b) the buffer size at the streaming client, c) the user behavior and the wireless
interface being used for streaming, and d) the impact on radio network signaling.

a) Along with the TCP congestion control, a number of other factors can distort user ex-
perience in consuming multimedia content, such as initial playback delay, users with
different types of Internet access, bandwidth fluctuation, etc. TCP provides satisfac-
tory performance when the end-to-end bandwidth of a user’s connectivity is twice the
encoding rate of the stream [21]. Modern streaming services, such as YouTube, Vimeo,
Dailymotion, ShoutCast, also apply a number of techniques to deliver multimedia to the
streaming clients; (1) Bit Rate Streaming, (2) Throttling, (3) Fast Caching, (4) Buffer
Adaptive Streaming, and (5) Rate Adaptive Streaming. There are studies that analyze
the merits of these streaming techniques from the server [9], network [22, 23] and fixed
users [24, 25] perspective. These techniques also define how the wireless interfaces at
the mobile device would be utilized.

b) Multimedia players maintain a fixed size playback buffer. The size of this buffer de-
pends on implementation of the player. At the very beginning of a streaming session,
the player receives content at a very high rate. If the playback buffer is of few hundred
kilobytes, then the playback buffer and TCP receiver buffer both may become full im-
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mediately. Since the player decodes the content at the encoding rate, TCP flow control
and this player behavior together control the receiving of the rest of the content from the
streaming server.

c) Given that the streaming client has sufficient memory, the most energy efficient ap-
proach is to download the whole content at once at the beginning of a streaming session.
If the content is not interesting, a user may abandon even after watching a very small
fraction of the total duration. The actual amount of content download may vary depend-
ing on the duration of the video. Plissonneau and Biersack [26] have found that down-
loading of the longer videos are either aborted early or downloaded completely, whereas
the downloading of short videos are aborted at any time. It is also found that on-demand
videos are watched for less than 20% of their duration in general [25]. Therefore, down-
loading the whole content at the very beginning of a streaming session may lead to data
and energy waste. The consequence can be severe for a user when streaming is carried
over cellular network and the user has quota based subscription, which is becoming com-
mon nowadays. Furthermore, different WNIs have different tail energy characteristics.
Therefore, downloading content in periodic chunks or bursts can provide a balance be-
tween data and energy waste. However, more precision can be achieved by considering
WNI tail energy and users’ interruption probability.

d) Traffic shaping can save energy of a mobile device as the WNI used for streaming can
switch to low power consuming states between two consecutive bursts. These state tran-
sitions require the exchange of signaling messages between the mobile device and the
network, specifically when using 3G and LTE interfaces for streaming. This signaling is
important because the network performance heavily depends on the amount of signaling
messages the network can handle. Globally many operators already have suffered ser-
vice quality degradation and even network outage because of signaling storms created
by the smartphones [27]. The number of signaling messages to be exchanged depends on
the wireless network configuration and the standard implemented in mobile devices.

There are a number of areas in multimedia streaming to improve energy efficiency. How-
ever, we note that this thesis does not cover the following aspects of multimedia streaming.

• Energy efficient multimedia streaming from mobile devices is not focus of this research.
However, the streaming mechanism we propose can be applied to reduce energy con-
sumption when a mobile device streams multimedia to other devices.

• We do not reduce computation or display energy consumption when decoding and pre-
senting multimedia content. However, we study the energy consumption of smartphones
when using different types of players to decode the content of different quality, formats
or container.

• Our proposed energy reduction solutions do not consider rate adaptive streaming, such
as DASH. In DASH [28], a client receives content in fixed size periodic bursts where an
individual burst contains the content of a fixed quality or encoding rate. The quality can
be different in a separate burst depending on the bandwidth experienced by the client.
However, we model the energy consumption of an individual burst taking into account the
WNI, bandwidth of the client and the bit rate of the content. As a result, our solutions
also can be applied for energy-aware rate adaptive streaming.

• Our solutions are only aware of the behavior of power management protocols that work
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based on users’ 

Figure 1.2. The research methodology used in this thesis.

the at MAC layer and the TCP flow control mechanism and thus we do not modify any
existing protocol nor we introduce a new one. However, in case of 3G and LTE, we change
network configuration parameters to study the effect of network configuration on the
energy consumption of smartphones and impact on radio network signaling. Therefore,
our contribution is also effective for network operators while configuring their networks
and mobile vendors or researchers when designing energy aware wireless network access.

1.3 Methodology

The methodology followed in this thesis is heavily inclined towards measurement, analysis,
modeling, and the proof of concept through simulation and implementation. The methods
are presented in Figure 1.2. Publication II includes traffic, power measurement and anal-
ysis of various streaming services to smartphones. These methodologies together pave the
way for identifying different streaming techniques and their effect on the energy consump-
tion of smartphones. We used Wireshark2 and tcpdump3 to capture traffic. Wireshark and
tcptrace4 were sufficient to analyze individual traces. Such analysis uncovers the role of
different vantage points (e.g. client, network operator and the server), transport protocol
and the streaming application behind the streaming techniques.

In order to measure power consumption, we used the Monsoon Power Monitor5. We used
the same device and Matlab to analyze the power traces. Power measurement and analysis
tells us what kinds of power management techniques are implemented in smartphones of
various mobile platforms and how much they are effective with the identified streaming
techniques. In Publication III, we identify the effect of TCP receive buffer on the energy
consumption through traffic and power measurements of burst shaped streaming. Then
we model the energy consumption of bursty TCP traffic and simulate the relation between
available buffer space at the client, burst size and power consumption. After that we im-
plement an energy efficient multimedia delivery system. We apply similar methodologies
in our Publication IV as well. We apply statistical analysis to calculate users’ interrup-
tion probability while watching a video. Our Publication V includes both traffic and power
measurements and analysis. It is necessary to mention here that unlike [29, 30] our power
consumption models are for transport and application layers.

2http://www.wireshark.org
3http://www.tcpdump.org
4http://www.tcptrace.org
5http://www.msoon.com
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1.4 Contributions

The contributions of this thesis are based on traffic and power measurements, modeling,
simulation, and prototype implementation. We observe traffic patterns of modern multime-
dia services in smartphones. Then we model the energy consumption considering TCP flow
control and users viewing statistics of a video. We claim our contributions in identifying
the multimedia delivery techniques and their energy efficiency, how TCP properties and
user behavior can be synthesized to save energy of smartphones for wireless multimedia
streaming. We do not try to optimize the effect of multimedia traffic on the fixed network,
such as bufferbloat [31, 32]. Our contributions are listed briefly in the following sections.

1.4.1 Mobile Video Streaming Strategies

One of the main contributions of this thesis is the study of the solutions proposed in the
literature and the multimedia delivery techniques used by modern video services to send
content to the smartphones of various mobile platforms. Publication I covers the litera-
ture study. Publication II presents the measurement and analysis work with the video
streaming services. In Publication II, we identify a number of streaming techniques. The
importance of such study is imperative to understand the facts which work behind choosing
a particular technique, the role of key players, such as server, mobile broadband operators
and the client, on the delivery methods, and consequence on the energy consumption of
mobile devices. The identified techniques do not provide optimal energy savings. There
are a few reasons for this; (i) Buffer adaptive techniques are not aware about the effect
of TCP flow control or server controlled low throughput traffic on the energy consumption
of smartphones, (ii) The streaming techniques do not adapt to the access technology used,
and user behavior and preferences on the engagement in watching [33].

1.4.2 TCP Receive Buffer Aware Streaming

We study the relationship between power consumption and TCP-based multimedia traffic
shaping in Publication III. Specifically, we develop novel power consumption models for
regular bursty traffic over TCP. From those models we derive a heuristic for energy opti-
mal burst size for a given client. Then, we develop a cross layer streaming system called
EStreamer which implements the heuristic. The heuristic makes EStreamer agnostic to
different cellular network and Wi-Fi interfaces used for multimedia streaming.

1.4.3 Considering Users’ Interruption Probability and Tail Energy of WNI

We identify the sources of energy inefficiency with the downloading strategies used by the
mobile video streaming services. The downloading of content is formulated as a problem
where a user can interrupt the watching. During a video streaming session, a user may
abandon even after watching a very small fraction of the total duration of the content which
leads to data waste and energy waste for downloading the content. Therefore, prefetching
content in periodic bursts provides a balance between data and energy waste. However,
energy waste also depends on the wireless interface being used for streaming as different
WNIs have different energy consumption and tail energy characteristics. Hence, consid-
ering users’ interruption probability can reduce energy waste by pre-fetching the right
amount of content. We propose a download scheduling algorithm based on crowd-sourced
users viewing statistics and tail energy characteristics of WNIs in Publication IV.
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1.4.4 Impact on Radio Network Signaling

Publication V systematically studies the energy saving potential of traffic shaping to dif-
ferent kinds of devices, both, audio and video streaming services, and both, 3G (HSPA) and
LTE networks with different configurations. From the results, we infer the standards im-
plemented in smartphones. We primarily study the role of different standards and cellular
network configurations on the energy consumption of smartphones, and the consequences
on the cellular networks for signaling load.

1.5 Author’s Contributions

The author had the following role and contributions:

• Publication I (19 p.): The author was the principal contributor in classifying the existing
research in energy efficient multimedia streaming. He also did also the necessary traffic
and power measurements, and analysis.

• Publication II (11 p.): The author was the team leader of this project. He proposed the
original idea of studying mobile video services, did all the traffic, power measurement.
Most of the measurement results were also analyzed by the author.

• Publication III (6 p.): The key idea of EStreamer was proposed by the author. He assisted
the co-authors (Dr. Matti Siekkinen and Professor Jukka K. Nurminen) in the modeling
tail energy consumption of burst shaped TCP traffic. He designed and developed the
prototype of EStreamer and did all the measurements presented in the work.

• Publication IV (12 p.): The author had the original idea. He proposed to use audience
retention information to schedule video download and to exploit Fast Start to accelerate
the downloading. The author designed and developed the prototype for Android platform
and did all the necessary measurements.

• Publication V (6 p.): The author designed and implemented the traffic shaping proxy. He
did all the necessary traffic and power measurements.

1.6 Structure of the Thesis

This thesis is structured as follows. In the following chapter we go through the existing
research in energy aware multimedia streaming to mobile devices. Then in chapter 3, we
present the streaming techniques which are present with the modern mobile streaming
services and address the issues which we consider as our research problems. In the same
chapter, we present how our research addresses those issues. We draw conclusions in
Chapter 4.
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2. Background

This thesis is about energy efficient multimedia streaming. In this chapter, we briefly
outline the related work that we covered in Publication I. In addition, recent work on rate
adaptive streaming is also discussed. We leave out work on energy aware decoding and
presentation. We begin with energy optimization work for the physical layer. Next we
discuss standard and non-standard power management solutions for link layer. After that
we outline cross layer and application layer approaches.

2.1 Physical Layer

Energy-aware optimization of physical layer would benefit all kind of applications. In phys-
ical layer, energy consumption is related with the capacity of the carrier channel and the
transmission distance. Therefore, instead of utilizing the maximum capacity during a
streaming session, solutions mostly considered to tune the modulation level to limit the
transmission rate according to the actual bit rate of the content dynamically. This is also
known as Dynamic Modulation Scaling (DMS). DMS is applied such that the lower the bit
rate, the lower is the modulation level and the lower is energy consumption [34, 35]. In
this case, the energy per bit is reduced by increasing the transmission time.

Changing only the modulation level may not always provide the smallest energy con-
sumption because energy consumption also depends on the transmission distance [36]. As
a result, it may also require changing the modulation scheme as well. For instance, if the
transmission distance is more than a threshold, reducing modulation level does not re-
duce energy consumption using Quadrature Amplitude Modulation (QAM), rather energy
consumption increases. In such a scenario Frequency Shift Keying (FSK) is more energy
efficient [36]. However, changing modulation scheme or modulation level dynamically is
impractical. The negotiation between the transmitter and the receiver is mandatory and
hence there is protocol overhead. Furthermore, the implementation of a such scheme re-
quires careful reconfiguration at the receiver in order to operate with proper modulation
scheme or level [35].

2.2 Link Layer

The power management of wireless network interfaces works at link layer and the vast
majority of solutions proposed changing the behavior of power or resource management
protocols to improve the energy efficiency. We classify them as standard and non-standard
solutions and discuss them separately for Wi-Fi and cellular network interfaces.
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Figure 2.1. IEEE 802.11 PSM for multiple clients where a client is waiting for a unicast and a broadcast packet.

2.2.1 Wi-Fi Access (IEEE 802.11 Standards)

IEEE 802.11 interfaces come with default power saving mechanism called power saving
mode (PSM) [37]. Using PSM a mobile device periodically wakes up to check whether it has
any data to transmit/receive. Otherwise, the interface remains in sleep state. During this
sleeping period, the access point (AP) buffers the incoming data for the client. When the
client wakes up, it retrieves the buffered data by sending PS-Poll frame to the AP. Fig. 2.1
shows the basic power saving mechanism. PSM helps to reduce energy consumption only
when the distribution of multimedia traffic is regular [19]. However, modern smartphones
use a modified version of PSM called PSM Adaptive (PSM-A). PSM-A forces the interface
to be in active mode for a few hundred milliseconds after transmitting or receiving pack-
ets [38]. Only iPhone 4 uses an aggressive PSM timeout value of around 30 ms and many
others use ≈200 ms. However, still PSM is more energy efficient than PSM-A [38].

Channel contention is another source of energy waste for smartphones when multiple
devices compete for the same wireless channel. The 802.11e amendment [39] called En-
hanced Distributed Channel Access (EDCA) gives channel access priority to multimedia
traffic over bulk transfers. EDCA comes with another power saving mechanism named
Unscheduled Automatic Power Save Delivery (UAPSD) which is suitable when traffic ex-
change is duplex such as VoIP [40].

2.2.2 Beyond IEEE 802.11 standards

Modified PSM
A siginificant number of researches has considered changing the default behvaior of PSM.
They try to utilize every possible idle period in between data packets to put the Wi-Fi
interface in sleep state without incurring excessive delay [41, 42, 43, 44]. μPM tries to take
the advantage of tiny duration between the retransmission of a frame [45]. Although, these
solutions are applicable with multimedia streaming applications, such small idle periods
are difficult to find because of the large volume of data exchange.

A recent work has proposed to wake up the Wi-Fi interface according to a TCP persist
timer like schedule instead of waking periodically to save energy [46]. The authors have es-
timated significant energy savings compared with PSM for constant bit rate traffic. These
solutions propose to change a single mobile device. Therefore, they do not reduce channel
contention. In addition, they can be used only for local deployments, but not for commercial
use.
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Figure 2.2. 3G RRC state machine with different states, state transitions with three inactivity timers and power consump-
tion at different states. The value of the inactivity timers are vendor recommended.

Figure 2.3. State transitions using different versions of FD

Toward contention-free Wi-Fi scheduling
It is very difficult to avoid energy waste due to channel contention and interference when
Wi-Fi access points are getting densely deployed. Numerous solutions propose to reserve
a time slice for each individual connected client [47, 48, 49]. A client wakes up only at
its scheduled time and thus avoids contention with other competing clients. These novel
solutions are very generic and thus suitable to reduce energy consumption for any kind of
traffic and thus multimedia streaming. However, these TDMA-like mechanisms require
changing 802.11 PSM and subsequently require modifying both client device and the AP
which makes them difficult to deploy in practice.

NAPman [50] schedules channel access among multiple virtual APs. Each AP has its own
beaconing schedule. The beacon for each virtual AP is staggered in time so that all clients
do not request simultaneously to the AP. However, a client must associate twice with the
AP. SleepWell [51], on the other hand, schedules access when multiple physical AP sharing
the same channel by monitoring the activity patterns of nearby APs. This solution does
not help, when other APs are operating on different but overlapping channels.

2.2.3 Cellular Network Access (3GPP Standards)

When using a cellular network interface (3G or LTE), the power management and state
transitions of a smartphone are managed through the corresponding Radio Resource Con-
trol protocol (RRC).
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Figure 2.4. LTE DRX Cycles and timers.

HSPA/3G
In case of 3G, the RRC has four states [52]. Figure 2.2 shows the 3G RRC inactivity
timers, state transitions and current consumption of a mobile device in each state. In
CELL_DCH state, a mobile device occupies a dedicated data channel that provides the
maximum throughout and lowest latency. CELL_FACH channel corresponds to a chan-
nel which is shared among all the mobile devices and provides less data capacity. And
the CELL_PCH state enables to page a mobile device. IDLE refers to the disconnected
state from RRC. Although the standard does not specify any fixed value of the inactiv-
ity timers, operators use values in the range of several seconds. During these inactiv-
ity periods, there is no data exchange and thus the energy spent is known as tail en-
ergy [53, 54]. If CELL_PCH is enabled in the network, then the mobile device is discon-
nected from the RRC after a very long time through CELL_PCH→IDLE transition. Oth-
erwise, CELL_FACH→IDLE transition takes place when T2 expires. However, modern
smartphones try to avoid long tail energy using a modified standard called Fast Dormancy
(FD) with an inactivity timer of 3-5 seconds [55]. FD enables a mobile device directly to
switch from CELL_DCH to CELL_PCH or IDLE state depending on the standard imple-
mented in the smartphone and whether network supports CELL_PCH or not. Figure 2.3
illustrates that FD Rel 8.0 forces the transition via CELL_PCH. On the other hand, the
legacy FD changes state directly from CELL_DCH to IDLE.

However, the transitions between the states require the exchange of signaling messages
between a smartphone and the network. The amount of messaging is more when the device
disconnects from the RRC [56]. Therefore, a network that does not support CELL_PCH or
a mobile device with legacy FD implemented both contribute in additional signaling in the
network as they both require RRC reconnection upon data activity.

LTE
Compared with 3G, LTE RRC protocol consists of only two states: RRC_CONNECTED and
RRC_IDLE [57]. There is also an RRC inactivity timer which controls the transition from
connected to the idle state. However, there is discontinuous transmission and reception
(DTX/DRX) in LTE which enables a mobile device to be in low power state even when
connected with RRC. DRX in connected state is also called cDRX. Figure 2.4 illustrates
this mechanism. If there is data inactivity for DRXidle time, the device begins a DRX cycle
(DRXc) and wakes up for DRXon time to check data activity. The device changes from
RRC_CONNECTED to RRC_IDLE state when the RRC inactivity timer, RRCidle, expires
and the device enters in the paging monitoring mode in the IDLE state. Since there are
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only two states, the amount of signaling is less. In addition, enabling DRX does not produce
additional signaling in the network (Publication V).

2.2.4 Network Parameter Configuration in Cellular Networks

In cellular networks, only the operator has control on the network or RRC parameters. The
majority of the studies emphasize the fact that RRC protocols are not aware of the kinds
of traffic. They propose aggressive timer settings or changing the inactivity timers dynam-
ically based on traffic patterns [58, 59]. Static and shorter timer setting were proposed
in [60] based on the inter arrival time between packets. Similar aggressive configuration
was also suggested in [61].

Inclusion of FD in modern smartphones has enabled researchers to study the effect of
the FD timer on the energy consumption as a mobile device can request the network to
initiate the CELL_DCH→CELL_PCH or CELL_DCH→IDLE state transition. Qian et al.
[62] advocated triggering FD based on the information provided by different applications.
Recently, Deng and Balakrishnan [63] proposed to initiate FD dynamically with variable
timer values instead of a fixed timeout value.

Unlike 3G, LTE has more parameters to configure when DRX is enabled, such as DRX
cycle length and the DRX inactivity timer. Simulation studies found that LTE can be very
energy efficient with DRX/DTX enabled [64, 65]. This is confirmed by a measurement
study with a commercial LTE network in [66]. However, the energy savings depend on
the traffic pattern of different applications and parameter configuration according to the
pattern [67, 68]. For example, short DRX cycles can be suitable for VoIP traffic as the
packets are spaced by 50-100 ms. In case of multimedia streaming; power saving of up to
50% is possible, when compared with other possible configurations, such as DRX inactivity
timer with higher values [69].

The vast majority of work suggests or achieves energy savings by changing the network
configurations. In this thesis, we show that standard power saving mechanisms and the
proposed mechanisms for cellular network do not provide energy savings for multimedia
streaming unless an upper layer mechanism such as traffic shaping is applied. The reason
is that the spacing between packets are so small that even DRX like mechanism cannot
take the advantage of small periodic cycles.

2.3 Cross Layer Approaches

Numerous energy efficient mechanisms work strictly above the link layer. They apply
multimedia traffic shaping or scheduling. Certainly, a significant number of researches
proposes to alternate the states of the wireless network interface at the client along with
multimedia traffic management at the server, proxy or at the client. In this section, we
briefly discuss the solutions according to the end points at which the solutions can be de-
ployed. We begin with client-centric approaches.

2.3.1 Client-Centric

Most of the client centric solutions apply buffer adaptive mechanisms to generate idle peri-
ods and traffic prediction mechanisms to identify idle periods between packets. Then they
rely on standard power saving mechanisms or implement their own mechanisms to drive
the WNI into sleep state during those idle periods to save energy. We will also see how
client-based solutions apply other techniques to schedule incoming traffic from the server.
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Playback Buffer Management
Multimedia services always fill a large fraction of the player’s playback buffer at the very
beginning of a streaming session to tolerate bandwidth fluctuations. A number of solu-
tions use this playback buffer information to save energy. A very early solution proposed
to switch off the Wi-Fi interface when the playback buffer is full and to switch on the inter-
face when the buffer drains to a low level. During the off period, the AP would buffer the
incoming data for the client [70]. The fuzzy adaptive approach also applies similar mech-
anism [71]. Self-Tuning Power Management (STPM) [72] also uses buffer information to
save energy when streaming via Wi-Fi. STPM differs from the earlier two in a way that
the system activates PSM when the playback buffer is full. The AP buffers the incoming
traffic during this short period. When the buffer drains out, STPM puts the interface into
continuous active mode. In Chapter 3, we show that modern video players still apply such
effective technique to save wireless communication energy.

Traffic Prediction
Another popular method is to predict the arrival time of the incoming traffic. This method
has been widely utilized to model the energy consumption of wireless network interfaces [30]
and to manipulate the WNI to save energy. Researchers identified that the traffic pattern
of Windows Media, QuickTime and RealNetwork multimedia formats [73]. Window Media
traffic tends to be regular and predictable. Whereas Real and QuickTime Media traffic are
not periodic and impossible to predict. Based on these findings, a history-based prediction
policy was introduced to estimate the sleep interval and operate on the Wi-Fi interface
accordingly [73]. Later on, a linear prediction-based method was proposed to estimate the
sleep interval more precisely in order to reduce energy consumption and packet loss [74].

Exploiting TCP Flow Control
There are also solutions which try to exploit transport protocol property to generate bursty
traffic out of continuous data transmission. Yan et al. [75] showed that if the TCP re-
ceiving window is choked down and choked up periodically at the streaming client then
incoming traffic from the server becomes bursty. This mechanism artificially invokes TCP
flow control. Although there is exchange of zero window advertisement/probe (ZWA/ZWP)
messages, Wi-Fi interface can be forced to sleep to avoid this small traffic and thus to save
energy [38]. However, such mechanism cannot be used when streaming via 3G/LTE as the
control is to the network operator and forcing these interfaces to the sleep state would bar
the smartphone from basic phone functioning.

Scheduling Traffic among Multiple Wireless Interfaces
Today smartphones have a number of high speed wireless interfaces, such as Wi-Fi, 3G/LTE
or Bluetooth. Nowadays, even Bluetooth speed is increased to 3 Mbps. As a result, there
is a trend in research community to utilize these interfaces according to their power con-
sumption and maximum data transfer capacity order. CoolSpots [76] schedules low bit rate
multimedia traffic via Bluetooth and higher bit rate traffic via Wi-Fi. However, only one
interface can be used at a time. Cool-Tether provides energy-efficient communication by
creating Wi-Fi hotspot in presence of multiple mobile devices and provides Internet connec-
tivity via a 3G enabled smartphone [77]. Similar mechanism also can be used for energy
efficient content distribution [78, 79].

2.3.2 Proxy or AP Assisted Solutions

A fair number of research work applied their techniques in proxy servers, in a Wi-Fi AP or
in the cellular network. These mechanisms estimate playback buffer status at the client
and apply traffic shaping or scheduling at the middle box.
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Figure 2.5. Proxy-based traffic shaping of multimedia content.

Traffic Shaping
In a proxy-based solution, a streaming client sends the stream request to the proxy. Then
the proxy forwards the request to the server and receives incoming multimedia content
from the server. Proxy accumulates the incoming data for a while and sends to the client
as a single burst. In this way the client gets the opportunity to put the WNI into low power
consuming state between two successive bursts and hence can save energy [80]. Fig. 2.5
shows how a proxy-based traffic shaping mechanism works.

Shenoy and Radkov [81] applied transcoding on both constant and variable bit rate traf-
fic in a proxy and then used traffic shaping technique on the transcoded media at the
proxy along with the history based prediction at the client to reduce Wi-Fi energy con-
sumption. They also introduced a protocol to convey information to the client when to
wake up to receive the next burst. A standalone energy saving protocol also exists in liter-
ature, RT_PS [82], which is the extension of their previous research [83, 84]. This protocol
employs buffer adaptive mechanism described in Section 2.3.1 and generates ON-OFF traf-
fic pattern. The exception is that a client explicitly tells the proxy about the possible buffer
starvation when the OFF period is about to end.

Scheduling Bursty Traffic
only traffic shaping is not sufficient when multiple streaming clients are being served by
the same access point using a single channel. In this scenario, a mobile client can starve for
the playback buffer while the AP serves the other clients. In this case, a streaming client
pays high energy cost by waiting at the idle state to receive data from the AP. Therefore,
some kind of scheduling at the streaming server, proxy or in an AP is essential.

A system architecture for energy efficient streaming is presented in [19]. The system has
three proxy modules; a server-side proxy, a proxy in the AP and a client-side proxy. The
server-side proxy shapes the traffic into bursts, the AP proxy schedules those bursts among
multiple clients. These two modules also send information to the client-side proxy to inform
when to wake up to receive the burst. Another realistic scenario with TCP web traffic
and UDP-based multimedia was considered in [85] and scheduling was done in a local
transparent proxy. In a separate proxy based solution, Zhang and Chanson [86] applied
two heuristics based scheduling, which prioritize a client either with low RTT or a client
with small residual battery capacity.
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2.3.3 Server-Assisted Solutions

In a server-assisted solution, a server may shape traffic into periodic bursts by adding an
additional buffer such as AB-PSM [87]. Server sent data accumulates into this secondary
buffer. During this period, a streaming client can keep its WNI into sleep state. When the
secondary buffer is filled, the data is sent to the client in a single burst. Later on, AB-
PSM was upgraded to a system wide solution in which the server would also select the bit
rate, the client would adjust brightness and volume level according to the present battery
level [88]. There are some other methods where a client specifically tells the server to send
bursty traffic or a server tells the client to switch on/off the wireless interface [89].

In a different system, the server pre-processes multimedia content to generate some an-
notations based on the relative size of the packets and the request timestamps. Then the
server embeds these annotations into MPEG stream and sends to the client. The Wi-Fi
AP, on the way, discovers these annotations and sends bursty multimedia traffic to the
client [90].

2.4 Application layer Mechanisms

The energy efficient techniques we discussed in previous sections do not modify the actual
multimedia content. On the other hand, the application layer mechanisms apply content
adaptation to increase battery life. The principle purpose of content adaptation is to serve
mobile devices with different computation or display properties. The amount of traffic is
also reduced as the quality degrades. Recently, there is a new issue, with the quota based
subscribers in cellular network, of adjusting video quality to the quota [91]. However,
these methods are equally effective in reducing WNI and decoding energy consumption by
trading quality with battery life.

2.4.1 Scalable Video Coding

Scalable Video Coding (SVC) enables to encode a single multimedia stream by structur-
ing the compressed data of bit streams coming from different transmission channels into
layers [92]. The base layer contains the content of lower quality. The additional layers
improves the quality further and called enhancement layers. Therefore, a control algo-
rithm is required to select the number of layers according to the energy condition. For
instance, SVC was integrated with an MPEG-4 streaming system (FGS [93]) in which a
mobile device sends it decoding capability to the server and server decides the number of
layers accordingly [94]. The system also uses DFS at the mobile client when the energy
level drops below a certain threshold. Power-Aware Streaming Proxy (PASP) also applies
similar mechanism and intelligently drops small objects which are too small for a mobile
device to display [95].

Because of the layered architecture, SVC can be also used in a way such that each client
have the basic layer and the enhancements layers are distributed among multiple users.
Later on, sharing these layers during playback can reduce Wi-Fi communication energy of
mobile devices significantly [96, 97].

2.4.2 Content Selection

Content selection is another form of adaptive streaming to deal with device and network
diversity. Therefore, switching to a lower quality stream at the server provides energy sav-
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ings at the client [19]. Other than bandwidth or display size, selecting multimedia content
based on the mobile devices battery level can also improve battery life significantly [98, 99].
However, multiple copies of the same stream are required, which is very resource consum-
ing.

2.4.3 HTTP Rate Adaptive Streaming

The content adaptation techniques discussed so far were proposed during the last decade.
At that time, HTTP had the interface only for constant bit rate streaming and Wi-Fi had
been the only wireless interface suitable for multimedia streaming. Nowadays, there are
a number of rate adaptive multimedia frame works, such as Apple’s HTTP Live Stream-
ing [100], Microsoft’s smooth streaming, and Adobe’s adaptive streaming [101]. Other than
these, a number of video streaming services employ their own rate adaptive algorithms,
such as Netflix. Recently, SVC is also included under HTTP [102, 103].

Most of these new rate adaptive mechanisms use chunk mode streaming where a client
estimates the available bandwidth and requests a chunk of fixed size to the server based on
the bandwidth. Such mechanisms available to date deal with the challenges like multiple
streaming clients at the bottleneck switch or AP [104] and TCP flow control [105]. These
networking conditions may lead the client player toward false bandwidth estimation. The
effect of wrong bandwidth estimation is quality fluctuation, unfairness to other competing
users [106] and frequent fluctuation hurts user experience [107]. Therefore, the focus of
the most recent studies is dealing with such quality fluctuation by optimizing at different
end points; i.e. client [108, 91] and server [109].

Since the majority of the methods downloads content in periodic chunks, there is poten-
tial to reduce energy consumption of mobile devices when streaming via wireless networks.
The larger the chunk size, the lower is the energy consumption. In Publication II, we de-
scribe the energy consumption with HLS. In this thesis, we show how energy consumption
can be reduced further by utilizing global viewing statistics of a video. There is also use of
local viewing statistics [110]. In addition, location based bandwidth profiling also can be
used to optimize energy consumption further for HTTP rate adaptive streaming [111, 112].

2.4.4 Media Transcoding

Transcoding on the fly is another way to deal with network bandwidth and device hetero-
geneity for multimedia streaming. The server contains only one copy of the stream and
new content is generated at the server, proxy or at the AP based on a client’s request and
served [81]. It is shown that energy consumption reduces significantly at the client [113].
The above mentioned solutions consider a streaming service between a mobile client and
a fixed host or server. It is also possible that a mobile device acts as a server and another
mobile device acts a client. A dynamic transcoding framework was proposed for a mobile
device (i.e. the server) which selects the transcoding parameters for the streaming mobile
client [114]. However, transcoding requires heavy computation and thus this method is
energy hungry. Therefore, transcoding might be acceptable in mobile devices like laptops
but not in smartphones or tablets.

2.5 Summary and Limitations

The solutions covered in this chapter work at different layers of the Internet protocol stack
and at different end points of end-to-end client and server communication path. Therefore,
these two factors together define the scope of deployment of these solutions.
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• There are some solutions from which every kind of applications can gain energy benefits,
e.g. physical and link layer solutions in general. The most of the physical or link layer
mechanisms are access technology dependent, such as Wi-Fi.

• A number of solutions target only multimedia streaming applications. The upper layer
solutions, such as traffic shaping, can be applicable with a number of wireless network
technologies. However, there are also a fair number of cross layer mechanisms which
directly operate on the wireless network interface and thus have limited applicability
when the streaming is carried over a different wireless network.

• Concerning the deployment of the energy efficient mechanisms, physical and link layer
solutions are applicable at the streaming client. These mechanisms require changes at
the client and also at the Wi-Fi access point or in the cellular network configuration.
Therefore, the usage of these mechanisms can be restricted only for the local deploy-
ments.

• The upper layer mechanisms, such as history based traffic and user behavior prediction,
are easily deployable in mobile devices. Therefore, a pure client-centric solution is the
most straightforward from the mobile device vendors’ or software developers’ perspective.
In contrast, traffic shaping and scheduling are suitable to apply at the server or in a
proxy.

In short, a majority of the work apply traffic shaping on UDP-based streaming traffic
to save Wi-Fi communication energy. However, in literature we could not find such study
which investigates the energy efficiency of the streaming techniques used by the commer-
cial video services. Study on the energy efficiency of TCP-based multimedia traffic shaping
is also absent. Although there is traffic prediction based mechanisms, the mechanisms
which consider users video viewing abandonment probability and tail energy properties of
WNIs do not exist either. There is also lack of studies which consider the impact of energy
efficient streaming techniques on the network performance.
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3. Towards Energy Efficient Multimedia
Streaming to Mobile Devices

In the previous chapter, we outlined the solutions proposed during the last decade for
energy-efficient multimedia delivery to mobile devices. They work at different layers of the
Internet protocol stack, and at different vantage points between client-server communica-
tion path. Most of the solutions are wireless access technology dependent and they are for
UDP-based multimedia streaming. On the other hand, TCP is the most prevalent form of
streaming nowadays. In this chapter, we highlight our contributions in TCP-based energy
efficient multimedia streaming. First, we briefly mention streaming techniques and their
energy efficiency that exist in practice with modern multimedia services, which we identi-
fied in Publication II. Considering their limitations in providing energy benefits to mobile
devices we introduce energy efficient solutions, which we proposed in Publication III and
Publication IV for two end points; server and client respectively. Finally, we discuss the
impact on radio network signaling (Publication V).

3.1 Mobile Multimedia Services

In Publication II, we identify that mobile video services, such as YouTube, Vimeo and Dai-
lymotion, apply five streaming techniques to the smartphones of five different mobile plat-
forms (see Figure 3.1). There is no systematic way of choosing a technique during a stream-
ing session. In most of the devices, the techniques can vary based on service, quality of the
video, the player type (i.e. Flash, HTML5 or the native App). HTTP rate adaptive stream-
ing was observed only in iPhone. However, one concrete observation is that the choice of a
wireless interface does not influence the selection of a technique.

There are two techniques applied by the streaming servers; Fast Caching and Throttling.
Both of them guarantee smooth playback. The throttle rate can vary based on the service
and the player type. For instance, Dailymotion, and Vimeo throttle bit rate 1.25 times
the encoding rate to the Flash and native players in Android devices. Whereas YouTube
throttles 1.25 times the encoding rate to the Flash based player and twice of the encoding
rate to the native applications in Android and iOS devices. Although YouTube takes the
throttling rate as a parameter in the URL for Flash player, it does not work with other
values than 1.25 as we have tried.

In general throttling takes place over a single TCP connection. Since the player has
to maintain a large growing buffer, the YouTube player in the iPhone closes the existing
connection whenever the playback buffer is full. After a while some space is freed, the
player sends another HTTP request over a new TCP connection. However, there can be
significant data waste if the player does not send HTTP request with the byte range which
starts exactly from the beginning of a key frame. Such data waste can be mitigated by
buffer adaptive streaming. A recent work proposed to reduce the throttling factor so that
the playback buffer is never filled completely during a streaming session [115].

The remaining strategies identified in Publication II are exclusively applied by the stream-
ing clients. Figure 3.2 illustrates how a particular strategy is chosen. Bit rate streaming
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Figure 3.1. Typical mobile video streaming strategies with
different mobile video services.
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Figure 3.2. Choice of a streaming technique.

takes place when the player has a very small buffer and the consumption rate is very
small compared to the sending rate of the server (i.e. Fast Caching or Throttling). There-
fore, when the playback buffer becomes full, the remaining content begins to accumulate
into the TCP receive buffer. This activates TCP flow control and the transmission from the
server is paused. Since the player decodes at the encoding rate, the same amount of buffer
space is freed per second and thus from the TCP receive buffer. In this way the interplay
between the player behavior and TCP receive buffer together mandates the sending rate
of the server.

In contrast, ON-OFF techniques actually are the results of smart implementation of
buffer adaptive mechanism by the players. The players maintain a lower and an upper
level threshold of the playback buffer. Some players employ ON-OFF patterns either using
a persistent TCP connection (ON-OFF-S) or using multiple TCP connections (ON-OFF-M).
In the first case, the player does not read from the TCP socket during an OFF period and
thus activates TCP flow control like the bit rate streaming discussed above. The only dif-
ference is that the socket reading events are scheduled according to the buffer thresholds.
In the latter scenario, the player closes a TCP connection when an ON period ends and
thus during an OFF period there is no traffic exchange at all. Li et al. [110] proposed
GreenTube which also downloads a video content using multiple TCP connections. How-
ever, all the players in android devices apply these client-controlled methods on the server
sent throttled traffic.

The discussed streaming techniques do not change the quality of the video upon band-
width fluctuations; rather they rely on large buffer to maintain user experience on play-
back quality, not the video quality. On the other hand, HTTP rate adaptive streaming
emphasizes video quality. Among all the services, only the Vimeo uses rate adaptive mech-
anism in iPhone. It downloads video chunks of a specific quality after every ten seconds.
Meanwhile, the player measures the throughput continuously and requests the chunks of
a higher quality if the bandwidth permits. This is similar to the ON-OFF mechanisms as
the content is downloaded in periodic chunks.

However, in low bandwidth situation, all the streaming techniques diminish and con-
verge to bit rate streaming. The reason is that a streaming client can receive content at a
higher rate than the encoding rate only when there is sufficient bandwidth. Therefore, the
players which apply the buffer adaptive mechanisms find that buffer status never touches
the upper threshold in a low bandwidth condition. The main observation is that throttling
and ON-OFF techniques persist in the traffic pattern as long as the available bandwidth
is higher than the encoding rate. The rate adaptive mechanisms work differently as they
select the video chunks of lower quality according the bandwidth.
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3.2 Streaming Services and Power Consumption

In Publication II, we also emphasize the energy consumption of smartphones while stream-
ing video from the specified video services. We consider the energy consumption aspects
of wireless communication, video quality, container and the player type. Since, it is im-
possible to separate the contribution of individual elements in total energy consumption
of a smartphone, as for example any WNI, we first identify playback current consumption
which is mainly spent for decoding and presentation. Then we isolate the contribution of
wireless interface from the total current consumption trace.

3.2.1 Device Variation

In chapter 2, we discussed how DMS can be utilized to dynamically adapt the modulation
with the data rate and thus power consumption. Through measurements with Android and
Symbian devices we have found that an Android device consumes lower energy compared
to a Symbian phone when receiving the same stream via Wi-Fi. For example, streaming a
128 kbps audio to Nokia E-71 consumes 990 mW, whereas Nexus S consumes 390 mW. The
difference is more than 50%. From the Android devices’ debug log we have identified that
these devices use DVFS mechanism to adapt the voltage and operating frequency of the
CPU while receiving content via Wi-Fi at a constant rate. Using DVFS, the length of the
inactivity timer is about 2 seconds. In case of PSM-A, all the smartphones use an inactivity
timer of 200 ms, except iPhone as mentioned earlier in Chapter 2.

3.2.2 Impact of Video Quality, Player and Container

In general, the playback power consumption of mobile devices increases as the quality or
bit rate of the content increases. The increase is not significant when streaming different
quality contents of the same container. Among different players, the native video players
consume the least energy and the HTML5 player consumes the maximum energy. The
reason can be that the native application can use system resources for decoding more effi-
ciently than the web-based players or can apply DVFS-like mechanisms. Most importantly,
HTML5 is an emerging technology and still requires going through further optimization
to be used in multimedia streaming. Energy consumption may also depend on the video
container. This is more likely to be related with the codec. The mp4 container is used with
the content encoded with H.264 codec. However, 3gpp provides the better energy efficiency.
In this case, the codec is mpeg4. VP-8 and FLV are the codecs for webm and x-flv con-
tainers respectively. These two are the most expensive container formats from the energy
consumption perspective.

3.2.3 Impact of Streaming Techniques

The discovered streaming techniques also define how the wireless interface at the stream-
ing client would be utilized and thus the energy consumption. Since all the techniques
are not available in a single platform, it is difficult to compare the energy efficiency of the
techniques we identified. Furthermore, current consumption can be different because the
hardware characteristics and firmware implementation of these interfaces can vary among
multiple devices. However, Publication II provides an approximate comparison.

When content is downloaded using bit rate streaming, it is expected that wireless inter-
face would be always busy till the end of a streaming session. Therefore, average current
consumption is very high. We have found that current consumption varies among the de-
vices when streaming via Wi-Fi. Figure 3.3 shows that Galaxy S3 consumes only 30 mA
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Figure 3.3. Avg. streaming current consumption when bit
rate streaming, throttling and fast caching is used.
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when streaming a 2 Mbps high definition video via Wi-Fi. This is considerably very small
with respect to the usage of the interface, whereas Nokia N9 consumes almost same cur-
rent for streaming the lowest quality of the same video. The reason is that Galaxy S3 uses
DVFS when receiving traffic via W-Fi.

On the contrary, throttling reduces the total downloading time and thus smartphones’ en-
ergy consumption compared when bit rate streaming is used. The downloading time also
depends on the throttling factor. ON-OFF-S mechanism reduces Wi-Fi energy consumption
further. However, this technique does not reduce energy consumption when streaming via
3G (see Figure 3.4). This is because of the TCP flow control messages, i.e. ZWA/ZWP. The
adaptive mechanism using multiple TCP connections solves this flow control problem and
thus provides significant energy savings when streaming via 3G. In this case, energy con-
sumption is similar to the throttling as this technique is actually applied over throttling.
Therefore, content is received at the throttled rate. Therefore, actual downloading period
or WNI usage time remains same.

HLS is similar to ON-OFF-M and consumes less energy when streaming via Wi-Fi. How-
ever, one important difference is that a client requests a chunk after every 10 seconds. This
interval is long enough expiring only T1 timer in 3G network. As a result, the total current
consumption is higher than ON-OFF-M but less than ON-OFF-S or bit rate streaming.
Finally, a streaming client spends very little energy when the content is downloaded us-
ing fast caching as the wireless interface remains inactive during the rest of the playback
period.

3.2.4 Limitations

Figure 3.5 shows the playback buffer status during the streaming sessions using different
streaming techniques. Using bit rate or encoding rate streaming, a player always keeps
30-40 s equivalent content in the playback buffer so that the player can tolerate short
term bandwidth fluctuation. Fast Caching and throttling choke down long term fluctu-
ation. Buffer adaptive mechanisms reduce excessive data generated by Fast Caching or
throttling. Therefore, these streaming techniques are also effective in wireless multimedia
streaming as much as streaming to a host in the fixed network.

From the energy consumption perspective, clearly Fast Caching and Throttling are the
most energy efficient techniques when a user watches the complete video. At this point,
it is natural to ask, is there any penalty if a user abandons the video before completing
the session? At least two issues can be named from a user’s perspective; data and energy
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Figure 3.5. Playback buffer status of the streaming clients during multimedia streaming sessions using different tech-
niques.

waste because of unnecessary download. Although, ON-OFF mechanisms provide a good
balance between data waste and energy savings, there are few limitations of the identified
techniques. First, the ON-OFF technique, which uses the persistent TCP connection, is
not aware of the TCP flow control. Second, ON-OFF-M suffers from the low bit rate traffic.
Third, DASH-like mechanisms alleviate the problem of low bit rate traffic by downloading
a chunk using the maximum bandwidth but the interval between two consecutive down-
loads are not long enough to save energy when streaming via cellular network. Finally,
two common limitations of the discovered techniques are that they do not consider the
power consumption characteristics of different WNIs and they are unaware of the users’
interruption probability during a streaming session.

3.3 TCP Receive Buffer aware Multimedia Streaming

In Publication II, we showed that the energy consumption of a WNI depends on how the
content is received by the streaming clients. If the content is sent at some fixed constant
rate then the interface is always active during a streaming session. Therefore, receiving
content in periodic bursts has been attractive since last decade as the interface is active
only to receive bursts and can be in sleep or low power state during the idle period between
two consecutive bursts (see Figure 3.6). However, such burst transmission requires higher
bandwidth than the encoding rate. In addition, such burstiness does not always guarantee
energy savings. Although high bit rate bursty traffic can reduce energy consumption, TCP
flow control shows that even the exchange of few bytes during an OFF period can have
severe impact on the energy consumption.

Publication III presents the power consumption models for TCP-based burst shaped mul-
timedia traffic. These models demonstrate the relationship between the available buffer
space at the client, burst size and power consumption. The relation is such that power con-
sumption decreases as long as the client buffer can accommodate an entire burst of data.
Alternatively, power consumption begins to increase sharply depending on the tail energy
characteristic of a wireless interface. This stems from the fact that the client can hold only
the sum of available space at the player buffer and TCP receive buffer equivalent content.
The remaining content of a burst is received at the encoding rate.

35



Towards Energy Efficient Multimedia Streaming to Mobile Devices

B
yt

es

TimeBurst Interval, T

Idle period 
between two 

consecutive bursts, 
tidle

Burst Duration, 
tbd

Burst, BS=rsxT 

Figure 3.6. Definition of burst, burst duration, burst interval and the idle period.

(a) 500kbps stream over Wi-Fi. (b) 2Mbps stream over Wi-Fi.

(c) 500kbps stream over LTE. (d) 2Mbps stream over LTE.

Figure 3.7. Average power consumption with different burst intervals and amount of buffer space.

Figure 3.7 illustrates the relationships when streaming low and high bit rate video via
Wi-Fi and LTE. One observation is that power consumption decreases sharply with Wi-Fi
than LTE as the burst interval increases. This reflects the ramification of large tail energy
of LTE without DRX. The next perception is that energy savings potential is higher for
low encoding rate streams than the high bit rate streams. This emerges from the fact that
when encoding rate is low there is more bandwidth to exploit. The most important finding
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Figure 3.8. EStreamer’s traffic shaping mechanism.

is that while the burst interval of few tens of seconds yields significant energy savings, if
the corresponding burst size is larger than the available buffer space, power consumption
increases. The reason is that the remaining content is received at the encoding rate of
the content. This aspect affects significantly when streaming via LTE as the power con-
sumption does not scale with the bit rate and tail energy consumption is also high. This
explanation also applies for 3G as the interface also suffers from very long tail energy.

From those models we show that if the burst size exceeds TCP receive buffer size then
power consumption increases. Therefore, there is a optimal burst size or burst interval for
which the energy consumption would be the minimum. Based on this, we implement an
energy efficient multimedia delivery system called EStreamer. It can be integrated with
a streaming server or with a proxy server. It is a cross layer mechanism. At the network
layer it checks the IP packets for TCP receive window advertisements from the streaming
clients. At application layer EStreamer decides the burst interval, T, based on the buffer
status of the client.

A simple method to find the optimal burst interval is to begin with a small value of
T and then gradually increase the burst interval to find Topt. However, relying on this
approach it may take very long time for EStreamer to find Topt. EStreamer applies binary
search to speed up the finding of the optimal burst interval. The flow chart in Figure 3.8
demonstrates the detection of Topt. Initially, EStreamer selects T = Tmax/2 seconds. If the
player can accommodate the corresponding burst, then EStreamer increases T. Otherwise,
client sends zero window advertisements and EStreamer decreases the burst interval. In
this way, EStreamer can reduce energy consumption of smartphones by 35-60% depending
on the encoding rate of the content and the WNI being used for streaming.

3.4 Tail Energy and Users’ Interruption Probability

Among the discussed streaming strategies, only EStreamer is aware of TCP behavior and
tail energy consumption of the wireless network interfaces. However, none of the streaming
strategies try to optimize energy waste for unnecessary content download. In Publication
IV, we show there are two conflicting sources of energy waste. First, aggressive prefetching
may result in data and energy waste if the user abandons watching the video. Second, ON-
OFF mechanisms reduces the downloading unnecessary content but consequence is energy
waste because of the tail energy.
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The key question here is that how to predict when a user will abandon watching a video.
One way to solve this problem is by maintaining history of users video viewing habit in
their smartphones [110] such that a user is less patient and watches only first few seconds
of the video or a moderate user watches on an average 50% of the video. However, these are
not sufficient to catch the actual behavior of a user. This is because, the actual behavior
mostly depends on the content i.e. how interesting the video clip is. For instance, it is
likely that a user will watch the complete music video clip of her favorite artist. Besides,
users video clip selection also can be motivated by the service providers’ recommendation
system [116]. The other facts which may influence users’ local viewing history are video
quality, initial buffering, and the number of buffering events [33]. Hence, a number of facts
influence such statistics and therefore it is difficult to model user behavior.
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Publication IV proposes to use crowd-sourced video viewing statistics collected by the
streaming services. Instead of using individual users’ viewing history, the underlying idea
is to use per video specific statistics on how the video has been watched so far by a number
of users. Such statistics give useful insights about how a new user will watch the video.
An example of such statistics is YouTube’s audience retention graph for every video. Fig-
ure 3.9 shows some example graphs for four video clips. At present, YouTube collects this
information when the user plays video using browser player and the player periodically
sends playback information to some Google statistics server (Publication V). Each graph
shows the engagement of the audiences from the beginning or any arbitrary point to an-
other point for a specific video. These curves spotlight that some videos have majority of
the audiences engaged till the end of the video, some others loose the audiences at the very
beginning.

In Publication IV, we use audience retention information to reduce energy consumption
of smartphones. To that extent we propose a download scheduler, called eSchedule, which
takes this audience retention information as an input parameter. The other important
parameters are the TCP throughput, encoding rate of the stream, wireless interface being
used for streaming and parameterized power model for that interface. First, it calculates
the interruption probability of the user from the audience retention information. Then
the scheduler computes energy optimal chunks of variable size in seconds. Along with
audience retention, tail energy property of WNI has great influence on chunk size. If the
video streaming is carried over 3G and the audience retention suggests that there is a
strong probability of viewing the large fraction of the video, then the eSchedule computes
a large chunk size. The reason is that 3G suffers from large tail energy because of the
long inactivity timers. On the other hand, tail energy for Wi-Fi is negligible. Therefore,
when using Wi-Fi and the audience retention suggests poor probability of viewing then
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the scheduler selects smaller chunk size and thus reduces the probability of both data and
energy waste. We evaluate the performance of eSchedule via simulation. Figure 3.10 shows
the relation between data waste and tail energy.

We also implemented a prototype of eSchedule and a downloader as an Android appli-
cation, called StreamThrottler. We evaluated the performance of the application through
real traffic and power measurements. The maximum energy saving can be close to 80%.
The downloader bypasses the server controlled sending rate by exploiting Fast Start. At
this moment, the audience retention information is available to the video owner. Due to
privacy concerns we suggest that the video service providers can integrate eSchedule with
their players which will receive audience retention information from the servers via some
secure API.

3.5 Impact of Traffic Shaping and Cellular Network Configurations on Radio
Network Signaling

In Publication V, we study the energy savings at the streaming mobile devices with differ-
ent cellular network configuration in presence of the EStreamer (Publication III). At the
same time, the effect of different parameter settings on the radio network signaling is also
emphasized. The necessity of this study arises from the fact that modern mobile devices
are equipped with 3G/LTE interfaces and the state transitions of these interfaces require
radio network signaling between the smartphone and the network. The amount of signal-
ing message exchange is important for the network as in an extreme case the network can
face resource outage because of the signaling load.

Figure 3.11. Current consumption of Lumia 920 with a DRX cycle of 80 ms.

The energy saving strategies presented so far in this thesis reduce energy consumption
by allowing the wireless interfaces to transition to low power consuming states between
two consecutive data burst transmission/receptions. The interface can switch to low power
states only when the inactivity timers expire. Therefore, the lower the inactivity timer, the
faster is the transition and the larger is the energy savings. If a smartphone supports Fast
Dormancy, then the device can request the network for transitioning to the CELL_PCH or
IDLE state. In case of LTE, power consumption decreases if DRX is enabled. The power
consumption decreases further if the RRC inactivity timer is increased. The reason is
that transition from RRC_CONNECTED→ RRC_IDLE requires a non-negligible amount
of power and when RRC inactivity timer is small the number of such transitions are higher.
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The energy savings gained in smartphones comes at a price of signaling messages. In
case of RAN signaling, our findings in Publication V can be summarized as follows. The
signaling load in the network increases if the network does not support CELL_PCH state.
A similar situation can arise if the network supports CELL_PCH state but the mobile
device has the legacy Fast Dormancy implemented as explained in 2.2.3. The reason is
that in both scenarios the mobile device goes through CELL_DCH→IDLE transition. As
result, the device is disconnected from the RRC and requires a lot of signaling again when
is reconnected to RRC. Small inactivity timer also can increase signaling but the magnitude
is far less than the described two scenarios.

For LTE, the introduction of DRX does not produce additional signaling in the network.
In addition, a mobile device can select a suitable DRX profile, such as DRX cycle length [57].
Therefore, DRX parameters can be configured dynamically based on the service require-
ments. In this case, it is also important that a smartphone or network should select the
DRX profile which is actually supported by the mobile device. Otherwise, the battery can
be drained very quickly at the smartphone. One such example is presented in Figure 3.11.
We can see that even though DRX is enabled power consumption is stable at 200 mA with-
out any data transmission. However, such dynamic profile switching can add additional
signaling in the network.

3.6 Future Directions

In this thesis, we propose and apply energy efficient streaming techniques for constant
bit rate streaming. In this section, we discuss the potential future work in multimedia
delivery or energy efficient multimedia delivery based on the results of this thesis.

We have shown how small playback buffer at the client and TCP flow control together
control the delivery of multimedia content at a client. The client receives content at the
encoding rate. Although using a DASH-like mechanism a client receives content from the
server in fixed size chunks, again TCP flow control can be triggered if the client cannot
accommodate a chunk at once. The consequence is low bandwidth estimation by the player
and thus frequent quality variation and negative impact on user experience. From the
energy consumption perspective, the client will suffer from high energy consumption as
the remaining content will be received at the encoding rate after filling the TCP receive
buffer. Therefore, there are two research problems; (i) defining an optimal buffer size for
the client to avoid TCP flow control and (ii) optimizing energy consumption due to TCP
flow control when using DASH-like techniques.

As discussed in section 3.4 that eSchedule accepts throughput and encoding rate of the
stream along with other parameters. Therefore, eSchedule also can be integrated with
DASH like players for energy efficient HTTP rate adaptive streaming. In addition, some
other parameters also can be considered such signal strength to select the appropriate
bit rate instead of solely depending on the throughput measurement. In addition, net-
work activity events by other applications also can be leveraged to amortize the tail energy
further. However, standalone audience retention only expresses the global viewing statis-
tics of a particular video. It does not expose the viewing characteristics of an individual
user. GreenTube uses average viewing history of an individual user to amortize tail energy.
Nevertheless, the engagement of an individual watching videos depends on some quality
variables, such as initial buffering, number of buffering event, buffering ratio, and average
bit rate. The engagement may depend also on the user’s preference on the content type.
Therefore, a naive mechanism can suffer from false estimation when average viewing is
only 20% of the content but the user watches the complete video as for example. Only
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using global viewing statistics also can provide similar result in a scenario where the au-
dience retention shows strong viewing probability but the user abandons the video as she
does not like the content. Therefore, combining these local and global statistics can pro-
vide more accuracy in determining an optimal chunk size and subsequently reduce data
and energy waste.

Modern mobile devices are equipped with one or two very high resolution cameras. It
is getting very common to use these cameras for video conferencing and streaming live
events. However, such applications require both encoding of the stream and then trans-
mitting content to other devices, which are very energy consuming tasks. It would be
interesting to see what kind of energy-aware mechanisms are supported by these devices.
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4. Conclusions

Energy consumption of mobile devices during multimedia streaming is an important issue
because of the power consumption nature of wireless network interfaces. Many reseacrh
have been considering physical layer, power management at MAC sublayer, traffic shaping
and scheduling at upper layers to reduce energy consumption. However, still there are
research problems to address as the new challenges are emerging with the rapid develop-
ment in mobile computing and wireless networking.

In this thesis, we have studied the traffic patterns of modern mobile multimedia services
to smartphones, the wireless power management strategies available to date in these mo-
bile devices and the consequence of these on the energy consumption. From the traffic pat-
tern, we have identified the streaming techniques. Our power measurement results have
shown that power consumption of wireless interfaces depends on these traffic patterns.
Therefore, some of the identified techniques are more energy efficient than the others.
However, they are not aware about the power consumption characteristics of wireless net-
work interfaces. They do not consider users abandonment probability during a streaming
session either.

Furthermore, traffic shaping also can be effectively used to reduce energy consumption
for TCP-based streaming. To that extent, we investigated the effect of TCP’s behavior
on multimedia delivery and on the energy consumption of the receiving mobile device.
We have shown that energy consumption decreases as long as the receiving client can
accommodate an entire burst at once into the player buffer and TCP receive buffer together.
Alternatively, power consumption increases when the burst exceeds TCP receive buffer at
the client. We have introduced a cross layer multimedia delivery system called EStreamer
which can be integrated at the streaming server or somewhere in the Internet as a proxy
server.

In addition, we have also demonstrated that energy waste can be reduced significantly if
it is possible to estimate how much of the content a user might watch. We have proposed
one scheduling algorithm that judicially selects the size of a chunk based on the tail energy
property and audience retention information. Although our algorithm does not try to re-
duce data waste, we demonstrate that data waste depends on the tail energy consumption.
The lower the tail energy, the smaller is the chunk size and the less is the data waste.

We have demonstrated that both approaches can be applied to achieve significant energy
savings without compromising user experience using Wi-Fi, 3G and LTE. Our contribution
also lies in studying the impact of different network configurations on the energy consump-
tion of smartphones and radio network signaling. Finally, we have also suggested how our
contribution is useful for further research in energy efficient multimedia streaming.
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[40] Xavier Peŕez-Costa and Daniel Camps-Mur. IEEE 802.11e QoS and power saving features
overview and analysis of combined performance. Wireless Communications, IEEE, 17(4):88
–96, 2010.

[41] Giuseppe Anastasi, Marco Conti, Enrico Gregori, and Andrea Passarella. 802.11 power-
saving mode for mobile computing in Wi-Fi hotspots: limitations, enhancements and open
issues. Wirel. Netw., 14:745–768, 2008.

[42] Suman Nath, Zachary Anderson, and Srinivasan Seshan. Choosing beacon periods to im-
prove response times for wireless HTTP clients. In Proceedings of the second international
workshop on Mobility management & wireless access protocols, pages 43–50. ACM, 2004.

[43] Ronny Krashinsky and Hari Balakrishnan. Minimizing energy for wireless web access with
bounded slowdown. In Proceedings of MobiCom 2002, pages 119–130. ACM, 2002.

[44] Daji Qiao and Kang G. Shin. Smart power-saving mode for IEEE 802.11 wireless LANs. In
24th Annual Joint Conference of the IEEE Computer and Communications Societies, pages
1573–1583. IEEE, 2005.

[45] Jiayang Liu and Lin Zhong. Micro power management of active 802.11 interfaces. In Pro-
ceedings of MobiSys 2008, pages 146–159. ACM, 2008.

[46] Yang Song, Bogdan Ciubotaru, and Gabriel-Miro Muntean. A Slow-sTart exponential and
linear algorithm for energy saving in wireless network. In IEEE International Symposium
on Broadband Multimedia Systems and Broadcasting (IEEE BMSB). IEEE, 2011.

[47] Hao Zhu and Guohong Cao. On supporting power-efficient streaming applications in wireless
environments. IEEE Transactions on Mobile Computing, 4:391–403, 2005.

[48] Yong He and Ruixi Yuan. A novel scheduled power saving mechanism for 802.11 wireless
LANs. IEEE Transactions on Mobile Computing, 8:1368–1383, 2009.

[49] Yi Xie, Xiapu Luo, and Rocky K. C. Chang. Centralized PSM: an AP-centric power saving
mode for 802.11 infrastructure networks. In Proceedings of SARNOFF 2009, pages 375–379.
IEEE Press, 2009.

[50] Eric Rozner, Vishnu Navda, Ramachandran Ramjee, and Shravan Rayanchu. NAPman:
network-assisted power management for WiFi devices. In Proceedings of MobiSys 2010, pages
91–106. ACM, 2010.

[51] Justin Manweiler and Romit Roy Choudhury. Avoiding the rush hours: WiFi energy man-
agement via traffic isolation. In Proceedings of MobiSys 2011, pages 253–266. ACM, 2011.

[52] 3GPP TS 25.331, Radio Resource Control (RRC); Protocol specification, May 1999.

[53] Niranjan Balasubramanian, Aruna Balasubramanian, and Arun Venkataramani. Energy
consumption in mobile phones: A measurement study and implications for network applica-
tions. In Proceedings of the 9th ACM SIGCOMM conference on Internet measurement confer-
ence, pages 280–293. ACM, 2009.

47



Bibliography

[54] Feng Qian, Zhaoguang Wang, Alexandre Gerber, Zhuoqing Morley Mao, Subhabrata Sen, and
Oliver Spatscheck. Characterizing radio resource allocation for 3G networks. In Proceedings
of the 10th ACM SIGCOMM conference on Internet measurement conference, pages 137–150.
ACM, 2010.

[55] Pavan K. Athivarapu, Ranjita Bhagwan, Saikat Guha, Vishnu Navda, Ramachandran Ram-
jee, Dushyant Arora, Venkat N. Padmanabhan, and George Varghese. RadioJockey: mining
program execution to optimize cellular radio usage. In Proceedings of the 18th annual inter-
national conference on Mobile computing and networking, Mobicom ’12, pages 101–112, New
York, NY, USA, 2012. ACM.

[56] NSN. "understanding smartphone behavior in the network". White paper, Nokia Siemens
Networks, 2011.

[57] 3GPP TS 36.331, E-UTRA; Radio Resource Control (RRC) Protocol Specification, May 2008.

[58] Chi-Chen Lee, Jui-Hung Yeh, and Jyh-Cheng Chen. Impact of inactivity timer on energy
consumption in wcdma and cdma2000. In Wireless Telecommunications Symposium, 2004,
pages 15–24. IEEE, 2004.

[59] Feng Qian, Zhaoguang Wang, Alexandre Gerber, Zhuoqing Mao, Subhabrata Sen, and Oliver
Spatscheck. Profiling resource usage for mobile applications: a cross-layer approach. In
Proceedings of MobiSys 2011, pages 321–334. ACM, 2011.

[60] Hossein Falaki, Dimitrios Lymberopoulos, Ratul Mahajan, Srikanth Kandula, and Deborah
Estrin. A first look at traffic on smartphones. In Proceedings of the 10th ACM SIGCOMM
conference on Internet measurement, IMC ’10, pages 281–287, New York, NY, USA, 2010.
ACM.

[61] Anna Ukhanova, Evgeny Belyaev, Le Wang, and SøRen Forchhammer. Power consump-
tion analysis of constant bit rate video transmission over 3g networks. Comput. Commun.,
35(14):1695–1706, August 2012.

[62] Feng Qian, Zhaoguang Wang, Alexandre Gerber, Z. Morley Mao, Subhabrata Sen, and Oliver
Spatscheck. Top: Tail optimization protocol for cellular radio resource allocation. In Pro-
ceedings of the 18th IEEE International Conference on Network Protocols, ICNP ’10, pages
285–294, Washington, DC, USA, 2010. IEEE Computer Society.

[63] Shuo Deng and Hari Balakrishnan. Traffic-aware techniques to reduce 3g/lte wireless energy
consumption. In Proceedings of the 8th international conference on Emerging networking
experiments and technologies, CoNEXT ’12, pages 181–192, New York, NY, USA, 2012. ACM.

[64] Jeroen Wigard, Troels E. Kolding, Lars Dalsgaard, and Claudio Coletti. On the user perfor-
mance of LTE UE power savings schemes with discontinuous reception in LTE. In Commu-
nications Workshops, 2009. ICC Workshops 2009. IEEE International Conference on, pages 1
–5. IEEE Press, 2009.

[65] Troels E. Kolding, Jeroen Wigard, and Lars Dalsgaard. Balancing power saving and single
user experience with discontinuous reception in LTE. In Wireless Communication Systems.
2008. ISWCS ’08. IEEE International Symposium on, pages 713 –717. IEEE Press, 2008.

[66] Junxian Huang, Feng Qian, Alexandre Gerber, Z. Morley Mao, Subhabrata Sen, and Oliver
Spatscheck. A close examination of performance and power characteristics of 4g lte networks.
In Proceedings of the 10th international conference on Mobile systems, applications, and ser-
vices, MobiSys ’12, pages 225–238, New York, NY, USA, 2012. ACM.

[67] Vincenzo Mancuso and Sara Alouf. Analysis of power saving with continuous connectivity.
Comput. Netw., 56(10):2481–2493, July 2012.

[68] Sara Alouf, Vincenzo Mancuso, and Nicaise Choungmo Fofack. Analysis of power saving and
its impact on web traffic in cellular networks with continuous connectivity. Pervasive and
Mobile Computing, 8(5):646 – 661, 2012.

[69] Chandra S. Bontu and Ed Illidge. DRX mechanism for power saving in LTE. Communications
Magazine, IEEE, 47(6):48 –55, june 2009.

[70] D. Bertozzi, L. Benini, and B. Ricco. Power aware network interface management for stream-
ing multimedia. In Wireless Communications and Networking Conference, 2002, volume 2,
pages 926–930. IEEE, 2002.

[71] Susmit Bagchi. A fuzzy algorithm for dynamically adaptive multimedia streaming. ACM
Trans. Multimedia Comput. Commun. Appl., 7:11:1–11:26, 2011.

48



Bibliography

[72] Manish Anand, Edmund B. Nightingale, and Jason Flinn. Self-tuning wireless network
power management. In Proceedings of the 9th annual international conference on Mobile
computing and networking, MobiCom ’03, pages 176–189. ACM, 2003.

[73] Surendar Chandra. Wireless network interface energy consumption: implications for popular
streaming formats. Multimedia Systems, 9:185–201, 2003.

[74] Yong Wei, Surendar Chandra, and Suchendra Bhandarkar. A client-side statistical prediction
scheme for energy aware multimedia data streaming. IEEE Transactions on Multimedia,
8(4):866–874, 2006.

[75] Haijin Yan, Scott A. Watterson, David K. Lowenthal, Kang Li, Rupa Krishnan, and Larry L.
Peterson. Client-centered, energy-efficient wireless communication on IEEE 802.11b net-
works. IEEE Transactions on Mobile Computing, 5:1575–1590, 2006.

[76] Trevor Pering, Yuvraj Agarwal, Rajesh Gupta, and Roy Want. CoolSpots: reducing the power
consumption of wireless mobile devices with multiple radio interfaces. In Proceedings of
MobiSys 2006, pages 220–232. ACM, 2006.

[77] Ashish Sharma, Vishnu Navda, Ramachandran Ramjee, Venkata N. Padmanabhan, and
Elizabeth M. Belding. Cool-Tether: energy efficient on-the-fly WiFi hot-spots using mobile
phones. In Proceedings of CoNEXT 2009, pages 109–120. ACM, 2009.

[78] Sumanta Saha, Mohammad A. Hoque, and Andrey Lukyanenko. Analyzing energy efficiency
of a cooperative content distribution technique. In GLOBECOM 2011-Green Communication
Systems and Network Track, pages 1–6. IEEE, 2011.

[79] Ming-Hung Chen, Chun-Yu Yang, Chun-Yun Chang, Ming-Yuan Hsu, Ke-Han Lee, and
Cheng-Fu Chou. Towards energy-efficient streaming system for mobile hotspots. In Pro-
ceedings of the ACM SIGCOMM 2011, pages 450–451. ACM, 2011.

[80] Jari Korhonen and Ye Wang. Power-efficient streaming for mobile terminals. In Proceedings
of NOSSDAV 2005, pages 39–44. ACM, 2005.

[81] Prashant Shenoy, Peter Radkovdepartment, and Computer Science. Proxy-assisted power-
friendly streaming to mobile devices. In Proceedings of the Conference on Multimedia Com-
munications and Networking (MCN2003), pages 177–191, 2003.

[82] Giuseppe Anastasi, Marco Conti, Enrico Gregori, Andrea Passarella, and Luciana Pelusi. An
energy-efficient protocol for multimedia streaming in a mobile environment. Int. J. Pervasive
Computing and Communications, 1(4):301–312, 2005.

[83] Giuseppe Anastasi, Marco Conti, Enrico Gregori, and Andrea Passarella. A power saving
architecture for web access from mobile computers. In Proceedings of NETWORKING 2002,
pages 240–251. Springer-Verlag, 2002.

[84] Giuseppe Anastasi, Marco Conti, Enrico Gregori, and Andrea Passarella. Balancing energy
saving and QoS in the mobile Internet: An application-independent approach. In Proceedings
of HICSS 2003 - Track 9 - Volume 9, pages 305–315. IEEE Computer Society, 2003.

[85] Michael Gundlach, Sarah Doster, Haijin Yan, David K. Lowenthal, Scott A. Watterson, and
Surendar Chandra. Dynamic, power-aware scheduling for mobile clients using a transparent
proxy. In Proceedings of ICPP 2004, pages 557–565. IEEE Computer Society, 2004.

[86] Fan Zhang and Samuel T. Chanson. Proxy-assisted scheduling for energy-efficient multime-
dia streaming over wireless LAN. In Proceedings of the 4th IFIP-TC6 international confer-
ence on Networking Technologies, Services, and Protocols; Performance of Computer and Com-
munication Networks; Mobile and Wireless Communication Systems, NETWORKING 2005,
pages 980–991. Springer-Verlag, 2005.

[87] Janet Adams and Gabriel-Miro Muntean. Adaptive buffer power save mechanism for mobile
multimedia streaming. In IEEE International Conference on Communication, pages 4548–
4553, 2007.

[88] Janet Adams and Gabriel-Miro Muntean. Power save adaptation algorithm for multimedia
streaming to mobile devices. In IEEE International Conference on Portable Information De-
vices, pages 1–5. IEEE, 2007.

[89] Andrea Acquaviva, Emanuele Lattanzi, and Alessandro Bogliolo. Design and simulation of
power-aware scheduling strategies of streaming data in wireless LANs. In Proceedings of
MSWiM 2004, pages 39–46. ACM, 2004.

49



Bibliography

[90] Radu Cornea, Alex Nicolau, and Nikil Dutt. Annotation based multimedia streaming over
wireless networks. In Proceedings of ESTMED 2006, pages 47–52. IEEE Computer Society,
2006.

[91] Jiasi Chen, Amitabha Ghosh, Josphat Magutt, and Mung Chiang. Qava: quota aware video
adaptation. In Proceedings of the 8th international conference on Emerging networking exper-
iments and technologies, CoNEXT ’12, pages 121–132, New York, NY, USA, 2012.

[92] Heiko Schwarz, Detlev Marpe, and Thomas Wiegand. Overview of the scalable video coding
extension of the H.264/AVC standard. IEEE Transactions on Circuits and Systems for Video
Technology, 17(9):1103–1120, 2007.

[93] Weiping Li. Overview of fine granularity scalability in MPEG-4 video standard. IEEE Trans.
Circuits Syst. Video Techn., 11(3):301–317, 2001.

[94] Kihwan Choi, Kwanho Kim, and Massoud Pedram. Energy-aware MPEG-4 FGS streaming.
In Proceedings of the 40th annual Design Automation Conference, pages 912–915. ACM, 2003.

[95] Marcel C. Rosu, C. Michael Olsen, Lu Luo, and Chandrasekhar Narayanaswami. The power-
aware streaming proxy architecture. In First International Workshop on Broadband Wireless
Multimedia: Algorithms Architectures and Applications (BroadWim ’04), 2004.

[96] Federico Albiero, Marcos D. Katz, and Frank H. P. Fitzek. Energy-efficient cooperative tech-
niques for multimedia services over future wireless networks. In ICC, pages 2006–2011.
IEEE Press, 2008.

[97] Federico Albiero, Janne Vehkaperä, Marcos Katz, and Frank Fitzek. Overall performance as-
sessment of energy-aware cooperative techniques exploiting multiple description and scalable
video coding schemes. In Proceedings of the Communication Networks and Services Research
Conference, pages 18–24. ACM, 2008.

[98] Martin Kennedy, Hrishikesh Venkataraman, and Gabriel-Miro Muntean. Battery and
stream-aware adaptive multimedia delivery for wireless devices. In Proceedings of LCN 2010,
pages 843–846. IEEE Computer Society, 2010.

[99] David McMullin, Ramona Trestian, and Gabriel-Miro Muntean. Power save-based adaptive
multimedia delivery mechanism. In 9th IT & T Conference, volume 6. DIT, 2009.

[100] M. Hoque, M. Siekkinen, and J. Nurminen. Energy efficient multimedia streaming to mobile
devices – a survey. Communications Surveys Tutorials, IEEE, PP(99):1–19, 2012.

[101] Saamer Akhshabi, Ali C. Begen, and Constantine Dovrolis. An experimental evaluation of
rate-adaptation algorithms in adaptive streaming over http. In Proceedings of the second
annual ACM conference on Multimedia systems, MMSys ’11, pages 157–168, New York, NY,
USA, 2011. ACM.

[102] Yago Sánchez de la Fuente, Thomas Schierl, Cornelius Hellge, Thomas Wiegand, Dohy Hong,
Danny De Vleeschauwer, Werner Van Leekwijck, and Yannick Le Louédec. idash: improved
dynamic adaptive streaming over http using scalable video coding. In Proceedings of the
second annual ACM conference on Multimedia systems, MMSys ’11, pages 257–264, New
York, NY, USA, 2011. ACM.

[103] Siyuan Xiang, Lin Cai, and Jianping Pan. Adaptive scalable video streaming in wireless
networks. In Proceedings of the 3rd Multimedia Systems Conference, MMSys ’12, pages 167–
172, New York, NY, USA, 2012. ACM.

[104] Saamer Akhshabi, Lakshmi Anantakrishnan, Ali C. Begen, and Constantine Dovrolis. What
happens when http adaptive streaming players compete for bandwidth? In Proceedings of
the 22nd international workshop on Network and Operating System Support for Digital Audio
and Video, NOSSDAV ’12, pages 9–14, New York, NY, USA, 2012. ACM.

[105] Te-Yuan Huang, Nikhil Handigol, Brandon Heller, Nick McKeown, and Ramesh Johari. Con-
fused, timid, and unstable: picking a video streaming rate is hard. In Proceedings of the 2012
ACM conference on Internet measurement conference, IMC ’12, pages 225–238, New York, NY,
USA, 2012. ACM.

[106] Junchen Jiang, Vyas Sekar, and Hui Zhang. Improving fairness, efficiency, and stability in
http-based adaptive video streaming with festive. In Proceedings of the 8th international
conference on Emerging networking experiments and technologies, CoNEXT ’12, pages 97–
108, New York, NY, USA, 2012. ACM.

50



Bibliography

[107] S. Shunmuga Krishnan and Ramesh K. Sitaraman. Video stream quality impacts viewer
behavior: inferring causality using quasi-experimental designs. In Proceedings of the 2012
ACM conference on Internet measurement conference, IMC ’12, pages 211–224, New York, NY,
USA, 2012. ACM.

[108] Guibin Tian and Yong Liu. Towards agile and smooth video adaptation in dynamic http
streaming. In Proceedings of the 8th international conference on Emerging networking exper-
iments and technologies, CoNEXT ’12, pages 109–120, New York, NY, USA, 2012. ACM.

[109] Saamer Akhshabi, Lakshmi Anantakrishnan, Constantine Dovrolis, and Ali C. Begen.
Server-based traffic shaping for stabilizing oscillating adaptive streaming players. In Pro-
ceeding of the 23rd ACM Workshop on Network and Operating Systems Support for Digital
Audio and Video, NOSSDAV ’13, pages 19–24, New York, NY, USA, 2013. ACM.

[110] Xin Li, Mian Dong, Zhan Ma, and Felix Fernandes. GreenTube: Power optimization for mo-
bile video streaming via dynamic cache management. In Proceedings of the ACM Multimedia,
acmmm’12, New York, NY, USA, 2012. ACM.

[111] Aaron Schulman, Vishnu Navda, Ramachandran Ramjee, Neil Spring, Pralhad Deshpande,
Calvin Grunewald, Kamal Jain, and Venkata N. Padmanabhan. Bartendr: a practical ap-
proach to energy-aware cellular data scheduling. In Proceedings of the sixteenth annual in-
ternational conference on Mobile computing and networking, MobiCom ’10, pages 85–96, New
York, NY, USA, 2010. ACM.

[112] Haakon Riiser, Tore Endestad, Paul Vigmostad, Carsten Griwodz, and Pâl Halvorsen. Video
streaming using a location-based bandwidth-lookup service for bitrate planning. ACM Trans.
Multimedia Comput. Commun. Appl., 8(3):24:1–24:19, August 2012.

[113] Shivajit Mohapatra, Radu Cornea, Hyunok Oh, Kyoungwoo Lee, Minyoung Kim, Nikil Dutt,
Rajesh Gupta, Alex Nicolau, Sandeep Shukla, and Nalini Venkatasubramanian. A cross-
layer approach for power-performance optimization in distributed mobile systems. In Pro-
ceedings of the 19th IEEE International Parallel and Distributed Processing Symposium
(IPDPS’05) - Workshop 10 - Volume 11, pages 218.1–. IEEE Computer Society, 2005.

[114] Christian Poellabauer and Karsten Schwan. Energy-aware media transcoding in wireless
systems. In Proceedings of PerCom, 2004, pages 135–144. IEEE Computer Society, 2004.

[115] Yao Liu, Fei Li, Lei Guo, Bo Shen, and Songqing Chen. Effectively minimizing redundant
internet streaming traffic to iOS devices. In Proceedings of the 32nd IEEE International
Conference on Computer Communications (Mini Conference), INFOCOM’ 2013, April 2013.

[116] Dilip Kumar Krishnappa, Michael Zink, Carsten Griwodz, and Pål Halvorsen. Cache-centric
video recommendation: an approach to improve the efficiency of youtube caches. In Proceed-
ings of the 4th ACM Multimedia Systems Conference, MMSys ’13, pages 261–270, New York,
NY, USA, 2013. ACM.

51



����������������

�����������������������
����������������������������
�����
�����������
���������������
��������������������
�
�����������������
������������������
���
��������������	�������������
�������������

�����������
�������
�
������
���� ����
����������
�
��������
������ ��
�
���������
�
��������
��������������

	
����

��
�
����

��
���

�

�
����

�
����

���������
�����

�
��

�����
����
�

��
	������

�����
�����������

��������
�������

���	���
�
�
���

��
�
���

������

���
��������������	�������������

������������������������
����������
������������
��	������������

�������	�������
����
��

��������
��������������


	Aalto_DD_2013_187_Hoque_verkkoversio

