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1. Introduction

1.1 Motivation

In the early days of radio regulations, a specific radiocommunication ser-

vice was mapped onto a specific technology. Spectrum licenses were ei-

ther linked to a particular technology or else they directly determined

the transmission/reception characteristics of the radio devices (e.g. the

spectrum mask). Interference between devices operating with different

services on the same or on neighbouring spectrum bands was controlled

by allocating spectrum licenses that were compatible with one another [1].

Due to a lack of harmonised spectrum usage for most of the services, cross-

border compatibility studies must also be carried out.

With the advances in technology, a single radio device now offers ap-

plications that can be grouped under multiple services. As a result, the

traditional approach linking a particular spectrum band, or spectrum li-

cense, to a particular service has turned out to be inefficient [2]. At the

same time, world-wide spectrum measurements indicate that the exclu-

sive use of a spectrum band by a particular service results in spectrum

underutilisation in space and/or time [3, 4]. This phenomenon is usually

referred to as spectrum scarcity.

According to predictions made by Cisco, global mobile data traffic will

increase 13-fold between 2012 and 2017 [5]. More spectrum would be

needed to accomodate the high traffic demands. One way to find more

spectrum is to rearrange the existing spectrum allocations, usually re-

ferred to as spectrum refarming. For example, the transition from ana-

log to digital television (TV) freed up spectrum because digital TV trans-

mission is more spectrum efficient. At the World Radio Conference 2007

(WRC-07), the frequency band 790-862MHz which formely had been used
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mainly for analog TV broadcasting, were allocated for mobile broadband

services. In Finland, 2×30MHz in this spectrum band would be auctioned

off in 2013. During the WRC-12, the International Telecommunication

Union (ITU) announced that the frequency band 694-790 MHz would also

be licensed for mobile services in Europe starting from January 2015 [6].

Spectrum refarming is a demanding process in terms of time and cost.

Also, while spectrum allocation on an exclusive basis facilitates interfer-

ence control, it also results in spectrum scarcity. An alternative method

for meeting the increasing traffic demand in a timely manner is to min-

imise spectrum scarcity through a shared use of spectrum. Shared use

of spectrum refers to situations in which a number of independent users

and/or devices are allowed to access the same range of frequencies under

certain conditions [7].

The concept of shared use of spectrum has been around for a while. For

example, the frequency band 3400-3700 MHz is currently shared world-

wide on a co-primary basis between earth stations in the fixed-satellite

service and radio relays in the fixed service [8]. In the future, it is envi-

sioned that mobile network operators will share their spectrum in space

and/or time to maximise their revenue [9]. For example, an operator may

agree to let other operators use their spectrum to provide high-speed wire-

less access inside a crowded shopping mall. Different operators can of-

fer wireless access inside different buildings, thereby eliminating inter-

operator interference and making it possible to enjoy higher available

bandwidths.

Shared spectrum access can also be achieved in a scenario in which

users have different access priorities. A user may possess exclusive li-

cense rights on a spectrum band, but due to the fact that the band re-

ceives limited use, the same band can also be accessed in an unlicensed

manner by other users. The spots in time and/or space not utilised by the

primary spectrum owner are known under the term white space: White

space is a label indicating a part of the spectrum, which is available on

a non-interfering/non-protected basis with regard to primary services and

other services with a higher priority on a national basis [10]. As a re-

sult, there are no performance guarantees for unlicensed (or secondary)

users accessing the white spaces. At the same time, no individual au-

thorisation or coordination is required and no fee payable for using the

spectrum. Access is regulated solely by adherence to pre-defined regulatory

conditions [11].
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A popular candidate for secondary spectrum access has been the TV

broadcasting spectrum. The TV spectrum is characterised by good prop-

agation conditions and sparse frequency reuse, resulting in attractive

white spaces in the spatial domain. In the UK, it is expected that TV

white spaces (TVWS) will first be used to provide wireless broadband

access to rural communities due to the low cost and long-range prop-

agation of these frequencies [12]. Other use cases may involve future

home networks for enhancing wireless multimedia streaming and indoor-

to-outdoor wireless broadband access [13]. In Europe, the regulatory con-

ditions for secondary spectrum access have been set in terms of location-

specific TV channel availability and the maximum permitted transmit

power level.

There are three different types of spectrum sharing in secondary spec-

trum access, which can be distinguished based on the level of cooperation

between the primary and the secondary users [14]. In overlay spectrum

sharing, the primary user is willing to communicate some of its opera-

tional parameters to the secondary user. For example, if the secondary

user is aware of the primary signal structure, it can transmit a combined

version of primary and secondary signals. The amplification of the pri-

mary signal generates additional interference headroom at the primary

receivers, which can be filled in by the secondary signal transmissions.

Signal processing methods (e.g. successive interference cancellation, dirty

paper coding, etc.) can be used to eliminate the primary signal and en-

hance the performance on the secondary system side. A popular appli-

cation of overlay spectrum sharing is co-channel secondary transmission

inside the TV service area, usually referred to as TV black space trans-

mission [15].

Interweave spectrum sharing does not involve any sort of cooperation be-

tween the different types of users. The secondary user cannot access the

spectrum unless the transmissions of the primary and secondary users

are orthogonal to each other. For example, if interweave spectrum sharing

is employed in the time domain, the secondary user must vacate the spec-

trum as soon as the primary user returns. Interweave secondary spec-

trum access is also referred to as opportunistic spectrum access [14, 16].

Finally, in underlay spectrum sharing the primary user is willing to

tolerate some amount of additional disturbance. The secondary user is

allowed to utilise the primary spectrum provided that the generated ag-

gregate secondary interference to the primary users is maintained un-
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der specific protection margins. This approach resembles ultra-wideband

transmission where the available power is spread over a wide range of

spectrum so, the generated interference level over any narrow primary

spectrum band becomes negligible [14, 16].

Underlay spectrum sharing resembles interweave spectrum sharing in

the spatial domain in the sense that primary and secondary users can be

simultaneously active while the generated secondary interference should

be controlled under some threshold. Secondary spectrum access in the

TVWS is a form of underlay/spatial-interweave secondary spectrum shar-

ing. Also, note that the primary spectrum can become available for sec-

ondary spectrum access using a combination of spectrum sharing types.

For example, secondary users can interweave their transmissions in time

when the primary user is silent and use the principle of underlay spec-

trum sharing (i.e. control of generated interference) when the primary

user returns.

In underlay spectrum sharing, the secondary user must adjust its trans-

mission parameters in order to cope with the interference that can be tol-

erated by the primary user. Instead of restricting the secondary user to

a particular spectrum mask, the system designer can take as input the

interference limits of the primary user and adjust any other parameter,

e.g. secondary deployment density, to cope with the primary demand.

As a result, secondary spectrum access can also be viewed as a test trial

for changing the traditional way of issuing spectrum licenses. Specify-

ing the limits on the amount of interference that a system can tolerate

is more flexible compared to the traditional approach of setting spectrum

masks [1]. Any technology and deployment density can be selected pro-

vided that it satisfies the interference constraints.

Even though the topic of this thesis is secondary spectrum access, the

proposed algorithms are also applicable for a recently proposed method of

shared spectrum access: the authorized shared access (ASA) method [17].

The Radio Spectrum Policy Group (RSPG) adopted the term licensed shared

access (LSA) for ASA and defined it as follows: An individual licensed

regime of a limited number of licensees in a frequency band, already al-

located to one or more incumbent users, for which the additional users

are allowed to use the spectrum (or part of the spectrum) in accordance

with sharing rules included in the rights of use of spectrum granted to

the licensees, thereby allowing all the licensees to provide a certain level

of QoS [18]. Due to the limited number of new licenses in ASA/LSA, the
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quality of service (QoS) for the new users can be predicted. This makes

a clear difference compared to secondary spectrum access. ASA/LSA is

expected to make use of recent progress in secondary spectrum access

methods.

1.2 Organisation and contribution of the thesis

In this thesis, we present methods that can be used to detect transmis-

sion opportunities for secondary spectrum users under the requirement

to protect the primary spectrum owner. The presented methods make

use of either spectrum sensing or access to a geolocation database. In

the database-based scheme, the database possesses all the information

needed to estimate the amount of interference generated to the primary

system. As a result, secondary spectrum access is reduced to interference

control problem. In the sensing-based scheme, the generated interference

is estimated by using signal level measurements. As we will discuss in

Chapter 2, sensing-based spectrum access usually boils down to a signal

detection problem.

Single-user detection is problematic when the primary transmitter is

hidden to the secondary user while the primary receivers are not. Sens-

ing can be still valuable for secondary spectrum access in the case of dis-

tributed detection [19]. In a distributed setup, it is highly improbable that

the primary transmitter will be hidden from all secondary users. Dis-

tributed signal detection algorithms and their performance in the fading

channel are discussed in Chapter 2. In Section 2.3, we show that the tra-

ditional detection framework is not appropriate for recovering the spec-

trum in the spatial domain. We propose an alternative detection model

that recovers more available spectrum without violating the protection

constraints of the primary system.

A medium access control (MAC) layer sensing protocol optimizes the al-

location of sensing resources while taking into account the secondary per-

formance targets. In Chapter 3, we classify the MAC layer protocols for

secondary spectrum sensing based on whether the secondary system has

some sort of knowledge about the primary traffic pattern or not. In this

thesis, the contributions of MAC layer sensing are related to unaware sec-

ondary systems. In Chapter 3.2 we propose a MAC scheme for energy ef-

ficient wideband spectrum sensing. In Section 3.3, we show how to design

a sensing strategy based on the capacity requirement of the secondary
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service.

At this moment, the regulation trends for secondary spectrum access

interlink geolocation databases and TVWS [20]. The regulator must de-

termine the nature of the information registered in the database and re-

turned to the device as well as the set of rules governing the operation

of the database. Note that the regulatory rules can be different in differ-

ent parts of the world. Without any doubt, they must be implemented in

the database by using low-complexity algorithms that enable a real-time

operation.

In this thesis, we suggest some secondary interference models and power

allocation algorithms for geolocation-controlled secondary spectrum ac-

cess. The systemmodel assumptions adopted in Publication I through Pub-

lication V are closely related to the regulatory rules adopted by the Elec-

tronic Communications Committee (ECC). The models and algorithms

proposed in this thesis have also been communicated to the ECC [21, 22,

23]. Currently, the ECC is making an attempt to harmonise secondary

spectrum access in TVWS in a pan-European level. The ECC rules are

shortly discussed in Chapter 4.

In Chapter 5, we present interference models for secondary networks

with a cellular, random access and contention type of MAC. We argue

that the interference from different types of networks can be controlled

by adjusting different parameters. In Section 5.3, we propose a low-

complex method for modelling the interference from random access sec-

ondary networks with a non-uniform user density. The impact of terrain-

based propagation on the interference level is captured by fitting terrain-

based pathloss values to a power law model. For large protection areas

around the primary receivers, the interference levels generated from dif-

ferent secondary transmitters at the primary receiver start being corre-

lated with one another. In order to capture the fading correlation without

doing an excessive amount of computations in the database, we propose a

constant correlation coefficient model in Section 5.4.

Given the maximum amount of generated interference that is permitted

by the primary system, the secondary transmit power allocation becomes

a resource sharing problem. In Chapter 6, we cast the secondary power al-

location algorithms as constrained optimization problems. We maximise

different secondary utilities, including the secondary transmit power level

and secondary transmission rate, in Section 6.2 and Section 6.3, respec-

tively. Unlike existing regulatory rules in Europe and the US, the pro-
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posed rules protect the primary system in all cases. The issue of fairness

in resource allocation is also highlighted in Chapter 6. Finally, the thesis

results are summarised in Chapter 7.

1.3 Publication summary

The thesis is an overview of eight publications. The first five deal with

the database-controlled secondary spectrum access and the rest with the

sensing-based secondary spectrum access.

In Publication I, we suggest a method for allocating the transmission

power levels in the downlink of cellular systems that operate in the TVWS.

The challenge is to control the generated interference at multiple TV re-

ceivers. In order to meet the challenge, we selected a bound for the aggre-

gate interference level that was independent of the locations of the cellu-

lar base stations and that resulted in relatively simple expressions for the

interference control. Since the exact locations of the base stations are not

required for bounding the interference level, the proposed scheme allows

for multiple cellular systems, possibly belonging to different operators, to

cooperate for purposes of interference control with a small communication

signalling overhead.

Different secondary utility functions can be optimized under a constraint

for the maximum generated interference that is permitted by the primary

system. In Publication II, the sum of the transmit power levels is max-

imised in the logarithmic domain. For reducing implementation complex-

ity in the case of large-scale problem instances, we propose a simplified

proportional fair power allocation algorithm. The modified algorithm per-

forms at a nearly optimal level and it can also be applied to make decen-

tralized power allocation possible for mobile secondary transmitters.

The existing power allocation rules adopted by the ECC and Federal

Communication Committee (FCC) in the US do not take into account self-

interference in the secondary system when identifying the transmission

power levels. In Publication III, we extend the results of Publication I

and Publication II to incorporate the cellular network self-interference

into the power allocation scheme. We presented power allocation as an

optimization problem. The results of this publication are useful for cellu-

lar network planning in the TVWS and also for designing the protection

distance separation between the cellular and TV systems.

In Publication IV, we compute the distribution of the aggregate interfer-
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ence in an environment with correlated shadowing. Estimating the shad-

owing cross-correlation between all transmission pairs is a complex task.

In order to avoid it, we propose to estimate the interference distribution

by using a constant correlation coefficient model. Also, the uncorrelated

and the fully correlated secondary transmissions can easily be evaluated

and provide useful bounds for the aggregate interference level.

In Publication I-Publication IV, we model the interference from multi-

ple transmitters that are deployed in a cellular layout. In Publication V,

we model the interference from randomly located transmitters, such as,

for instance, in cellular uplink or wireless local area networks (WLAN).

We compute the distribution of the aggregate interference in a realis-

tic environment, incorporating spatially non-uniform service demand and

terrain-based radio propagation. In order to estimate the distribution of

the aggregate interference, we proposed two modifications to the well-

known Poisson point process (PPP) model. The proposed model has a low

complexity and makes it possible to estimate the aggregate interference

under a massive use of spectrum, which is ultimately the decisive factor

for the commercial feasibility of secondary services.

Traditional sensing-based spectrum allocation schemes degenerate the

interference control process into a signal detection problem. Usually, the

signal detection algorithms utilise a binary hypothesis test, assuming

that the signal is either present at a fixed level or absent. In Publication

VI, we model the signal level under both hypotheses. The proposed model

makes it possible to discover more opportunities for secondary spectrum

access in comparison with the traditional hypothesis framework. Also,

the analytical predictions of the model provide a better match for the way

in which the signal detector performs in a realistic environment.

In Publication VI, the secondary system measures a single spectrum

band. The secondary system can benefit from distributing the spectrum

measurements across multiple spectrum bands. In Publication VII, we

identify how many bands need to be measured in different fading envi-

ronments. It is shown that for energy efficient tracking, it is not always

optimal to measure the complete candidate bandwidth and involve all sec-

ondary users in spectrum measurements.

In Publication VII, the performance of the secondary network is de-

scribed in terms of throughput. In Publication VIII, we consider a con-

stant bit rate service and measure the secondary performance in terms of

its service blocking probability. The objective is to design a sensing strat-
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egy based on a certain blocking probability target. Publication VIII exam-

ines the fundamental relationship between the capacity requirement of a

particular service and the demand placed on the measured spectrum.
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2. Sensing-based spectrum access

Spectrum sensing can be used to detect secondary transmission oppor-

tunities either in time and/or in space. When the primary system em-

ploys bursty transmission, the secondary user can detect the empty time

slots and multiplex its signal over them without causing any performance

degradation at the primary receivers. On the other hand, when the pri-

mary system employs continuous transmission, the secondary user has to

estimate the interference it generates at the primary receivers by using

signal level measurements. This is difficult to do in practice because the

locations of primary receivers are not known. In order to bypass the loca-

tion uncertainty, one can consider that the secondary transmission must

be harmless for the primary receivers if the secondary user is located far

away from the primary transmitters.

The primary signal level at the location of the secondary user can be

used as a proxy for its distance to the primary transmitter [24]. A target

signal level, Pε, can be defined to decide whether the secondary user is

located far enough away from the primary transmitter or not. The sec-

ondary user is granted the primary system’s spectrum provided that the

signal level at its location is below the target level. Essentially, the in-

terference estimation process for sensing-based spectrum access in the

spatial domain can also be reduced to a signal detection problem and the

results from classical detection theory can be used.

The traditional signal detection framework defines two hypotheses [25].

Hypothesis H0 models the presence of pure noise, while hypothesis H1

consists of a signal embedded in the noise. The detector measures the

spectrum and has to decide which hypothesis is present.

H1 : y(n) =
√
PS · s(n) + w(n) (2.1i)

H0 : y(n) = w(n) (2.1ii)

where y(n) and s(n) are the n-th received and the transmitted signal sam-
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ple, respectively, w(n) is the noise sample and PS denotes the signal level

at the sensor’s location. With sensing-based secondary spectrum access

the signal level, PS , should be replaced by the target level, Pε.

For binary hypothesis testing, the optimal decision test is a likelihood

ratio test (LRT) both in a Bayesian and Neyman-Pearson sense [26, pp.9,

17]. Accordingly, the user constructs the likelihood ratio, Λ(y), of the hy-

potheses and compares it with a threshold, η:

Λ(y) =
p(y|H1)

p(y|H0)

H1≥ η, (2.2)

where p(y|Hi), i ∈ {0, 1} is the joint probability distribution function (PDF)

of the measured samples, y, conditioned on each hypothesis.

After replacing the PDFs p(y|Hi), i ∈ {0, 1} in equation (2.2), the likeli-

hood ratio can be written as a function of the measured samples L(y). The

function, L(y), is called the test statistic. Upon receiving the measured

samples, the detector evaluates the statistic, L(y), and compares it with

a threshold, η′:

L(y) =
H1≥ η′. (2.3)

In threshold-based binary signal detection algorithms, there are four

possible courses of action. Two of them correspond to erroneous decision:

a misdetection describes a case where the signal is present but the detec-

tor favours hypothesisH0. A false alarm describes a case where the signal

is absent but the detector votes for hypothesis H1. Within the context of

secondary spectrum access, a misdetection generates interference at the

primary receivers, while a false alarm is tantamount to a lost secondary

transmission opportunity.

The reliability of spectrum sensing for a certain signal level is usually

described in terms of the following two metrics: the misdetection probabil-

ity Prmiss and the false alarm rate Prfalse. These metrics can be evaluated

provided that the PDF of the measured samples conditioned on each hy-

pothesis is known and that the decision threshold at the detector is set.

Single sensor detection may suffer from poor performance due to multi-

path fading and shadowing. The sensor has to account for the rare pos-

sibility of a deep signal fade. In order not to miss the signal, the sensor

has either to operate at a high false alarm rate or use excessive sensing

times. Distributed detection makes it possible to average out the fading

with multiple independent sensors. For the same misdetection probabil-

ity and an equal number of measured samples, a lower false alarm rate is

achieved in comparison with single sensor detection.
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Distributed detection was originally developed to improve the perfor-

mance and survivability of radar systems and it became quite popular

with the development of wireless sensor networks (WSN). Since early

2000, it has been proposed as a means to uncover secondary spectrum

sharing opportunities in licensed spectrum bands (see [27] and the ref-

erences therein). First, we review the most fundamental results for dis-

tributed detection and data fusion. Then, we discuss how theses results

have been used and extended within the context of secondary spectrum

access.

2.1 Distributed detection in sensor networks

Tenney and Sandell have extended the well-known Bayesian detection

theory to include multiple distributed sensors [28]. In the distributed

setup, it is assumed that multiple sensors observe the same phenomenon,

either hypothesis H0 or H1, and jointly decide on the presence of the true

hypothesis. The distributed detection schemes can be classified in terms

of their network configuration. For instance, it is possible to have a cen-

tral node, also known as a fusion centre (FC), which can either decide on

behalf of the sensors or not. Also, distributed detection algorithms may

use a different amount of information exchange between the sensors and

a different combination rule for the sensor measurements at the FC.

2.1.1 Classification of distributed detection schemes

The most common distributed sensor configurations are serial, decentral-

ized and centralized configurations [29].

The configuration of sensors depicted in Fig 2.1a is known as a serial

configuration. The first sensor in the sequence processes the collected

measurement, y1, and communicates the result, u1, to the second sensor

over the reporting channel, h1. The second sensor combines its own mea-

surement with the data, z1, received from the first sensor and sends the

outcome to the third sensor. The last sensor in the sequence is responsible

for making the overall decision, u0. The sensors in the serial configuration

should be ranked for optimal detection performance. Even if the reliabil-

ity of the sensor’s decisions is known a priori, this is a complex task and

no general results exist so far [30]. Also, the serial configuration is very

sensitive to link failures and suffers from a high delay.
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(a) Serial configuration.

(b) Centralized configuration.

Figure 2.1. Distributed detection schemes.

In the centralized configuration (see Fig. 2.1b), the measurements, yi,

are processed at each sensor in parallel. The processed data, ui, is com-

municated to the FC. The FC receives the data, zi, sent over the report-

ing channel hi and decides on behalf of the sensors whether the signal is

present or not. Within the context of cooperative sensing for secondary

spectrum sharing, the centralized scheme has become the most popular

because it makes it possible to reach the final decision quickly. The de-

tection performance in the centralized scheme depends on the local pro-

cessing at the sensors, the link quality of the reporting channels and the

decision rule employed by the FC.

Unlike (the serial and) the centralized scheme, the decentralized scheme
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does not rely on a FC for making the overall decision. Each sensor pro-

cesses the mesurement locally and shares the result with all of the other

sensors until a consensus is reached. The decentralized scheme needs

lots of iterations to converge because the local decisions at the sensors are

coupled.

Since the centralized scheme has been widely used in secondary spec-

trum sharing scenarios, we next review the most fundamental results for

centralized detection and data fusion for WSN.

2.1.2 Combination rules in the centralized scheme

The detection performance of the centralized scheme is affected by the

amount of information conveyed from the sensors to the fusion centre.

There are two extreme cases: a scheme where the exact measurements

are conveyed, known as soft decision combining (SDC), and a scheme

where only a binary decision is communicated, known as hard decision

combining (HDC). For the SDC scheme, the collected measurements at

the i-th sensor are communicated to the FC, ui = yi, while for the HDC

scheme the ui is binary, ui = sign(L(yi)− η′).

The performance of the SDC depends on the decision threshold set at

the FC. The performance of the HDC depends also on the decision rule

employed by the FC. The two extremes provide useful bounds for the per-

formance of any other centralized scheme. Independent and identically

distributed (i.i.d.) sensors transmitting softened hard decisions at the

FC (i.e. multi-bit information indicating also the quality of their deci-

sions) achieve better detection performance than does HDC scheme [31].

Also, the detection performance of a two-bit quantizer is inferior, but close,

to the performance of SDC with significantly less cooperation signalling

overhead [32].

HDC has become more popular than SDC because it allows for a finite

communication bandwidth over the reporting channel and also reduces

the power budget requirement. While classic detection theory for a single

sensor can be applied to an analysis of SDC, the HDC is more challenging

to analyse because the local thresholds at the sensors and the fusion rule

are coupled [33].

Optimal HDC: Since the decisions of the sensors can be treated as ob-

servations at the FC, the optimal fusion rule is an LRT:

p(u1, . . . , uN |H1)

p(u1, . . . , uN |H0)

H1≥ t, (2.4)
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where N is the number of sensors and t the threshold at the FC.

If the sensor measurements conditioned on each hypothesis are inde-

pendent and the local thresholds at the FC are known, then the LRT test,

inequality (2.4), boils down to the weighted sum of the individual deci-

sions compared with a threshold, t′ [34]:

N∑
i=1

αi · ui
H1≥ t′. (2.5)

This is known as the Chair-Varshney test. The optimal weights, αi, are

functions of the misdetection probability and the false alarm rate of an

individual sensor’s decision and are, therefore, dependent on the perfor-

mance reliability of the sensors [34]:

αi =

⎧⎪⎪⎨
⎪⎪⎩

log
1−Pr(i)miss

Pr
(i)
false

, ui = +1

log
1−Pr(i)

false

Pr
(i)
miss

, ui = −1.
(2.6)

For identical sensors, αi = α, equation (2.5) degenerates to
∑N

i=1 ui
H1≥ t′/α

and the optimal fusion rule becomes the K-out-of-N decision rule [31], also

known as the voting rule: the fusion centre favours hypothesis H1 if at

least K sensors indicate that a signal is present.

Under hypothesis H0, the sensor votes for hypothesis H1 with proba-

bility Prfalse. As a result, the false alarm probability at the FC, Pr(F )
false,

follows the binomial distribution; its parameters are the total number of

sensors N and the probability of false alarm at the sensors:

Pr
(F )
false =

N∑
i=K

C(N, i) · Prifalse · (1− Prfalse)
N−i , (2.7)

where C(N, i) is the number of i combinations in a set with N elements.

Under hypothesis H1, the detection probability at the FC follows the

binomial distribution, too, with the parameters N and (1 − Prmiss). The

misdetection probability at the FC is:

Pr
(F )
miss = 1−

N∑
i=K

C(N, i) · (1− Prmiss)
i · PrN−imiss. (2.8)

The logical OR and the AND rule, widely used in distributed detection

with fusion, are special cases of the K-out-of-N decision rule forK = 1 and

K = N , respectively. For i.i.d. sensors collecting Gaussian-distributed

measurements, the OR rule is superior at high false alarm rates while

the AND rule is superior at low false alarm rates [35]. However, this

claim does not hold for a general PDF of a sensor’s observations [36].
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Thus far, it has been assumed that the performance characteristics of

the sensors are fixed and known [31, 34]. For a globally optimal perfor-

mance, neither local thresholds nor the fusion rule are fixed a priori [33].

Due to the high number of computations involved, person-by-person op-

timization techniques are used to approximate the optimal solution [26,

pp.75]. Also, when the sensor observations are i.i.d., it becomes asymptot-

ically optimal to use the same local thresholds [37].

Correlated measurements: For correlated sensor observations, the

optimal fusion rule requires the joint statistics of the sensor decisions on

the left-hand-side of inequality (2.4), which are difficult to estimate in

practice. One could, however, design identical local thresholds and model

the correlated decisions between any pair of sensors with a common cor-

relation coefficient, ρ, 0≤ ρ≤ 1. Based on this assumption, the detection

performance deteriorates when the degree of correlation increases [38,

39]. For SDC, the detection peformance with exponentially correlated log-

normal shadowing is worse than that with uncorrelated fading [40, 41].

There is also one study claiming that a correlation among secondary users

can improve the detection performance, provided that the fusion rule is

convex [42].

Reporting errors: So far, it has been assumed that the local process-

ing results are conveyed to the FC through error-free channels; with ref-

erence to Fig. 2.1b, zi = ui. However, the reporting data also suffers from

pathloss, fading and noise. If the local thresholds are set by assuming

ideal reporting channels, then the detection error probabilities at the FC

will not meet the target detection constraints. Actually, even if the de-

tectors at the sensors are flawless, the FC is not able to perform reliable

detection in cases when the bit error probability over the reporting links

is high [43].

Besides the local signal-to-noise ratio (SNR) at the sensors, the detec-

tion performance at the FC depends also on the error probability in the

reporting channel [44]. The optimal K-out-of-N fusion rule can be differ-

ent with ideal and non-ideal reporting channels [45]. In general, the SDC

outperforms HDC in the presence of channel errors, while the majority

rule is the most robust among the HDC schemes [46]. Counterintuitively,

while the MRC is near optimal for a low SNR in the reporting channel,

the EGC outperforms MRC at most SNR values [47].

Distributed detection and data fusion have essentially set the stage for

the research on cooperative sensing for secondary spectrum sharing.
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2.2 Cooperative sensing in secondary spectrum access networks

The results from distributed detection and data fusion are not directly

applicable to cooperative sensing for secondary spectrum access. In the

distributed detection setup, a common assumption is that all sensors are

identical and that the signal level at their locations is known. In sec-

ondary spectrum sharing, the distances between users can be high, re-

sulting in unequal primary signal levels [48]. Also, the users may not

have enough resources to estimate the signal levels with sufficient accu-

racy. Instead, a target level, Pε, is defined and spectrum access is granted

only if the primary signal level is under the target level. Finally, a sec-

ondary user must comply to certain misdetection probability constraints.

Fading channel: When the measurement time is longer than the chan-

nel coherence time, the fast fading can be averaged out for a single user.

On the other hand, the impact of shadow fading cannot be eliminated for

a single user. In the worst case scenario, the primary transmitter is hid-

den from the user while the primary receivers are not. The hidden node

problem can cause an unacceptable amount of generated interference for

the primary system if it is not properly addressed. In order to account for

the possibility of a deep signal fade, a margin should be added and the

detection threshold must be reduced.

In a cooperative detection setup, it is highly improbable that the pri-

mary transmitter will be hidden from all secondary users. As a result,

the detection threshold for each user can be set higher without violat-

ing the misdetection probability constraint at the FC. This is illustrated

in Fig. 2.2. The decision threshold for single user with power detector

and a 5% misdetection probability is set at −96.1 dBm. For a cooperative

decision with the same misdetection probability at the FC, the decision

threshold for each user can increase by 2.3 dB. On the other hand, in-

creasing the individual measurement time does not bring considerable

benefits.

Cooperative detection makes it possible to reduce the fading margin and

to recover more available spectrum. This issue prompted researchers to

study cooperative detection performance under different fading environ-

ments, that has not been carried out within the context of WSN.

Under Rayleigh fading and log-normal shadowing, the OR rule is not

always optimal, so the K-out-of-N fusion rule should be used instead [40,

49, 50]. The majority rule, K = (N + 1)/2, is optimal for i.i.d. users if the
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Figure 2.2. Simulated cumulative distribution function (CDF) of the test statistic L at
the user under hypothesis H1 and decision thresholds for power detection in
log-normal shadow fading. The test statistic is L = 1

K/2

∑K/2

i=1
|yi|2 where

K/2 is the number of collected complex samples. The slow fading standard
deviation is σ = 5 dB, the primary signal level, Pε, is −101 dBm and the noise
level is −96 dBm.

optimality criterion is the total detection error rate without any explicit

constraint on the misdetection probability [51]. Different SDC schemes,

such as the MRC, EGC, square law combining and square law selection

achieve different performance in the Rayleigh fading channel [32, 52]. In

the low SNR regime, which is of practical interest for sensing-based spec-

trum sharing, the MRC becomes nearly optimal at the expense of requir-

ing the instantaneous SNR.

SNR walls: Cooperative sensing has also been proposed as a means

to overcome system-level uncertainties [53, 54]. For instance, the noise

power level cannot be perfectly estimated and some uncertainty always

exists. When the uncertainty is comparable to the level of the signal that

we are trying to detect, the energy detection becomes unreliable no matter

howmany spectrummeasurements are collected [55]. The minimum SNR

that makes reliable energy detection possible is called the SNR wall [56].

In some cases, the impact of system-level uncertainties on signal detec-

tion can be overcome by cooperative user measurements. The cooperation

of multiple independent users reduces the fading margin. The detection

threshold for each user is set higher than it is for single user detection.

Provided that the number of independent users is sufficient, the detection

threshold may be set higher than the SNR wall, making reliable detection

at the FC possible [54].
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In Publication VI, we utilised the results for centralized detection with

the HDC and K-out-of-N decision rule for recovering secondary transmis-

sion opportunities in the TV spectrum. As discussed in the next section,

we have to modify the traditional signal detection model in equation (2.1)

to better reflect the considered spectrum sharing scenario.

2.3 Recovering spatial spectrum sharing opportunities

While studying the detection performance of cooperative schemes, it has

been assumed that the primary user employs bursty transmission. An

opportunity for secondary spectrum sharing exists during the time that

the primary transmitter remains inactive. Within this context, the tradi-

tional signal detection framework in equation (2.1) has been used to dis-

tinguish between pure noise, H0, and the primary user signal embedded

in the noise, H1.

The traditional signal detection framework is suitable for recovering

spectrum sharing opportunities in the time domain. Wireless communi-

cation systems that use a continuous transmission also exist. TV broad-

casters transmit almost continuously in their service area and so there

is no opportunity for secondary spectrum access. However, it would be

possible to use the TV spectrum provided that the amount of interference

generated at the TV receivers is not harmful. To protect the TV receivers,

a guard area can be defined around each receiver where the secondary

transmission is not permitted. Fig. 2.3a shows the TV service area with

radius R, the TV protection area with radius Rn and the TVWS (the area

outside of the TV protection area) where the secondary operation is al-

lowed.

The secondary user is not aware of its own location and it has to decide

whether it is located outside of the TV protection area or not. In order to

do that, the user can construct two hypotheses: hypothesis H0/H1 models

the signal outside/inside of the TV protection area. In this setup, we pro-

pose in Publication VI to describe the detection performance in terms of

the amount of area where the available spectrum is recoved. At the same

time, the misdetection probability inside the TV protection area must be

controlled. In Publication VI, we illustrate that the traditional spectrum

sensing framework (2.1) is inappropriate for recovering spatial spectrum

opportunities and, as a consequence, a great deal of available spectrum is

lost. The reason for this is that hypothesis H0 in equation (2.1) does not
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(a) TV signal level and detection level.
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(b) CDF of TV signal level outside of the TV protec-

tion area.

Figure 2.3. The system setup used for the modelling process.

incorporate the primary signal.

The TV trasmitters should be mounted on high towers and their signal

should be attenuated slowly. The TV signal may be at a low level outside

the TV protection area but it still exists. To remedy the problem, in Pub-

lication VI, we modelled the primary signal not only under hypothesis

H1, but also under hypothesis H0. The traditional hypothesis test can be

modified to capture the primary signal under both hypotheses as:

H1 : y(n) =
√
PS(Rn) · s(n) + w(n). (2.9i)

H0 : y(n) =
√
PS(r) · s(n) + w(n), r > Rn. (2.9ii)

Unlike the traditional framework (2.1i), the primary signal level at the

location of the secondary user is not known. Since the primary system

does not trust the secondary deployment model, it has to protect the TV

receivers even during the worst deployment scenario [57]. As a result, hy-

pothesis H1 in equation (2.9i) assumes that the secondary user is located
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at the border of the TV protection area: Pε = PS(Rn). At the same time,

hypothesis H0 in equation (2.9ii) incorporates the primary signal level at

the user location. The hypothesis test in equation (2.9) can be used to de-

cide whether the primary signal level at the location of the user is equal

to Pε or lower. Provided that the noise power level at the user is known,

the test essentially decides whether the primary SNR at the user location

is lower than a target SNR level or not.

In Publication VI we consider energy detectors at the secondary users

and model the primary user signal sample and the noise sample with

complex Gaussian random variables with variances equal to PS and PN

respectively. As a result, the distribution of the test statistic L for K/2
collected complex samples, L =

∑K/2
i=1 |yi|2, under hypothesis H1 is Chi-

square. Due to the fact that the primary signal level PS varies in the

amount of area covered by hypothesis H0, the distribution of the test

statistic p(L|H0) becomes composite. The distribution p(L|H0) is found

by integrating the distribution p(L|PS) for a fixed primary signal level,

PS , over the distribution p(PS |H0) of all possible signal levels taken into

account by hypothesis H0 [25, pp. 86]:

p(L|H0) =

∫ Pε

Pmin

p(L|PS) · p(PS |H0) dPS (2.10)

where Pmin is the signal level at the border of the secondary area.

The primary signal level distribution under hypothesis H0 depends on

the signal attenuation model and the user distribution. The solid line in

Fig. 2.3b shows the distribution of the TV signal level outside of the TV

protection area for the uniform distribution of secondary users and the

power law attenuation model. In general, the signal level distribution

has a complex form and it is difficult to use it for analytical derivations.

In Publication VI, we propose to approximate the distribution of the TV

signal level, p(PS |H0), with the uniform distribution (see the dashed line

in Fig. 2.3b).

After replacing the uniform approximation, p(PS |H0) ≈ 1/(Pε−Pmin), in

equation (2.10), the test statistic, p(L|H0), can be expressed in the form of

the lower incomplete Gamma function, γ(·, ·). By using the series expan-

sion of the γ(·, ·) function, the false alarm probability can be expressed as

a finite series sum:

Prfalse = 1−
K/2−1∑
j=1

(PN+Pε) · γ
(
j, η

2·(PN+Pε)

)
− (PN+Pmin) · γ

(
j, η

2(PN+Pmin)

)
(j − 1)! · Pε · (K/2− 1)

.

(2.11)
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For comparison purposes, the false alarm probability under pure noise

is:

Prfalse = 1− 1

Γ(K/2) · γ
(K
2
,

η

2 · PN

)
. (2.12)

In Publication VI we propose to express the total amount of available

spectrum as a ratio of the area covered by hypothesis H0 divided by the

full area. That can also be viewed as the prior probability, Pr0, of hypoth-

esis H0, and it corresponds to the amount of spectrum that is recovered in

the absence of sensing errors. The quality of the signal detection models

is assessed based on the amount of recovered available spectrum and also

based on the similarities between the model prediction and simulation

results.
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(a) Soft combining.
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(b) Hard decision combining.

Figure 2.4. Amount of TVWS recovered by spectrum sensing. N = 5 secondary users,
K/2 = 5 collected complex samples per user. Target SNR level Pε/PN varies
between 1 dB and 5 dB and the misdetection probability target is 1 %.

The comparison of the two models has been carried out both for single

user detection and for distributed detection with SDC and HDC using the

K-out-of-N decision rule [31] (see Fig. 2.4). The two models utilise differ-
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ent decision thresholds because they evaluate the false alarm probability

by using different expressions. For setting the decision thresholds, we

minimised the total detection error probability under a constraint, Prout,

in relation to the misdetection probability:

Minimise :
η,t

Prmiss + Prfalse. (2.13i)

Subject to: Prmiss ≤ Prout. (2.13ii)

Even though the proposed signal level approximation seems to be inac-

curate (see Fig. 2.3b), it captures the system behaviour better than the

pure noise hypothesis. Because of this, it makes it possible to derive an

analytical performance prediction that matches up better with the simu-

lation results in realistic environments. Also, the decision thresholds are

in general larger compared with the thresholds calculated using the tradi-

tional model. As a result, there are cases where more available spectrum

is recovered without violating the design constraint (2.13ii). One may

further improve the prediction capability of the proposed model using a

step-wise function to approximate the primary signal level distribution

under hypothesis H0 at the cost of higher implementation complexity.

The impact of using the noise-only hypothesis to recover spatial spec-

trum opportunities in the TVWS has also been pointed out in a number

of studies [57, 58, 59, 60, 61]. In a study by Tandra, Mishra & Sahai [57],

two new metrics are introduced to describe the trade-off between primary

safety and secondary performance. The Fear of Harmful Interference met-

ric is related to the protection of the TV system. It incorporates not only

the uncertainty involved in secondary deployment, as in Publication VI,

but also the uncertainty with respect to, for example, the fading distribu-

tion, the distance-based pathloss and the noise distribution. The Weighted

Probability of Area Recovered metric is related to the secondary perfor-

mance. An exponential distribution for user deployment is assumed and

the false alarm probability is integrated with the user density. Unlike

in Publication VI, a closed-form expression is not derived for the Weighted

Probability of Area Recovered.

In two separate studies by Tandra, Sahai & Veeravalli [58, 59], the

Weighted Probability of Area Recovered is extended to the Weighted Prob-

ability of Space-Time Recovered for recovering spectrum sharing oppor-

tunities jointly in space and time. In our own study [60], we utilise the

uniform distribution to approximate the TV signal level outside, but close

to, the TV protection area. For area farther outside the protection area,
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we use the noise-only hypothesis. The simulations show that more avail-

able spectrum can be recovered. Finally, in another study [61] we inte-

grate the uniform approximation into the autocorrelation-based detection

of Orthogonal frequency division multiplexing (OFDM) signals and draw

similar conclusions to the ones we drew in Publication VI.

2.4 Discussion

In this chapter, we reviewed the key results pertaining to distributed de-

tection and data fusion for WSN and discussed how these results have

been extended in the field of sensing-based secondary spectrum access.

We focused on centralized distributed detection and outlined how the com-

bination rule impacts detection performance at the FC. For improving

detection performance and reducing the cooperation signalling overhead,

one can find in the literature additional proposals, such as censoring of

local measurements [62], clustering of sensors [63] and relaying [64]. A

discussion of these methods is beyond the scope of this thesis.

Also, we argued that the traditional signal detection framework is not

suitable for recovering spectrum sharing opportunities in the TVWS. TV

signals exist practically everywhere. This calls for new performance met-

rics rather than the misdetection probability and false alarm rate. We

proposed incorporating the primary signal level distribution into the sig-

nal detection framework and described the performance in terms of the

percentage of TVWS where the available spectrum is recovered.

So far, it has been assumed that all users are involved in sensing and

that they measure a single spectrum band. The distributed sensing prob-

lem becomes more realistic and challenging when there are multiple spec-

trum band candidates; then the users can distribute their measurements

among any number of spectrum bands. A sensing strategy should be de-

vised to determine, for instance, the order for measuring the different

bands and allocating users for the bands. Also, cooperative spectrummea-

surements can be used to reduce the amount of sensing time required to

achieve a target detection performance. That improves the spectrum us-

age efficiency because more time can be allocated for actual data trans-

mission. Issues such as sensing-throughput trade-off, sensing scheduling

and spectrum access can be grouped under the umbrella of MAC layer

sensing. This is the topic of the next chapter.
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3. MAC layer sensing

Physical layer (PHY) sensing captures the trade-off between primary sys-

tem protection and secondary system performance by using the relation-

ship between the misdetection probability and the false alarm rate. Un-

fortunately, the false alarm rate does not reveal much about the secondary

system performance at higher network layers. A low false alarm probabil-

ity does not guarantee high throughtput or a low enough blocking proba-

bility.

Channel allocation schemes for cellular systems have been developed on

the basis of meeting a target call blocking probability [65]. Due to the fact

that the service demand varies in time and location, distributed channel

assignment (DCA) schemes have become more popular than a fixed chan-

nel assignment since they are more spectrum efficient with non-uniform

traffic loads. Within an autonomous DCA, the channel allocation is com-

pletely decentralized. The base stations learn about the interference orig-

inated from the neighbouring cells by assigning spectrum measurement

tasks to the users. Then, they rank the channel candidates independent

of one another and assign channels to the particular calls [66].

Similar to the self-organised DCA in cellular networks, theMAC layer in

secondary spectrum access is responsible for coordinating both spectrum

sensing and spectrum access. The difference lies in the fact that secondary

spectrum sensing performance at the PHY should be integrated with the

algorithms for allocating the sensing resources. For instance, a reliable

detector that requires ’short’ sensing times enables the MAC layer to re-

quest spectrum measurements over a wide channel bandwidth. If only a

few channels are available for sensing, the MAC layer could request short-

ening the sensing time to increase the data transmission time. This close

interaction between PHY sensing and the MAC layer is a unique feature

of secondary spectrum access, giving rise to the term MAC layer sensing.
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The sensing resources in secondary spectrum access are the spectrum

measurement time, the users available for conducting spectrum measure-

ments and the candidate spectrum bands. A careful review of MAC layer

protocols reveals that the resource allocation depends on whether the sec-

ondary users are aware of the primary traffic model or not. In Section 3.1

through Section 3.3, we discuss MAC protocols for unaware secondary

systems, whereas MAC protocols for aware systems are discussed in Sec-

tion 3.4.

3.1 Sensing time optimization

In time-slotted secondary systems, some part of the time slot should be

dedicated to spectrum sensing and the remaining part should be used for

data transmission. If the secondary system is not aware of the primary

traffic model, the time slot duration, T , must be smaller than the maxi-

mum permitted time the primary system can tolerate the secondary gen-

erated interference. Provided that the misdetection probability target is

met, this strategy assures that the primary user is sufficiently protected.

For fixed time slot duration and misdetection probability, increasing the

sensing time, τ , reduces the false alarm rate, but it also reduces the time,

T −τ , left for secondary data transmission. If the sensing time is reduced,

an available band may be classified as occupied and the transmission

opportunity will be lost. A sensing time that maximises the secondary

throughput must exist. This is known as the sensing-throughput trade-

off.

3.1.1 Sensing-throughput trade-off

Let us denote the secondary data rates over the available and occupied

spectrum bands by R0 and R1, respectively. Due to the impact of the

primary generated interference to the secondary system, R0 > R1. The

expected secondary data rate,R, is the weighted sum of the data rates,R0

and R1, with the probability of classifying a measured band as available:

R = R0 · Pr0 · (1− Prfalse(η, τ)) +R1 · Pr1 · Prmiss(η, τ), (3.1)

where Pr0 and Pr1 are the prior probabilities that a measured band is

available and occupied, respectively.

The sensing-throughput trade-off for a single spectrum band can be for-
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mulated as follows:

Maximise :
η,τ

T − τ

T
· R. (3.2i)

Subject to: Prmiss ≤ Prout (3.2ii)

τ ≤ T. (3.2iii)

For fixed sensing time, the misdetection probability and the complemen-

tary false alarm rate both increase with increasing threshold. In order to

maximise the expected data rate, the threshold must be set so that the

optimization constraint (3.2ii) becomes tight. As a result, the threshold

becomes a function of the sensing time and the misdetection probabil-

ity target, Prout. After replacing the threshold in equation (3.2i), a one-

dimensional search within the time interval (0, T ] would be sufficient for

identifying the optimal sensing time.

Figure 3.1. Multiband spectrum sensing detector and time slot structure.

In multiband spectrum sensing, the secondary user has either a wide-

band RF antenna or multiple narrowband RF front ends. It is assumed

that the time slots over the different channels have equal durations and

that they are perfectly aligned with each other (see Fig. 3.1). The exten-

sion of sensing-throughput trade-off over the M spectrum bands follows

accordingly:

Maximise :
η,τ

.
T − τ

T
·

M∑
k=1

R(k) (3.3i)

Subject to: Pr(k)miss ≤ Prout ∀k (3.3ii)

τ ≤ T. (3.3iii)

Impact of cooperative spectrum sensing: One way to increase the

achievable throughput for the same misdetection probability target is to

reduce the sensing time by introducing cooperative spectrum measure-

ments. The sensing-throughput trade-off depends both on the fusion rule
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and the local processing at the users [67]. There is already a number

of studies investigating the sensing-throughput trade-off for the EGC,

MRC, OR and AND fusion rules with energy detectors at the users [68, 69,

70]. The optimal sensing time and voting rule have been derived by Peh,

Liang, Guan & Zeng [70]. The soft decision combining has a high over-

head, which reduces the fraction of sensing time if the overall sensing-

reporting time is fixed. For short sensing-reporting time and large num-

ber of users, the hard decision combining can perform better [71].

Impact of available power budget: The secondary transmission rate,

R0, depends on the secondary transmit power and the link quality. If the

power budget is limited, the user may optimize the power allocation over

the different channels to maximise the sum throughput. The transmit

power allocated on each channel depends on the detection performance

and the link quality of all the other channels. If the availability of a chan-

nel is low and the link quality is also poor, the user would rather save the

available resource by allocating a limited power budget on that channel.

On the other hand, if the availability of a channel is high and the link

quality is good, the user should increase the measurement time to detect

the transmission opportunity. At the same time, the user should allocate

a high power level to exploit the favourable link conditions. Under trans-

mit power constraints, the sensing time and the allocated power levels are

coupled and they both contribute to sensing-throughput trade-off [72, 73].

Impact of RF front end: So far, it has been assumed that each user

measures all the candidate channels (see Fig. 3.1). Due to the hardware

and implementation costs, each user may have just a single narrowband

antenna, which can scan one spectrum band at a time. In sequential spec-

trum sensing, the user has to divide the sensing time within a time slot

among the channels available for sensing. The total sensing time and the

sensing time dedicated to each band have been set by Fan & Jiang [74] to

maximise the sum ergodic throughput. Spectrum bands with low primary

SNR will dominate the sensing time.

Impact of channel sensing order: When the user is interested in ac-

cessing just a single channel within a time slot, the sensing-throughput

trade-off in sequential spectrum sensing depends also on the channel

sensing order. Let us consider a scenario in which all of the channels

are identical except for their availabilities, Pr(k)0 . When it is determined

that a channel is available, the user can either start transmitting or else

keep on searching for a channel with better quality at that time slot. For a
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given channel sensing order, this is an optimal stopping problem. A sens-

ing order and a stopping rule exist that maximise the expected through-

put [75]. Counterintuitively, it is not optimal to sense the channels in

the order of decreasing availability. Also, it is in general not optimal to

use the same sensing orders among different users due to channel con-

tention [76]. When the channels are not identical, it is optimal to rank

them in the order of their diminishing rates, R(k)
0 , and access the first

sensed-free channel [77]. Note that perfect sensing accuracy has been

considered in the above-mentioned [75, 76, 77].

Even thoughmuch research has been devoted to analysing of the sensing-

throughput trade-off, there is one method that promises to surpass it in

a practical setting [78]. The secondary receiver may decode the useful

signal, cancel it off from the received signal and perform primary sig-

nal detection on the remaining signal. If the primary signal is detected,

the secondary transmission will be prohibited in the next time slot. In

this way, the sensing and the transmission times become equal to the full

time slot duration, enhancing both the detection reliability and through-

put while the primary system is still protected.

3.1.2 Sensing-outage trade-off

The achievable secondary throughput has been widely used to charac-

terise the secondary performance. Another performance metric that has

received less attention is the secondary outage probability. While the out-

age probability analysis of cellular networks depends only on the channel

link quality, with secondary spectrum access an outage can also occur due

to excessive sensing time or, in the worst case, due to the inability to dis-

cover available spectrum bands. Similar to the sensing-throughput trade-

off, there is an optimal spectrum sensing time that minimises the out-

age probability [79]. When the secondary link quality is good, the outage

probability should converge to the probability of classifying the measured

band as occupied.

3.2 Optimizing the number of users involved in sensing

Involving more users in spectrum measurements may marginally affect

the detection performance at some point. If the energy consumption or

cooperation signalling overhead is an issue, it may be more beneficial to

31



MAC layer sensing

refrain some users from spectrum sensing. In Publication VII we con-

sider identical users and discuss how many of them should be allocated

for spectrum sensing in order to strike a balance between detection per-

formance and an efficient utilisation of the available resource. For non-

identical users, e.g. users experiencing different primary signal levels or

employing different detectors, one can refer, for instance, to several recent

studies [80, 81].

The trade-off between sensing performance and resource usage efficiency

has been illustrated for a single spectrum band by Chen [82]. The trade-

off is studied by using a cost function, which is the weighted sum of the

detection probability and the efficiency of the resource usage. The number

of users maximimising the cost function is identified for different chan-

nel models (AWGN, log-normal and Rayleigh) using a numerical search.

When the sensors are i.i.d. and the OR rule is employed, a closed-form

expression for the optimal number of users can be derived [83].

In Publication VII we extend the results provided by Chen [82] to in-

clude multiple spectrum bands. The energy spent on sensing is used to

assess the efficiency of the resource utilisation. The aim is to strike a

balance between the expected secondary data rate and the energy con-

sumption. The expected secondary data rate is a simple extension of (3.1)

for M spectrum bands:

R =
M∑
k=1

R(k)
0 · Pr(k)0 · (1− Pr

(k)
false) +R(k)

1 · Pr(k)1 · Pr(k)miss. (3.4)

We consider a fixed measurement time and assume that each user mea-

sures a single spectrum band within a particular time slot. If the energy

spent per user is denoted by P , the total energy consumption increases

linearly with the number of users involved in sensing P ·∑M
k=1Nk, where

Nk denotes the number of users measuring the k-th spectrum band.

To analyse the trade-off, we combine in a single cost function J , the

weighted sum of the objectives:

J = (1− a) · R
Rmax

− a

N · P ·
M∑
k=1

Nk, (3.5)

where Rmax =
M∑

m=1
R(k)

0 Pr
(k)
0 +R(k)

1 Pr
(k)
1 Pr

(k)
out is a normalisation constant

and a, 0 ≤ a ≤ 1 is the weighting coefficient.

We employ energy detectors at the users and EGC at the FC. We identify

the number of users measuring each band, N = (N1, . . . NM )
T , and the

decision thresholds at the FC, t = (t1, . . . tM )
T , so that the cost function J
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is maximised. At the same time, we control the generated interference at

the primary system through the probability of misdetection.

Maximise :
t,N

J. (3.6i)

Subject to:
M∑
k=1

Nk ≤ N, (3.6ii)

Pr
(k)
false ≤ Pr

(k)
und ∀k, (3.6iii)

Pr
(k)
miss ≤ Pr

(k)
out ∀k, (3.6iv)

where the constraints (3.6iii) are optional and they can be used to guar-

antee a certain false alarm rate.

The optimization problem in equation (3.6) can also be formulated as a

0-1 multiple-choice knapsack packing (MCKP) problem. To solve it, we

propose using the greedy MCKP algorithm [84, 85] along with an addi-

tional heuristic. The proposed algorithm provides near optimal solutions

for small problem instances and we also use it to study energy efficient

wideband spectrum sensing. We consider identical spectrum bands and

investigate the impact of fading on the number of measured bands and

the allocation of users.

The following conclusions can be drawn based on Publication VII. If

the fading can be averaged out at a single user, we will allocate the users

to the spectrum bands in a round-robin fashion until the gain in detec-

tion accuracy becomes marginal (see Fig. 3.2a). When many users need to

collect cooperative measurements to mitigate the fading effects, the sens-

ing strategy is different. Initially, we will allocate one user per spectrum

band to increase the chance of measuring enough available bands. We will

start aggregating the users on the same band only if the cooperation gain

outweighs the energy consumption in the cost function (see Fig. 3.2b).

In Publication VII, we did not consider the sensing-throughput trade-off.

Actually, the sensing time and the amount of users engaged in spectrum

sensing could be jointly set. For a fixed measurement time within a time

slot, a greater degree of spatial diversity improves detection reliability

but it also increases the communication reporting overhead. The time left

for data transmission will be reduced. It turns out that it is beneficial

to increase the number of cooperating users and reduce the individual

measurement time for secondary throughput maximisation [86].

So far, the sensing resources have been allocated by considering the

secondary throughput at the PHY as the optimization criterion. When

there are multiple users competing for spectrum access, the throughput
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(b) Slow fading.

Figure 3.2. User allocation over M = 20 candidate bands. The weighting parameter is
a = 0.15. K/2 = 100 complex samples per user, target detection SNR −12 dB,
fading standard deviation 3 dB and misdetection probability target 5 %.

at the higher layers becomes a better performance measure. In a WLAN

network with distributed coordination function, the saturation through-

put decreases after a certain number of users compete for spectrum ac-

cess [87]. The product of the saturation throughput multiplied by the

probability of correctly detecting the available band has been defined as

the effective secondary throughput by Chen, Yang & Zhao [88]. A single

network size exists, which maximises the effective secondary through-

put [88].

As a side-product of the analysis in Publication VII, we find that it may

not be optimal to measure the complete bandwidth for energy efficient

sensing. Similar conclusion is drawn when considering the overall energy

comsumption during sensing, probing and secondary transmission [89].

However, the required amount of measured bandwidth should primarily

be associated with the capacity demand of the secondary service.
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3.3 Optimizing the number of measured bands

Despite its importance, the relationship between the capacity require-

ment of the secondary service and the demand in measured spectrum

has not received much attention in the existing literature. In Publica-

tion VIII, the relationship between the service demand and the sensing

requirement is described as follows: if the users measure only a few spec-

trum bands, the sensing accuracy can be improved by using cooperative

spectrum measurements, but the chance of detecting enough available

bands for serving all the users will be low. On the other hand, if the mea-

surements are distributed over many spectrum bands, then the chance of

measuring enough available bands increases, but, due to the poor detec-

tion performance, the available bands can be classified as occupied and

the secondary service opportunity in these bands will be lost.

The above trade-off can also be viewed from a different angle. Let us

assume that a new secondary call arrives. The overall service demand in-

creases, but the sensing performance can also be enhanced because there

are more users available for sensing. In Publication VIII, we identify

whether it is sufficient to rearrange the allocation of users into the ex-

isting bands and possibly decrease the measurement time, or whether we

need to increase the number of measured bands to also serve the new user.

The aim is to identify the rate at which the demand in measured spectrum

increases with respect to the number of users requiring the service.

The optimization parameters are the user allocation over the measured

bands and the measurement time. The required number of measured

bands, M, is minimised by placing constraints on the service blocking

probability, Prb, the available resources (measurement time, number of

users, candidate bands) and the target misdetection probability.

Minimise:
Nk,τ

M. (3.7i)

Subject to: Prun ≤ Prb, (3.7ii)

τ ≤ T, (3.7iii)
M∑
k=1

Nk = N, (3.7iv)

M≤M, (3.7v)

Pr
(k)
miss ≤ Prout ∀k. (3.7vi)

For a fixed measurement time and number of measured spectrum bands,

the complexity of the user allocation problem is O[C(N − 1,M− 1)]; this
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means that it is not possible to conduct an exhaustive search at large prob-

lem instances. For a fixed number of measured bands, we use a greedy

algorithm to approximate the optimal user allocation. In each iteration,

the user is allocated to the band so that the blocking probability is min-

imised. The greedy algorithm is used to study the feasibility of low rate

secondary services in the TVWS.
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(a) Fraction of available spectrum bands, Pr0 = 50%.
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Figure 3.3. Minimum number of required measured bands, M , with respect to the num-
ber of secondary users for different secondary service blocking probability.
Detection parameters are similar to the ones reported in the caption of
Fig. 3.2.

In Fig. 3.3, we show the minimum required number of measured TV

bands with respect to the number of users for a different service blocking

probability. The number of measured bands does not increase monoton-

ically with the number of users (see Fig. 3.3a). Due to the fading, the

cooperation gain is small for a few cooperating users and it is better to

distribute the measurements over multiple bands to increase the chances

of measuring enough available bands. Also, for few users, a low blocking

probability may not be satisfied for any combination of sensing resources.

When the number of users is sufficient, it is possible to reduce the mea-
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surement time for maintaining the same number of measured bands. As a

general remark, the number of users utilising the spectrum grows much

more quickly than the number of measured bands. Based on this fact,

we can conclude that low rate services would have potential in the TV

spectrum.
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(a) Target blocking probability, Prb=2%.
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Figure 3.4. Minimum number of required measured bands, M , with respect to the frac-
tion of available bands, Pr0, at the secondary system location. Detection pa-
rameters are similar to the ones reported in the caption of Fig. 3.2.

Fig. 3.4 shows the impact of spectrum availability at the location of the

secondary network on the required number of measured bands. The re-

sults with no detection errors are also included to quantify the impact of

fading and noise on the number of measured bands [90]. For areas with

high availability, Pr0 ≥ 0.5, the required number of measured bands is

small. At the same time, the cooperation gain for the network size be-

ing considered is sufficient to average out the fading effects. The impact

of imperfect sensing is distinct in areas with a low spectrum availability,

Pr0 < 0.5, and with a low blocking probability target.
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Min & Shin [91] have reported that the number of measured bands can

decrease after the node density increases beyond a certain point. At that

point, the amount of throughput gained by reducing the sensing time out-

weighs the corresponding amount of throughput gained by reducing the

number of competing users. The secondary throughput at the PHY is the

optimization objective in the study by Min & Shin [91]. However, max-

imising the secondary throughput does not mean that the service require-

ment is met.

To the best of our knowledge, Publication VIII is the first work that inte-

grates (i) imperfect sensing at the PHY, (ii) a sensing strategy at the MAC

layer, (iii) a multi-channel MAC protocol and (iv) a secondary performance

evaluation higher than the PHY. The voice service has been considered as

an illustrative example, but any constant rate service can be plugged into

the analysis. The performance of the voice service in cognitive radio net-

works has also been studied using more realistic traffic models [92, 93].

However, those studies only consider a perfect sensing accuracy.

3.4 Resource allocation for a known primary traffic model

So far, it has been assumed that the state of the primary system does not

change within a given time slot. When a spectrum band is detected to

be idle, the primary user does not return during the data transmission

time. Also, the states of the primary system between consecutive time

slots were assumed to be independent. These assumptions are used when

the primary traffic model is not known. They are accurate for relatively

static primary systems and for short time slot durations.

For bursty types of traffic and long time slot duration the primary sys-

tem may be active between two consecutive sensing intervals and the sec-

ondary user is not aware that it actually generates interference. In that

case, the primary system cannot rely simply on the target misdetection

probability for its protection. At the same time, the secondary perfor-

mance degrades compared with the predictions made using the sensing-

throughput trade-off with a static primary traffic model [68].

Various metrics have been proposed in place of misdetection probability

for the primary protection. For example, the primary system may impose

an upper bound on the time duration that it can tolerate the generated

secondary interference no matter when the primary user appears and ar-

rives [94]. Also, the interference ratio, which is defined as the expected
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duration of the primary system’s active states interrupted by secondary

transmissions may be used [95, 96]. An upper bound on the packet colli-

sion probability between the primary and secondary user can also be the

primary protection constraint [97, 98].

Figure 3.5. Markov channel model and state transition probabilities.

For modelling the impact of the secondary system’s generated interfer-

ence to the primary user, and vice versa, we need a traffic model. The

access pattern of the primary system on a single spectrum band is usu-

ally modelled using a two-state random process (see Fig. 3.5) with expo-

nentially distributed lengths. The mean durations of the ON and the OFF

states are denoted by 1/μon and 1/μoff , respectively. Given the state of the

primary system in the current time slot, the probability, p, of observing

a particular state after time Δt can be determined from the birth-death

rates [99, pp.782]:

p00(Δt) =
μon

μon + μoff
+

μoff

μon + μoff
· exp (−(μon + μoff ) ·Δt) (3.8i)

p11(Δt) =
μoff

μon + μoff
+

μon

μon + μoff
· exp (−(μon + μoff ) ·Δt) (3.8ii)

p01(Δt) =1− p00(Δt), p10(Δt) = 1− p11(Δt). (3.8iii)

As a result, the probability of remaining at the same state in the next

time slot can be approximated as p00 ≈ 1−μoff and p11 = 1−μon. The prior

probabilities, Pr0 and Pr1, used for the analysis of secondary systems that

are not aware of the primary traffic model can be viewed as the probabil-

ities of observing an idle and busy state, respectively, at any given time

instant. They are the fractions of time that the primary system is idle and

busy:

Pr0 =
μon

μon + μoff
(3.9i)

Pr1 =1− Pr0. (3.9ii)

Next, we discuss how the primary user traffic impacts the allocation of

sensing resources.
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3.4.1 Sensing time and time slot optimization

Unlike unaware secondary systems, where the time slot duration is fixed

and the sensing time is optimized, aware secondary systems usually fix

the sensing time and optimize the slot duration [96, 97]. The reason for

this is that the primary protection depends not only on the quality of the

sensing outcome, but also on the primary/secondary collision probability,

interference ratio, and so forth. A long time slot increases the transmis-

sion time, T − τ , and subsequently the secondary throughput, but unfor-

tunately it increases the collision probability as well [97, 98]. As a general

rule of thumb, the slot duration should be less than the average busy and

idle times [96].

While it is obvious that high traffic intensity deteriorates the secondary

performance, the impact of the primary signal level at the location of the

secondary user is not straightforward. If the expected secondary through-

put is dominated by the achievable throughput during the primary OFF

times, a high signal level will reduce the false alarm rate and favour the

secondary system. On the other hand, for high traffic intensity it is bene-

ficial for secondary users to experience a low primary signal level [100].

The sensing-throughput trade-off for aware secondary users becomes

more challenging when there are multiple channels with different occu-

pancy statistics. With proactive sensing, the user periodically measures

the channels based on the optimal sensing times and time slot durations.

The time slot durations maximising the sum throughput are, in general,

different for the different channels. Actually, they are also coupled since

some of the transmission opportunity for a given channel is lost as a result

of sensing some other channel [101].

With reactive sensing, the user has to vacate the channel and perform a

channel search as soon as the primary transmitter returns. The relation

between the channel search time and the sensing time within a given

time slot becomes critical. If the channel search time is set higher than

its optimal value, the sensing time within the time slot must increase to

minimise false alarms and avoid an unnecessary channel search [102].

3.4.2 Exploration-exploitation trade-off

Let us consider two i.i.d. channels with state transition probabilities of

p00 � p01, p11 � p10 and a user that can sense one channel within a

given time slot. We are assuming that there is a perfect sensing accuracy
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and that one channel is detected being idle in the first time slot. In the

next time slot, the user will transmit with a high degree of probability

if it stays on the same channel. If the user switches the channel, it has

the opportunity to learn about the state of the other channel, too. Since

p00 � p01 and p11 � p10, the user will be able to predict the future state of

both channels with a high degree of probability and its reward over some

finite time horizon will potentially increase.

The user should select its channel sensing policy to balance the trade-off

between an immediate reward and an expected future reward. This is also

known as exploitation-exploration trade-off. Mind the difference between

the exploration-exploitation trade-off that determines the sensing order

between the different time slots and the optimal stopping rule [75] that

determines the channel sensing order within a given time slot.

The secondary user explores the spectrummeasurements within a given

time slot to gain some sort of knowledge about the channel state in the

future time slots. The user’s knowledge of the primary system state at

the beginning of the n-th time slot is summarised on the belief vector,

Ω(n). For independent channels, the belief vector is degenerated to match

the user’s belief about the availability of each channel:

Ω(n) = [ω1(n), ω2(n), . . . ωM (n)] . (3.10)

A sensing policy maps the belief vector, Ω(n), onto a channel measured

in the n-th time slot so that the secondary throughput over a finite time

horizon can be maximised. Deriving the optimal sensing policy has an ex-

ponential level of complexity, and because of that, myopic sensing policies

have recently become more popular. A myopic policy ignores the impact of

the user’s action on the future reward and maximises only the immediate

reward. According to the myopic strategy, the user measures the channel

k∗ maximising the conditional throughput:

k∗(n) = max
k

{
R(k)

0 ·
(
ωk(n)p

(k)
00 + (1− ωk(n))p

(k)
10

)}
. (3.11)

At the end of each slot, the belief vector has to be updated based on the

sensing outcome and the user knowledge about the primary traffic model:

ωk (n+1)=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1 kth band detected busy

0 kth band detected idle

ωk (n) p
(k)
00 + (1−ωk (n)) p

(k)
10 kth band notmeasured.

(3.12)

The myopic policy is optimal for M = 2 i.i.d. channels [103] and can be

implemented by using the following simple rule: the user does not switch
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channels when the channel in the current slot is busy. Otherwise, the

user performs a channel switch. For M > 2 channels, the myopic sensing

is optimal only if p00 > p10 [104].

In the presence of sensing errors, the sensing strategy can be separated

from the design of the spectrum sensing threshold and spectrum access

strategy without losing optimality [105]. This is referred to as the sep-

aration principle. The optimal sensor maximises its throughput by al-

ways trusting the sensing outcome and setting its decision threshold at

the maximum permitted misdetection probability [105]. The sensing time

can be set by using the regular sensing-throughput trade-off [68]. Af-

ter determining the sensing time and the decision threshold, the optimal

sensing strategy can be approximated by using myopic sensing policies.

The myopic policy for imperfect sensing depends also on the false alarm

corresponding to the misdetection probability target [106]. The separa-

tion principle also holds true in cases when the user can sense and access

multiple channels in a given time slot [107].

3.5 Discussion

The most naive MAC layer sensing schemes would force each user to

measure the complete candidate bandwidth and assume a fixed spectrum

measurement time. That would require extending single band detection

algorithms to include multiband spectrum sensing [108]. In this chapter,

we discussed MAC layer sensing schemes that make it possible to use the

available sensing resources to optimize the secondary performance and

protect the primary system.

We proposed classifying MAC layer sensing protocols based on whether

the primary traffic pattern is available at the secondary users or not. This

type of classification makes it possible to determine the secondary time

slot structure and the metric used to protect the primary system. Also,

it helps determine whether the spectrum measurements in different time

slots should be considered independent or whether they can be used to

predict the idle/busy periods of the primary system in future time slots.

There are two issues related to MAC layer sensing that have not been

addressed. The first one has to do with the signalling overhead required to

share the measurement information, while the second one has to do with

controlling the amount of aggregate interference due to multiple users

simultaneously accessing the spectrum. The first problem can be miti-

42



MAC layer sensing

gated by developing efficient protocols for reporting the sensing informa-

tion (see, for instance, the studies by Cormio & Chowdhury [109] and Li,

Petrova & Mähönen [110] for time-slotted and contention-based reporting

protocols, respectively).

The sensing-based control of aggregate interference is still an ongo-

ing problem. According to the current standardisation rules in Europe,

secondary spectrum access cannot be based solely on spectrum sensing.

In the US, sensing-based spectrum access is allowed only for low-power

secondary devices. A centralized entity, also referred to as a geoloca-

tion database, which is possibly assisted by distributed spectrum mea-

surements, should be responsible for granting spectrum access requests.

Geolocation-controlled secondary spectrum access is the content of the

next chapter.
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4. Database-based spectrum access

With sensing-based spectrum access, the users decide whether the spec-

trum is available in an autonomous manner. Due to the hidden node prob-

lem, the detection thresholds must be set low enough to protect the pri-

mary service. This reduces the amount of recovered spectrum [111] and

the economic viability of services based on secondary spectrum access.

At least for secondary spectrum access in TVWS, the standardisation

bodies in the US, UK and Europe have already concluded that a cen-

tralized approach should be the way forward for commercially feasible

secondary services [112, 113, 114]. Based on this conclusion, secondary

users are not required to engage in spectrum sensing tasks. Instead, they

provide a location estimate to a central entity, often termed a geolocation

database. The geolocation database is in charge of handling the spectrum

access requests and assigning spectrum to the users.

The protection requirements of TV services are different in different

parts of the world. Also, different countries have different regulatory

rules for radio devices. In Europe, the device manufacturer is respon-

sible for certifying the equipment, while in the US all radio devices must

be certified by the regulator. For these reasons, the secondary spectrum

access rules are likely to be different in different countries [115]. For sec-

ondary spectrum access using geolocation, the regulatory rules determine

the nature of the information provided to the database and returned to

the secondary device.

4.1 Information provided to the database and returned to the
secondary device

A geolocation database can be broadly understood as a translation mech-

anism between the primary and the secondary spectrum users [116]. Ini-
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tially, the primary spectrum users must be registered in the database.

This may include (i) registering how the primary systems perform in the

absence of secondary operation as well as (ii) how much generated sec-

ondary interference they can tolerate. The secondary users query the

database using some other means than the primary spectrum (e.g. the

internet or pilot control channels), in order to provide their location es-

timate, device type and model to the database. The database is respon-

sible for combining the inputs received by the primary system and the

secondary users and returning a set of available spectrum bands, if any,

along with the permitted transmit power levels (see also Fig. 4.1).

Figure 4.1. Digital terrestrial television (DTT) coverage in Finland for channel 30 along
with the required information provided to the geolocation database by the
DTT system and the white space device (WSD) according to the ECC rule.

Another key issue when implementing geolocation has to do with how

frequently the licensed spectrum use is updated. In the TVWS, the loca-

tion and the activity pattern of TV broadcasters remain relatively static.

Also, the deployment of Programme Making and Special Events (PMSE)

is usually planned in advance, and thus, the location and activity of PMSE

can also be registered in advance in the database [113]. The channel va-

lidity for PMSE is supposed to be checked on an hourly basis [113].

The nature of the information communicated to the database can be dif-

ferent for different regulation rules. For example, the FCC defines fixed

transmit power levels for different classes of secondary devices. Also, it

defines protection areas around the primary receivers where a secondary

operation is prohibited. According to the FCC, a channel is available at
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a particular location if that location falls outside the protection areas of

the considered channel and its two first adjacent channels [114]. As a re-

sult, TV broadcasters in the US can simply register coverage contours in

the database. The ECC in Europe and the Office of Communications (OF-

COM) in UK follow a more liberal approach, which allows the secondary

transmit power to vary based on the device location [112, 117]. The allo-

cated power must not degrade the TV location probability beyond a cer-

tain percentage. The TV system may register in the database the location

probability across the entire country or over a subset of pixels (test points)

more susceptible to the generated secondary interference (see Fig. 4.2).

Figure 4.2. Quantisation of the spatial domain and DTT test points where the secondary
interference must be controlled.

In Chapter 6, we propose power allocation algorithms for multiple sec-

ondary devices in TVWS. Our approach uses a location probability con-

straint for the TV system at a particular signal-to-interference-and-noise

ratio (SINR) target [118, pp.279]. In this sense, our method lies closer

to the proposals made by the ECC and OFCOM rather than those made

by the FCC. Next, the existing regulatory rules proposed by the ECC are

briefly reviewed while a review of world-wide trends in secondary spec-

trum access in TVWS can be found in a study by Nekovee, Irnich & Karls-

son [20].

4.2 Regulatory rules for secondary access in TVWS in Europe

Due to the impact of slow fading, the TV field strength inside each pixel is

probabilistic. The location probability is a metric used to assess the qual-

ity of the TV reception. It describes the percentage of locations within

a square pixel with a 100 m long side where the ratio of the useful TV

field strength to the power sum of noise and unwanted interference ex-
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ceeds some target value. Let us denote by q1 the location probability in

the presence of TV self-interference and noise. In the presence of sec-

ondary transmissions, the location probability is reduced to q2. A natural

parameter for quantifying the impact of a secondary operation on TV per-

formance is the degradation in location probability q1− q2. A typical value

is 1%.

The spectrum allocation rule proposed by the ECC precludes secondary

spectrum utilisation inside the TV co-channel service area. Outside of

the service area, the transmit power level depends on the distance to the

nearest pixel belonging to the service area of a co-channel. The operation

inside the service area of adjacent TV channels has been approved by

the ECC. In that case, the TV receivers and the secondary transmitter

can be located inside the same pixel. In order to overcome the location

uncertainty, reference coexisting geometries are commonly utilised (see

Section 4.2.2).

4.2.1 Power allocation in the co-channel

Let us consider a single secondary transmitter outside of the TV service

area. Let us also ignore the TV self-interference and the noise. According

to the ECC rule, the allocated transmit power level, Pt, is [119, p.33][120]:

Pt(dB) = μTV (dB) − μg(dB) − γD/U − xq ·
√
σ2
TV + σ2

SU −MI − SM, (4.1)

where μTV (dB) and σTV are the mean and standard deviation of the TV

signal in dB, σSU is the standard deviation of the secondary signal in dB,

μg(dB) is the distance-based pathloss, γD/U is the co-channel protection ra-

tio, xq is the Gaussian confidence factor, xq = Q−1
(
1− q2

q1

)
,MI is a mar-

gin used to account for multiple simultaneous secondary transmissions

and SM is a safety margin incorporating various factors missing from

equation (4.1) such as antenna discimination, gain, and polarization.

Equation (4.1) must be evaluated for all TV test points and the mini-

mum value must then be selected. While the power allocation is straight-

forward for single transmitter, it becomes more complicated for multiple

users transmitting simultaneously. Due to the aggregate interference,

the allocated power levels at different locations are coupled. There are

multiple combinations of power levels that satisfy the location probability

constraint. The ECC has suggested values for the protection marginsMI
and SM [112]. Recently, researchers have also proposed evaluating the

multiple interference margin based on the number of active transmitters,
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MI = 10 log10N [119].

One has to keep in mind the following trade-off while setting protec-

tion margins. Low margins may result in an unacceptably high transmit

power, thus violating the TV performance beyond acceptable limits [121].

After a certain point, higher power levels may not even bring considerable

capacity gains in the secondary system due to self-interference. On the

other hand, high protection margins may result in less transmit power,

thereby requiring secondary network densification for performance en-

hancement. The regulatory rule should strike a balance between the eco-

nomic viability of secondary deployment and DTT performance degrada-

tion [116].

4.2.2 Power allocation in the adjacent channel

When the secondary transmitter is located outside of the adjacent chan-

nel TV service area, the secondary transmit power can be computed in

the same way as for the co-channel. Since the protection ratio, γD/U , de-

creases with increasing frequency separation, the permitted power level

is expected to be higher in comparison with the co-channel. Computing

the transmit power level becomes trickier in cases when the secondary

user lies inside the service area of an adjacent DTT channel.

Due to the fact that the precise location of the TV receivers within a

pixel is not known, the ECC has suggested using some coexisting refer-

ence geometries [112, 119]. There are in total twelve reference coexisting

geometries based on the type of secondary user (e.g. fixed or mobile), its

height and also on the TV reception mode (e.g. fixed roof-top or portable).

One may refer to the ECC report [119, pp.63-71] for the related illus-

trations. The reference geometry essentially determines the value of the

distance-based pathloss term, μg, and of the standard deviation, σSU , in

equation (4.1).

The reference geometries proposed by the ECC reflect a worst-case coex-

istence scenario. The distance separation between the victim TV receiver

and the secondary transmitter is set at a conservative level and the per-

mitted transmit power level is underestimated. The reference geometry

approach becomes overpessimistic particularly in areas with a low user

density [122]. Relaxing the reference geometry rule is a practical method

for increasing the cellular capacity in TVWS, at least in rural areas [123].

The protection ratios, γD/U , depend on the emission characteristics of

the secondary user and the adjacent channel frequency selectivity of the
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TV receiver. Digital Video Broadcasting-Terrestrial (DVB-T) performance

measurements under secondary interference show that the first eighteen

adjacent channels must be considered while setting the transmit power

level [124]. This means that at most locations, the allocated power level

will be dominated by the adjacent channels.

4.3 Discussion

The transition from analog to digital TV is not harmonised around the

world. This has an impact on the pace of development of regulatory rules

for secondary spectrum access in the TVWS. Currently, only the FCC has

authorised commercial entities (Telcordia in March 2012 and Spectrum

Bridge in December 2011) to provide TVWS geolocation database admin-

istration.

Geolocation databases will change our view of regulatory rules [125]. So

far, a radio device must be recertified to comply with a change in the reg-

ulations. With geolocation databases, the certification process will move

from the devices to the databases. Not only is it more convenient to cer-

tify databases than radio devices, but it also allows for adaptive spectrum

access rules. It is expected that there will be different regulatory rules at

different locations and times and more frequent updates when the rules

do not perform as expected.

In principle, geolocation-based secondary spectrum access makes it pos-

sible to pack the secondary transmitters more tightly than with the sensing-

based method without violating the TV protection limits. However, even

though geolocation databases do not suffer from the uncertainties inher-

ent in spectrum sensing algorithms, they may suffer from errors in prop-

agation pathloss modelling. Actually, the pathloss models used in the

database must be approved by the regulator and, ideally, they should be

different at different locations to capture the impact of terrain irregular-

ities (see Publication V). Only with accurate propagation models will the

database be able to uncover most of the available TVWS without harming

the TV system [126].

There are still many unsolved issues pertaining to geolocation database

operations. In order to enforce good service standards, it is expected that

multiple commercial entities will begin to offer geolocation database func-

tionality [116]. In this case, it is important to arrange the control of ag-

gregate interference towards the TV system. There should be low-complex
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methods that make it possible for multiple databases to talk to each other

and to jointly decide on secondary spectrum usage (see Publication I).

The current power allocation rules proposed by the ECC and FCC fail

to protect TV receivers in all cases because the impact of aggregate inter-

ference is not appropriately considered [127, 121]. We need interference

models tailored to the primary-secondary system setup. In Chapter 5,

we discuss secondary interference models. In Chapter 6, we propose sec-

ondary power allocation algorithms without violating the TV protection

criteria.
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5. Secondary interference models

Aggregate interference models were first developed to describe the per-

formance of cellular systems. Motivated by the Central Limit Theorem,

the aggregate interference power in the presence of multiple co-channel

interferers had initially been modelled using a Gaussian random variable

(RV) [128]. The Gaussian model enjoys analytical tractability, but it is

valid only in the absence of dominant interference sources. For instances

when the interference deviates from the Gaussian model, stable distribu-

tions have been proposed for more accurate performance analysis [129].

With the development of wireless ad hoc networks, the field of inter-

ference modelling has evolved to account for the impact of random users’

locations, routing and medium access schemes on the generated interfer-

ence [130]. Elements from the fields of stochastic geometry and spatial

statistics [131] have been used to develop probabilistic models for the lo-

cations of active transmitters [132].

In this chapter, we do not discuss the statistics of the aggregate interfer-

ence amplitude (see, for instance, the study by Win, Pinto & Shepp [133]).

On the one hand, the amplitude statistics depend on the waveforms that

have been employed, which limits the analysis to particular systems. On

the other hand, in wireless packet networks the probability of successfully

decoding a packet is commonly expressed as a function of the SINR. In or-

der to evaluate the statistics of the SINR, we need a model for the useful

signal distribution as well as for the interference power distribution.

The interference power, It, at a particular location and time can be

broadly written as the sum of the received power levels from the indi-

vidual interferers

It =
N∑
k=1

νk · Ptk ·Gk, (5.1)

where N is the potential number of interferering sources, νk is a binary

variable describing whether the k-th interferer is active or not, Gk is the
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propagation pathloss and Ptk is the transmit power level.

The nature of the components, deterministic vs. probabilistic, also de-

termines the nature of the interference. For example, the propagation

pathloss depends on the locations of the interferers, which might be ei-

ther arbitrary or probabilistic.

(a) Cellular downlink. (b) Snapshot without con-

tention control.

(c) Snapshot with con-

tention control.

Figure 5.1. Cellular downlink, PPP realisation and Matern type II realisation, all with
an equal density of transmitters deployed in the TVWS.

The secondary spectrum access imposes new challenges for interference

modelling. The existing interference models are not directly applicable

in a primary-secondary system setup. The main reason for this is the

existence of borders and protection regions between the two systems.

Two main candidates for secondary spectrum access are the cellular and

the WLAN type of systems [134]. These two systems can be distinguished

on the basis of the transmitters’ locations, i.e. the random locations in a

WLAN system vs. the deterministic locations in a cellular downlink sys-

tem. Snapshots of transmitters’ locations for different types of secondary

networks are illustrated in Fig. 5.1. In this chapter, we discuss aggregate

interference models for secondary networks with fixed locations and ran-

dom locations and outline how the existence of protection regions impacts

the interference modelling.

5.1 Interferers with fixed locations

When the locations of secondary transmitters are fixed and known, there

is only randomness at the interference level due to the propagation pathloss.

According to equation (5.1), modelling the aggregate interference at the

primary receiver degenerates to the point of modelling of the sum of RVs

54



Secondary interference models

used to model the fading from each secondary transmitter. For static net-

works, the effects of small-scale fading can be averaged out and slow fad-

ing dominates the generated interference level. Due to the fact that the

slow fading is usually modelled by a log-normal RV, modelling the distri-

bution of the sum of log-normal RVs has received considerable attention

in relation to geolocation-based secondary spectrum access. The moment-

generating function (MGF) of the log-normal distribution does not exist on

the positive half axis and so approximations have been widely employed.

Many methods have been proposed for approximating the sum of log-

normal RVs using another log-normal RV model. Their difference lies in

the way the parameters of the approximating distribution are computed.

According to the Fenton-Wilkinson (F-W) method, the first two moments

of the sum are matched to the moments of a log-normal RV in the linear

domain [135]. The degree of complexity for solving the resulting system of

equations is low because the moments of a log-normal RV involve simple

expressions.

The Schwartz-Yeh (S-Y) method applies the method of moments to the

log-domain [136]. For more than two RVs, the S-Y method needs itera-

tions to converge; as a result, the method becomes more complex. Other

approximating methods may involve cumulant matching [137], higher or-

der matching [138] and a Gauss-Hermite approximation of the MGF inte-

gral [139].

It is generally acknowledged that the S-Y method achieves better accu-

racy than the F-W method at the cost of higher implementation complex-

ity. The F-W method degrades as a result of decreasing the mean spread

and increasing the standard deviation spread among the RVs [140]. How-

ever, it does a better job of tracking the upper tail of the distribution than

the S-Y method [137]. Simulations in a primary-secondary system setup

illustrate that the F-W method actually tends to slightly overestimate the

upper tail [141]. Similarly by using the F-W method for modelling the

aggregate secondary interference, the SINR at the primary receiver is

underestimated.

In order to model the secondary interference by applying the F-Wmethod,

one has to start by computating the first two moments of the aggregate in-

terference. As discussed in Publication IV, the moments of the aggregate

interference depend on the fading correlation. To begin with, we consider

equal transmit power levels, Ptk = Pt ∀k, and i.i.d. fading samples [142,
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pp.74]:

E{IC} = Pt · E{x} ·
N∑
k=1

gk (5.2)

E{I2C} = P 2
t ·

(
E{x2} − E{x}2

)
·

N∑
k=1

g2k + E{IC}2. (5.3)

The summations in the above equations can be approximated by inte-

grals over the secondary deployment area, A:

∑
k
gk =

1

Af
·
∫
A
gada, (5.4)

where Af is the area, or footprint, occupied by a single transmitter. No

other transmitter can be active inside that area. For the downlink of a

cellular system, the footprint becomes equal to the cell size.

The ratio of transmit power, Pt, divided by the footprint, Af , is the spa-

tial power density, Pd = Pt/Af . For a constant power density over area A,

equations (5.2) and (5.3) can be read as follows [142]:

E{IC} = Pd · E{x} ·
∫
A
gada (5.5)

E{I2C} = P 2
d ·

(
E{x2} − E{x}2

)
·Af ·

∫
A
g2ada+ E{IC}2 (5.6)

where ga is the distance-based propagation pathloss from the integration

element of area A to the primary receiver.

Let us consider a power law propagation pathloss model, ga ∝ r−n, with

n being the pathloss exponent, and a secondary deployment in the infinite

plane, A = (r, φ) : r ≥ Rn, 0 ≤ φ ≤ 2π. After carrying out the integra-

tion in equation (5.5), it is possible to show that the mean interference

at the origin behaves like the interference generated by a single trans-

mitter located at the protection area boundary, r = Rn, with a pathloss

exponent increased by two ga ∝ R−n+2
n [24, 143]. Based on this remark,

one can bound the generated interference at the primary receiver by us-

ing a simple expression. However, the integral approximation in equa-

tion (5.5) is valid only if the distance between neighbouring interferers

is much smaller than the protection distance, Rn [144]. The accuracy of

the integral approximations in equations (5.5) and (5.6) is also studied

in Publication IV.

The F-W method is a convenient method for identifying the size of the

dominant interference region. Counterintuitively, it is not possible to ac-

curately estimate the interference distribution with only a few secondary

tiers [145]. The dominant interference region depends on the pathloss

exponent and the protection distance [146]. For the pathloss exponent
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n= 3.6 and an interference region ten times the protection distance, the

relative error in the mean becomes less than 3%. Similar results without

fading have been reported by Shankar & Cordeiro [147].

5.2 Interferers with random locations

InWLAN type networks, the locations of the active users can often change.

The users can be mobile while their activity depends on the traffic and

the MAC scheme that are offered. For large networks, the communica-

tion signalling overhead for updating the locations of transmitters in the

spectrum allocation database will be high. A promising alternative for

evaluating their aggregate interference to the primary system with low

complexity is to model their locations in a probabilistic manner.

The locations of transmitters in wireless networks with random access

are usually modelled using the Poisson point process (PPP) model. A

PPP model is characterised by its density, λp, which describes the aver-

age number of active users in the unit area. The PPP density depends

on the user density and the activity factor. According to the PPP model,

the number of transmitters at any time instant is drawn from a Poisson

RV with a mean that is equal to the PPP density. The locations of the

transmitters are modelled using the uniform distribution inside the de-

ployment area A.

For a PPP model the characteristic function (CF) of the aggregate in-

terference can be computed by applying Campell’s theorem [148, pp.28].

If the interferers are scattered in the infinite plane and no exclusion re-

gion around the primary receiver exists, the CF of the generated inter-

ference corresponds to the CF of a skewed-stable RV [133]. The inverse

Fourier transform of the CF can be expressed in a closed-form only for a

pathloss exponent equal to 4 and it belongs to the family of Lévy distribu-

tions [133].

The aggregate interference from the infinite plane can be used to bound

the amount of self-interference within a network. In a primary-secondary

system setup, there are exclusion areas around every primary receiver.

That can make the spatial distribution of interferers non-symmetric.

For finite deployment areas and non-symmetric spatial interference pat-

terns, the CF of the aggregate interference can have a complex form [149].

The standard method for obtaining the PDF of aggregate interference is

to integrate numerically the Fourier inverse integral of the CF. Other
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alternatives may involve Edgeworth expansion, moment-matching tech-

niques [138, 150] and the heavy-tail approximation theory [151]. Moment-

matching is probably the least complex method for modelling aggregate

interference but a researcher needs to identify a suitable distribution.

In the absence of fading, the distribution of aggregate interference re-

sembles a Gaussian distribution when the number of dominant interfer-

ers is high. This is the case when there are a large number of transmitters

and a large exclusion area around the primary receiver [152]. Otherwise,

there are few dominant interferers and the interference distribution be-

comes heavy-tailed. The log-normal distribution [153], or the distribution

due to the closest active interferer [154], can provide a better fit.

Fading increases the variance and prolongs the tails of interference dis-

tribution [144]. Under log-normal fading, the divergence from the Gaus-

sian model can be high [152]. The log-normal distribution [155], the

gamma [156] or the truncated-stable distribution [157] could be used in-

stead. With a suitable distribution at hand, the moments of the aggregate

interference still need to be evaluated.

The independence property of the PPP model makes it easier to com-

pute the MGF of the aggregate interference [158]. The conditional MGF

is equal to the MGF from one transmitter to the power of the active trans-

mitters. The MGF can be derived by averaging the conditional MGF over

the Poisson PDF. The first two moments of the aggregate interference in

the linear domain due to a PPP of intensity λp are as follows [142, pp.73]:

E{IP } = λp · Pt · E{x} ·
∫
A
gada (5.7)

E
{
I2P

}
= λp · P 2

t · E{x2} ·
∫
A
g2ada+ E {IP }2 . (5.8)

After replacing λp = N/A and Pt = PdAf in equation (5.7), one may no-

tice that the mean interference from a PPP becomes equal to the integral

representation of the mean interference in equation (5.5). The mean in-

terference levels from a PPP and from a cellular system’s downlink are

equal if the power density emitted from area A remains the same. On

the other hand, the variance in the aggregate interference from a PPP is

higher due to the randomness in the locations of the transmitters.

The PPP model may not be accurate when the number of transmitters is

small [159]. Conditioned on the number of transmitters, the PPP degen-

erates to a Binomial Point Process (BPP). Following same approach used

in [142, pp.73], the first two moments for a BPP with N users deployed
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over finite area A are as follows:

E{IB} =
N

A
· Pt · E{x} ·

∫
A
gada (5.9)

E
{
I2B

}
=

N

A
· P 2

t · E{x2} ·
∫
A
g2ada+

N − 1

N
· E {IB}2 . (5.10)

One can see that if the number of users,N , and the area size, A, increase

such that the ratio λp = N/A remains constant, the moments for the BPP

are equivalent to the moments of the PPP.

5.2.1 Interferers with contention control

The PPP model is a convenient tool for assessing the impact of secondary

transmissions on primary receivers because the moments of the interfer-

ence can easily be computed, and in some special cases, the PDF of the

aggregate interference is also available [133]. However, the assumptions

adopted in the PPP model are valid only for wireless networks employing

an ALOHA type of MAC [160].

It is well known that the spatial spectrum reuse can be enhanced by

prohibiting users located close to one another from transmitting at the

same time [161]. When the secondary MAC protocol employs some mini-

mum separation distance between the transmitters, it is possible to utilise

the hardcore point processes [132] for modelling the locations of the ac-

tive transmitters. The Matern type I and type II processes and the sim-

ple sequential inhibition process are typical examples of hardcore pro-

cesses [153].

According to Slivnyak’s theorem, the Palm distribution of a PPP coin-

cides with the distribution of the original PPP [158, pp.41]. This is not

the case for a hardcore point process. As a result, the aggregate interfer-

ence at a particular node of the process and the aggregate interference at

an arbitrary point on the plane should be computed using different meth-

ods. The self-interference in hardcore wireless networks is computed by

using Palm distribution and moment measures [160, pp.199] (see, for in-

stance, the study by Haenggi [162] for the mean interference calculation).

On the other hand, some elements from the theory of coverage processes

can be borrowed to assess the impact of secondary transmissions on the

primary receivers [163].

The Matern type II process associates each transmitter with a random

mark. A transmitter is inhibited if there is another transmitter with a

lower mark inside a circle with a radius equal to the hardcore distance,

δ. The hardcore distance can be viewed as the carrier sensing range in
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a wireless network employing Carrier sensing multiple access with col-

lision avoidance (CSMA/CA), while the random mark essentially models

the selected backoff window size. Due to its similarity to CSMA/CA, a

Matern type II process is commonly employed to model the locations of

active transmitters in wireless networks with contention control.

A common practice for computing the aggregate interference at an arbi-

trary point on the plane is to approximate the Matern process by using a

homogeneous equi-dense PPP [164]. For parent density, λp, the density of

the Matern type II process is as follows [158, pp.164]:

λm =
1− exp(−λpπδ

2)

πδ2
. (5.11)

By using the PPP approximation method, the moments of the aggregate

interference from a Matern process are computed after replacing λp with

λm in equations (5.7) and (5.8). Unfortunately, this approximation is ac-

curate only for small hardcore distances and low parent densities. The

mean interference from a Matern type II process is higher than the mean

interference from the equidense PPP due to the existence of borders [164].

Designing the carrier sensing range based on the PPP approximation will

violate the protection of the primary receivers. One way to overcome this

issue is to bound the mean interference by using a multi-tier PPP [165].

5.3 Impact of terrain morphology on generated interference

Thus far, it has been assumed that the distance-based pathloss, ga, from

the secondary area to the primary receivers is available. Also, all the

transmissions originating from the area, A, are characterised by the same

slow fading distribution. These assumptions can be problematic. The ir-

regular terrain morphology may give rise to unequal fading distributions

for transmitters located far from each other. Also, the storage require-

ment in the database can be compromised if a model is used to calculate

the pathloss instead of maintaining the values, ga.

In Publication V, we propose to divide the secondary area into multiple

disjoint areas, Aj , and use different parameters to describe the propaga-

tion pathloss for each area, Gj = cjr
−njxj , where cj , nj and xj are specific

to area Aj . In order to estimate the parameters of the pathloss model, we

equate the first two moments of the aggregate interference by using the

pathloss model, Gj , and also based on the actual pathloss values G. The

actual pathloss values are obtained from the irregular terrain channel
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model (ITM) along with the terrain elevation data [166], but they could

also have been obtained based on the measurements. When the pathloss

model is used, the aggregate interference is approximated using the log-

normal distribution.
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(b) Density of households.

Figure 5.2. The system setup used for the modelling. Real terrain and user density maps
from Helsinki area.

After matching the first two moments of aggregate interference, we ob-

tain the following system of equations:

cj · e
σ2
j

2ξ2
∑

k
r−nkm =

1

Lp

∑
k

∑
�
Gkm�

(5.12)

c2j · e
σ2
j

ξ2 · (e
σ2
j

ξ2 − 1) ·
∑

k
r−2nkm = 1

Lp

∑
�

∑
k1

∑
k2

Gk1m�
Gk2m�

−
(

1
Lp

∑
k

∑
� Gkm�

)2
, (5.13)
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where ξ = 10/ log(10) is a scaling constant, the indexes k, k1 and k2 span

all pixels belonging to the area, Aj , Lp is the number of test points used

to model the slow fading and Gkm�
represents the pathloss when using

terrain-based propagation between the k-th pixel and the m�-th primary

test point (see Fig. 5.2a) .

Since there are three unknown parameters and only two equations, we

decided to fix the value for the pathloss attenuation exponent, nj = n.

In order to compute the slow fading standard deviation, σj , we square

equation (5.12) and divide it by using equation (5.13):

σ2
j =ξ2log

⎛
⎜⎜⎜⎝1+

(∑
k r
−n
km

)2
∑

k r
−2n
km

⎛
⎜⎜⎜⎝Lp

∑
�

∑
k1

∑
k2

Gk1m�
Gk2m�(∑

�

∑
k
Gkm�

)2 −1

⎞
⎟⎟⎟⎠
⎞
⎟⎟⎟⎠ . (5.14)

The attenuation constant cj is computed after replacing the standard

deviation σj in equation (5.12) and solving for cj . In the most extreme

case, each secondary pixel can be considered as an area, Aj . In that case,

the attenuation constant, cj , and the standard deviation, σj , are computed

based on equations (5.12) and (5.13) after eliminating the summations

in terms of k. The results are depicted in Fig. 5.3. One can see that

the transmissions originating from neighbouring pixels can have a high

degree of correlation.

5.3.1 Impact of user density on generated interference

According to the PPP model, the active transmitters are distributed uni-

formly inside the area. However, this might not reflect reality, since the

users tend to form clusters (see for instance the density of households in

Fig. 5.2b). In Publication V, we model the interference from each area,

Aj , by using a PPP model. We assume that by increasing the number

of areas, we will be able to capture better the irregular propagation and

non-uniform user density.

Since the areas are disjoint, the moments of the aggregate interference

can be computed as a sum of the moments over the disjoint areas:

E {IP } = Pt ·
∑

j
λp,j · e

σ2
j

2ξ2 ·
∫
Aj

gada (5.15)

E
{
I2P

}
= P 2

t ·
∑

j
λp,j · e

2σ2
j

ξ2 ·
∫
Aj

g2ada+ E {IP }2 , (5.16)

where λp,j is the PPP density inside the area, Aj .

In Fig. 5.4, the interference distribution is expressed as the histogram

of interference levels for all test points. All of the approximating distri-

62



Secondary interference models

km
km

A
tte

nu
at

io
n 

co
ns

ta
nt

 (d
B

)

5 10 15 20 25 30 35 40

5

10

15

20

−25

−20

−15

−10

 −5

  0

  5

 10

 15

 20

 25

(a) Attenuation constant, 10 log10(cj).

km

km

S
ta

nd
ar

d 
de

vi
at

io
n 

(d
B

) 
5 10 15 20 25 30 35 40

5

10

15

20

3

4

5

6

7

8

9

(b) Standard deviation, σj .

Figure 5.3. Pathloss attenuation constant and standard deviation for each pixel. The
pathloss attenuation exponent is fixed at n = 3.5.

butions are log-normals with the parameters calculated based on the F-W

method and with the linear moments calculated using equations (5.15)

and (5.16). Since the moments in equations (5.15) and (5.16) have been

matched to the moments using ITM, the particular choice of pathloss ex-

ponent values ηj while solving the system of equations (5.12) and (5.13)

does not impact the quality of the approximation. In Fig. 5.4 one can

see that the assumption of a uniform distribution of users overestimates

the interference level by 8 dB. Surprisingly, it is possible to obtain a good

approximation of aggregate interference using only a few areas, Aj . For-

tunately, the proposed method overestimates the interference distribution

in the upper tail.

If there is user mobility and due to that changes in the user density, the
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Figure 5.4. Approximation of the aggregate interference distribution at the TV test
points using the modified PPP model.

database can still use the calculated pathloss models to identify whether

the generated secondary interference disturbs the DTT receivers. The

database just needs to update the PPP intensities λj in the equations (5.15)

and (5.16). Only if there are significant changes in the user density it

might be optimal in terms of approximation accuracy to use a different

set of clusters.

Also, the impact of indoor-to-outdoor propagation has not been consid-

ered into the proposed model. In the simplest case, indoor-to-outdoor

propagation is modelled by a constant attenuation due to the wall pen-

etration loss and the proposed model is still valid. However, it is a matter

of future research to identify whether the log-normal distribution can pro-

vide a good fit for indoor-to-outdoor propagation measurements.

5.4 Impact of shadowing correlation on generated interference

Measurements indicate that the radio signals arriving from the same an-

gular direction are correlated. There are various models describing the

slow fading correlation as a function of the signal arrival angle and the

relative distance between the interfering transmitters and the victim re-

ceiver [167, 168]. In order to incorporate a log-normal fading correlation

into the aggregate interference modelling, we need a method that can de-

scribe the distribution of the sum of correlated log-normal RVs.

For a constant and positive correlation coefficient, 0 < ρ ≤ 1, between

all pairs of log-normals RVs, their sum asymptotically converges with an-

other log-normal RV [169]. The log-normal approximation shows good
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accuracy as the slow fading standard deviation decreases and the number

of RVs increases. The extension of the F-W, S-Y and cumulant match-

ing methods for the correlated log-normal RVs can be found in a study

by Abu-Dayya & Beaulieu [170]. The F-W method still enjoys the low-

est complexity, and actually its accuracy improves when the correlation

coefficient increases [140].

In Publication IV we show that for secondary transmitters with fixed

locations, the correlation does not impact the mean (in the linear domain)

but it increases the variance of the aggregate interference distribution.

The second moment is as follows:

E{I2C} = P 2
t

∑
m

∑
n

gmgnE{xmxn}

= P 2
t

∑
m

g2mE{x2m}+ P 2
t

∑
m

∑
n �=m

gmgnE{xnxm}. (5.17)

Starting from the MGF of the bivariate normal distribution [99, pp.217],

the cross-correlation between two zero-mean log-normal RVs with stan-

dard deviations σn and σm and a correlation coefficient ρnm is

E{xnxm} = e
σ2
n+σ2

m+2ρnmσnσm

2ξ2 . (5.18)

Based on the assumption of equal standard deviations, σn=σm=σ, and

an equal correlation coefficient, ρ, for all transmission pairs, Publication

IV shows that equation (5.17) can be simplified to

E{I2C} = P 2
t

(
e

2σ2

ξ2 − e
σ2(1+ρ)

ξ2

)∑
m

g2m + P 2
t e

σ2(1+ρ)

ξ2
∑
m

∑
n

gmgn. (5.19)

Fig. 5.5 shows the interference distribution for uncorrelated, ρ = 0, fully

correlated, ρ = 1, and equally correlated, ρ = 0.7 transmissions, using

the F-W method. The correlation models [167, 168] are also simulated.

One can see that a constant correlation coefficient approximates well the

upper tail of the interference distribution obtained using the correlation

models.

Even if the correlation between the transmission pairs can be estimated,

the constant correlation coefficient approximation is still useful because

it reduces the amount of computations and storage requirements in the

database. The correlation coefficient, ρ, can be set by equating equa-

tion (5.17) with equation (5.19):

ρ =
ξ2

σ2
· log

⎛
⎜⎜⎝

∑
m

∑
n �=m

gm · gn · eρmnσ2/ξ2

∑
m

∑
n �=m

gm · gn

⎞
⎟⎟⎠ , (5.20)
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Figure 5.5. Aggregate secondary interference distribution at the TV cell border with
shadowing correlation models. The secondary transmitters are located in
the TVWS and they are placed on a cellular lattice.

where the ρmn has to be evaluated for each pair of secondary transmit-

ters based either on the correlation model or on the measurements. In

Fig. 5.6, one can see that the constant correlation model achieves good ac-

curacy for a smaller slow fading standard deviation and a higher number

of secondary transmitters.

Similar to what we found in Publication IV for a PPP, the parameters of

the approximating log-normal distribution for the generated interference

due to a BPP depend on the density of the transmitters, the correlation

model and the slow fading standard deviation [171]. Both studies show

that the log-normal distribution, with a careful selection of its parame-

ters, is able to capture the statistics of the aggregate interference.

5.5 Discussion

In this chapter, we focused on aggregate interference modelling for the

geolocation-controlled secondary spectrum access. We did not address the

issue of interference generated by secondary devices with sensing capa-

bilities, see, for instance, the studies by Win, Pinto & Shepp and Ghasemi

& Sousa [133, 138].

The existing models for computing the aggregate interference within a

system are not directly applicable for a primary-secondary system setup.

The primary receivers are spatially separated from the secondary trans-

mitters with protection distances that can be in the order of a few kilome-

ters. When the distance between secondary transmitters is much smaller
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Figure 5.6. Aggregate interference distribution at a TV test point due to the transmis-
sions from a secondary cellular downlink deployed in the TVWS. For constant
correlation coefficient model, the correlation coefficient ρ is calculated based
on equation (5.20). For different secondary cell sizes, the transmit power
levels are scaled so that the power density emitted from the secondary area
remains the same.

than the primary-secondary distance separation, the interference levels

produced by different secondary transmitters can be correlated with one

another. As demonstrated in Publication IV, the correlation should be

carefully considered because it impacts the distribution of the generated

interference.

For random access wireless networks, the spatial separation between

the primary and secondary system makes the spatial interference pattern

non-uniform. In Publication V, we show how to compute the generated in-

terference from finite area wireless networks with a possibly non-uniform
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user density. Also, in wireless networks with contention control the exis-

tence of borders between the primary and secondary systems impacts the

active user density close to the border and, subsequently, the generated

interference.

It is expected that regulators will impose constraints on the amount of

generated secondary interference that is permitted. A spectrum allocation

database can control the generated interference by adjusting some opera-

tional parameters of the secondary network. In this chapter, we discussed

three different types of secondary networks. The generated interference

from different types of systems can be controlled by adjusting the different

parameters.

The generated interference from a cellular system can be reduced by

increasing the reuse distance. For random access wireless networks, a

smaller activity factor results in a lower amount of interference. For

wireless networks with contention control, decreasing the carrier sensing

threshold increases the carrier sensing range and, subsequently, reduces

the density of active users.
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A good model for measuring the amount of generated secondary inter-

ference to the primary system is needed for describing accurately the

primary performance degradation in the presence of secondary transmis-

sions. With a good model at hand, we can look for methods to allocate the

transmit power level to secondary users. A power allocation algorithm

for secondary spectrum access must meet the regulatory spectrum access

constraints on the one hand and optimize the secondary performance on

the other.

Transmit power control (TPC) algorithms have been already proposed

since early 1960s [172]. To operate in an energy efficient manner, the total

power assigned to a group of transmitters can be minimised while a target

SINR is maintained for all transmission pairs [172]. TPC has been used

for interference management since the advent of 2G wireless networks.

For a summary of TPC algorithms in 2G/3G/4G cellular networks, see, for

instance, [173] and the references therein. The existing TPC algorithms

can be tailored to a single system.

Current standardisation rules for secondary power allocation in Europe

and the US do not provide any secondary system performance guaran-

tees. In addition, they are not able to protect the primary system service

in all cases. The power allocation algorithms proposed by the academic re-

search community usually assume a common power level for all secondary

transmitters [24, 143, 147]. While they are able to maintain satisfactory

quality for the primary service, they are inadequate for transmitters lo-

cated far from the primary coverage area.

In this chapter, we adopt the concept of interference margin for describ-

ing the amount of permitted generated interference at the primary sys-

tem. We discuss how the interference margin can be used to introduce

simple constraints while allocating power levels to secondary users. Also,
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we propose a joint rate and power allocation scheme that maintains a

fixed SINR target on the side of the secondary system.

6.1 Interference margin

For satisfactory operation of wireless packet services, a target SINR, γt,

must be satisfied at a certain outage probability target, Ot. For example,

the TV reception is satisfactory if the following condition holds true [118,

pp.279]:

Pr (γi ≤ γt) ≤ Ot, (6.1)

where γi is the SINR at the i-th TV pixel and γt is the TV SINR target.

Equation (6.1) is a chance type of constraint, which is in general difficult

to handle. Starting from inequality (6.1), one can obtain the maximum

mean generated secondary interference [174]. This quantity is commonly

referred to as the interference margin, IΔ. In [174], the authors derive the

interference margin assuming a log-normal fading both for the TV signal

and the secondary user signal. The F-Wmethod is used to compute the pa-

rameters of the approximating distribution of the aggregate interference

(see Chapter 5). Based on these assumptions, the chance constraint (6.1)

becomes

E {It} ≤ e
1
ξ

(
IΔ(dB)+

1
2ξ

var{It(dB)}
)
= IΔ. (6.2)

The interference margin depends on the secondary system parameters,

i.e. the link gains to the primary test point and the transmit power levels

through the variance of the aggregate interference, var{It(dB)}. The con-

straint (6.2), is a non-linear function of the transmit power levels. How-

ever, it is important to notice that the aggregate interference level is an

order of magnitude less than the useful TV signal level. This property pro-

vides the approximation tightness for the lower bound of the interference

margin, IΔl ≤ IΔ, which was first established in [174] and later verified

in Publication I. The lower bound depends only on the primary system

parameters and the noise level

IΔl = 10
μTV (dB)−γt(dB)+σTV ·Q−1(1−Ot)

10 − PN . (6.3)

By using the lower bound of the interference margin, one essentially

turns the probabilistic constraint (6.1), into a linear constraint, E{It} ≤
IΔl, which is easier to handle. The necessary condition for interference
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control at the i-th TV test pixel can be read as

E

⎧⎨
⎩

N∑
j=1

Gij · Ptj

⎫⎬
⎭ ≤ IΔl,i. (6.4)

If we group together the secondary transmitters with similar propaga-

tion properties, and if we assume that each group emits a uniform power

density, then the above equation becomes

∑
j
E{xj} · Pdj

∫
Aj

gaida ≤ IΔl,i, (6.5)

where gai describes distance-based pathloss and E{xj} the mean of the

slow fading for the group, Aj . The integral approximation, equation (5.4),

has been used to turn the summation in inequality (6.4) into an integra-

tion.

6.1.1 Hierarchical interference control

Inequality (6.5) indicates that the interference margin can be treated as

an available resource. Each transmitter, or each group of transmitters,

can take up a fraction of the available resource. Allocating the interfer-

ence margin to different transmitters becomes a resource sharing prob-

lem. For protecting the primary system, the necessary condition is as

follows: ∑
j
IΔl,j ≤ IΔl, (6.6)

where IΔl,j is the margin allocated to the j-th group.

After sharing the interference margin among the groups of transmit-

ters, the transmit power allocation within a group can be treated as an

independent process. In Publication I, we assume the uniform power den-

sity within each group. In that case, the allocated margin can be taken

either from a few high-power transmitters or from many low-power trans-

mitters, thus maintaining the same power density in both cases.

Geolocation databases can also trade the interference margin between

each other. A database can manage multiple groups of secondary trans-

mitters; each group would have its own power density, channel model and

footprint. Instead of exchanging the deployment contours, Aj , channel

models, E{xj}, ga, transmission footprint, Af , and power densities, Pdj ,

for interference control, the databases can first agree on their share of the

interference margin. Then, the databases can allocate transmit power lev-

els independent of one another without violating the primary interference

constraint. In this way, the communication signalling overhead between
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databases is reduced. The idea for a hierarchical power allocation has

been communicated to the ECC through the draft contribution [21].

In Publication I, we consider NS cellular secondary networks deployed

in the TVWS. Also, we define NP test points along the TV coverage con-

tour. The allocation of an interference margin among the different sys-

tems is not arbitrary. We assume a uniform power density within each

system and maximise the sum power density for all the systems:

Maximise :
Pd�0

wT ·Pd. (6.7i)

Subject to: G′ ·Pd ≤ IΔl, (6.7ii)

where the symbol 	 represents the vector inequality, or Pdj ≥ 0 ∀j, and
Pd and IΔl are column vectors with NS and NP elements, respectively; the

weights,w, can be selected to favour the different systems andG′ is a link

gain matrix with NP × NS elements. For the i-th test point and the j-th

secondary system, the [ij]-th element of the link gain matrix is

G′ij = E{xj} ·
∫
Aj

gaida. (6.8)

For IΔl 
 0, the optimization problem (6.7), is bounded and consistent.

In Fig. 6.1a, all of the systems take an equal margin share due to the

symmetric network topology. In Fig. 6.1b, one of the systems is favoured

and the rest had to adapt their power densities to maintain sufficient TV

protection.

Given the allocated interference margin for a group of transmitters,

hereafter IΔl,j = IΔl for simplicitly, different utilities, fu(·), can be op-

timized:

Maximise :
Pt�0

fu (Pt). (6.9i)

Subject to: G ·Pt ≤ IΔl, (6.9ii)

where Pt, IΔl are column vectors with N and NP elements, respectively,

and G is an Np ×N matrix of the mean link gains, including slow fading.

6.2 Optimization of secondary transmit power

The ECC standardisation rule allocates the maximum permitted transmit

power to a single secondary user, equation (4.1). For multiple users trans-

mitting simultaneously, the ECC rule scales down their transmit power

levels by using protection margins. The ECC rule does not define a quan-

tity similar to the interference margin for protecting the TV service. Also,
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(a) Uniform power density.
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(b) Non-uniform power density.

Figure 6.1. Power density allocated to cellular secondary systems possibly controlled by
different geolocation databases. Each coloured circle corresponds to a cellular
system having multiple cells. Available interference margin IΔ at each test
point is −115 dBm and the noise power level PN is −106 dBm. HATA model
for secondary propagation pathloss has been used.

it does not suggest an algorithm for setting the protection margins unless

there are up to four secondary transmitters. Using the same protection

margins in all cases would violate the TV protection limits [121]. Next,

we review the power allocation algorithms proposed in the literature.

In general, a higher transmit power level results in higher capacity. For

multiple secondary transmitters, a natural utility function to use is the

sum-power, fu = 1T · Pt. Secondary transmitters located far from the

primary system can contribute more to the sum because their link gains

are smaller. In an extreme case, the transmitter with the smallest link

gain takes most of the interference margin and the transmit power levels
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for the rest become nearly zero. The linear utility function is highly unfair.

To remedy this problem, a logarithmic utility could be used instead [175].

With logarithmic utility, the optimization problem (6.9) becomes

Maximise :
Pt�0

1T · logPt. (6.10i)

Subject to: G ·Pt ≤ IΔl. (6.10ii)

A proportional fair (PF) power allocation scheme introduces fairness but

also a high degree of implementation complexity. The complexity grows

with the number of transmitters and primary test points. On the other

hand, the geolocation database should operate with low complexity algo-

rithms in order to handle frequent spectrum access requests in real time.

In order to reduce the complexity of the PF power allocation scheme, we

propose a simplified proportional fair (SPF) algorithm in Publication II. A

schematic illustration of SPF and PF schemes is presented in Fig. 6.2.

According to the SPF scheme, we associate each secondary transmit-

ter with the primary test point where its generated interference is max-

imised. We perform PF power allocation for secondary transmitters dom-

inated by the same test point. The parameter, p0, in Fig. 6.2b describes

the mean interference each transmitter generates at its dominating test

point:

p0 = min
i∈D

⎧⎪⎨
⎪⎩IΔl,i ·

⎛
⎝|Ji|+

∑
k �=i

∑
j∈Jk

gij
gkj

· e
σ2
ij

−σ2
kj

2ξ2

⎞
⎠
−1⎫⎪⎬

⎪⎭ , (6.11)

where D is the set of dominating primary test points, Ji is the set contain-

ing secondary transmitters dominated by the i-th test point and σij is the

slow fading standard deviation from the j-th secondary transmitter to the

i-th test point.

In Fig. 6.3b, we compare the linear and the logarithmic utility for the

system setup illustrated in Fig. 6.3a. With linear utility, a single trans-

mitter is essentially favoured. With a logarithmic utility, the power levels

are allocated so that each transmitter generates equal interference at the

binding points; test points where the constraint (6.10ii), holds true with

the equality. Also, the SPF scheme is nearly optimal; it favours the trans-

mitters located far from the test points slightly more compared with the

PF scheme.
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(a) PF.

(b) SPF.

Figure 6.2. Schematic representation of proportional fair and simplified proportional fair
power allocation schemes.

6.3 Optimization of secondary rate

For a single secondary transmitter, the power allocation maximising the

secondary ergodic and outage capacity has been investigated under aver-

age/peak interference power constraints by Musavian & Aïssa [176] and

under primary outage constraint by Kang et al. [177]. The common as-

sumption is that the secondary user is able to adapt its transmission

power level based on the channel state. More transmit power is allo-

cated when either the link gain to the primary system decreases or the

link gain to the secondary receiver increases. This implies that fading

in the secondary-to-primary link can be beneficial from the perspective of

secondary rate.
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(a) System setup.
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Figure 6.3. TV protection area (blue-shaded area), secondary transmitters (red trian-
gles) and dominating TV test points (yellow stars). Distribution of secondary
transmit power level using PF, SPF and linear power allocation algorithms.
HATA model for secondary propagation pathloss has been used.

In single user OFDM, the sum-rate subject to transmit power constraint

is maximised by using the water-filling algorithm. For OFDM-based sec-

ondary users, the primary systems impose additional transmit power con-

straints on each subchannel, making water-filling nonoptimal. The sec-

ondary user should consider not only the channel state but also the avail-

able interference margin of each subchannel. An optimal algorithm based

on iterative water-filling has been proposed by Wang et al. [178]. In an-

other study [179], Wang et al. extended the algorithm to incorporate the

effect of subcarrier sidelobes on adjacent channel interference.
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6.3.1 Multiple secondary transmission pairs

With multiple secondary transmission pairs, a natural utility to maximise

is the sum-rate. Given the interference margin at the primary test points,

the optimization problem in equation (6.9), becomes [180]

Maximise :
Pt�0

N∑
i=1

wi · log2(1 + Γi(Pt)). (6.12i)

Subject to: G ·Pt ≤ IΔl, (6.12ii)

where Γi(Pt) is the SINR at the i-th secondary test point.

An explicit constraint on the minimum permitted secondary SINR in-

troduces fairness. In Publication III, we illustrate the difference in power

allocation with and without secondary constraints for a cellular secondary

system in TVWS. With TV constraints only, the secondary downlink sum

rate is maximised in a similar way as with the PF power allocation scheme

(see Fig. 6.4b). The less the link gain to the TV test points, the higher the

allocated transmission power. The power allocation trend changes if sec-

ondary SINR constraints are also considered:

Pr (Γi ≤ Γt) ≤ O
(SU)
t , (6.13)

where Γt and O
(SU)
t are the secondary SINR target and the secondary

outage probability target, respectively.

Secondary cells located close to the primary system suffer more from the

generated primary interference and they have to utilise higher transmit

power levels to meet their own SINR constraints. As a result, less of a TV

interference margin is allocated to secondary cells located further away

and the power allocation looks almost uniform (see Fig. 6.4a). In Publica-

tion III, the optimization problem in equation (6.9), subject to secondary

self-interference constraints is formulated as follows as:

Maximise :
Pt�0

N∑
i=1

log2(1 + Γi(Pt)). (6.14i)

Subject to: G ·Pt ≤ IΔl (6.14ii)

G2 ·Pt ≤ I
(SU)
Δl , (6.14iii)

where I
(SU)
�l is the vector of interference margins available at the sec-

ondary test points calculated by following steps similar to the ones used

for equations (6.2) and (6.3), and G2 is the matrix of mean link gains,

including slow fading, from the secondary interfering transmitters to the

secondary test points.
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(a) TV and secondary protection constraints.
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(b) TV protection constraints.

Figure 6.4. Spatial power density emitted from the secondary deployment area. Sec-
ondary transmitters are placed on a cellular lattice with reuse 3. TV SINR
target is 17.1 dB and secondary SINR target is −3.5 dB. Target outage prob-
ability for TV and secondary system is 10 %. HATA model for secondary
propagation pathloss has been used.

The optimization problem in equation (6.14), can be formulated as a

difference-convex programming problem [181]. For this class of optimiza-

tion problems, the global optimal solution can be identified only for small

problem instances. The results in Publication III were derived using sub-

optimal methods, which made it possible, however, to capture the general

behaviour of the power allocation. Based on Fig. 6.4a, one can deduce that

the FCC rule captures the general trend better than the ECC rule, since

it suggests the use of constant power. However, the transmit power level

must not be set equal to 4 W, as proposed by the FCC rule [114], but ac-

cording to the interference margin available at the primary and secondary
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test points.

Power allocation algorithms for sum rate maximisation problems have

also been studied for the secondary multiple access channel: multiple

secondary transmitters communicating simultaneously with a single sec-

ondary receiver [182, 183]. In that case, successive interference cance-

lation should be used for enhancing the uplink capacity. The power al-

location maximising the uplink sum-rate has been derived by Zhang et

al. [182] subject to the interference power constraint at the primary re-

ceiver and the transmit power constraints at the secondary transmitters.

If the secondary receiver is able to decode the primary signal, it can can-

cel it off from the received signal. Based on this assumption, the sum-rate

maximisation problem has been studied for different channel conditions

between the primary transmitter and secondary receiver subject to an

outage probability constraint for the primary system [183].

In addition to the the sum-rate, the secondary transmit power levels can

be allocated by optimizing some other utility function. For example, an

alternative method for capturing the impact of secondary self-interference

on the power allocation scheme is the following cost function [184]:

min

{
N∑
i=1

(Γi − Γt)
2

}
. (6.15)

According to the cost function (6.15), the secondary transmit power lev-

els are allocated so that most secondary transmission pairs experience

SINR close to the SINR target. If a user selfishly increases its own power,

the SINR of the other pairs will be reduced due to the self-interference and

the cost function (6.15) will increase. Another way to introduce fairness is

to maximise the minimum secondary SINR. The max-min fairness can be

formulated as a geometric programming problem with linear constraints

on the secondary interference generated to the primary system [185]. Fi-

nally, the PF allocation of the secondary SINR can be achieved by allocat-

ing power levels maximising the following utility [186]:

N∑
i=1

log (Γi(Pt)− Γt). (6.16)

6.4 Joint power and channel allocation

Within a single spectrum band, the secondary performance targets might

not be satisfied for all transmission pairs due to the combined impact
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of primary and secondary generated interference. The power allocation

problem becomes more challenging when there are multiple spectrum

band candidates and the geolocation database has to allocate the users

among these candidates. Joint channel allocation and TPC schemes for

wireless ad hoc networks (see, for instance, [187]) are not directly appli-

cable to secondary spectrum access because they do not consider interfer-

ence constraints on the candidate channels.

Channel allocation algorithms that maximise the secondary spectrum

utilisation were first proposed using the protocol interference model [188].

Their applicability is rather limited because the protocol model may not

correctly capture the co-channel interference on the secondary system

side. Also, these algorithms overlook the impact of aggregate secondary

interference to the primary test points.

Joint spectrum and power allocation algorithms that include secondary

SINR constraints and primary interference constraint have been proposed

by Hoang & Liang [189]. The objective is to maximise secondary spectrum

usage, or, equivalently, to maximise the number of secondary users that

are served. Without primary constraints, a power assignment on a given

channel is feasible if the spectral radius of the link gain matrix is less

than one [190]. With the primary-secondary system setup, the Pareto op-

timal transmit power vector can be used only if the primary interference

constraints are also met.

Joint spectrum and power allocation algorithms are usually characterised

by a high degree of complexity. Two possible ways to reduce the amount of

computations in the database are to (i) allocate a single secondary trans-

mitter on each channel [191, 192, 193] or to (ii) apply a two-phase ap-

proach where channel allocation is followed by user allocation [193].

When there is a single secondary trasmitter on each channel, the sec-

ondary transmit power levels stop being coupled. In that case, identifying

nearly optimal solutions for the secondary sum-rate maximisation prob-

lem [191] and outage probability minimisation problem [192] subject to

primary interference constraints becomes possible. However, exclusive

secondary spectrum usage can be problematic in areas with low spectrum

availability, and also it is unfair to use it when the transmission qual-

ity of the different channels is different. When spectrum allocation and

power control are carried out independent of each other, it is possible to

first allocate the channels to the users so that a minimum secondary rate

requirement is met. The transmission power allocation per channel can
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be optimized by using, for instance, constrained water-filling [178, 193].

For secondary spectrum access in TVWS, the power allocation in the

co-channel and the adjacent channel can be jointly optimized. The op-

timization criterion can be the maximum secondary capacity subject to

interference constraints at the TV test points. For large secondary cells,

the cellular system can operate with interference limited mode only in the

adjacent channel. In that case, it is better to only allocate the available

power in the adjacent channel [174]. Some of the power budget can be

spent on the co-channel only if the secondary cell size is small.

6.5 Discussion

In this chapter, we discussed secondary power allocation algorithms for

secondary spectrum access using geolocation. Distributed TPC algorithms

can be found in studies by Setoodeh et al. and Nadkar et al. [194, 195],

while secondary sensing-based TPC is discussed by Zhou et al. [196].

To protect the primary service, we first calculate the available inter-

ference margin at the primary test points [174]. The interference mar-

gin describes the amount of permitted secondary interference; hence, the

concept is similar to that of interference temperature [27]. By using the

concept of interference margin, the coordination of secondary interference

becomes a hierarchical process. Different groups of secondary transmit-

ters can trade an interference margin between each other. Based on their

allocated fraction of margin, the transmit power allocation can be treated

independently between the groups without violating the protection lim-

its of the primary system. A hierachical interference control reduces the

complexity of power allocation in the geolocation database.

The current power allocation rules proposed by the standardisation bod-

ies in the US and Europe for secondary spectrum access in TVWS do not

protect the TV service in all cases [127, 121]. The power allocation al-

gorithms proposed in Publication II and Publication I maintain the ag-

gregate secondary interference under the value indicated by the avail-

able interference margin. At the same time, we need power allocation

algorithms with a low degree of complexity to enable real-time computa-

tions in the geolocation database. Publication II proposes a simplified pro-

portional fair power allocation scheme that can also support mobile sec-

ondary users, while Publication I proposes allocating the transmit power

levels by maintaining a uniform power density. Both schemes are charac-
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terised by a low signalling overhead between the secondary users and the

databases.

Power allocation algorithms for secondary spectrum access have been

applied in TVWS to study whether spatial spectum holes correspond to

real secondary transmission opportunities. In a recent study, a spectrum

opportunity at a particular location was assumed to exist, only if the spec-

tral efficiency was at least 25% of the spectral efficiency required in the

dedicated spectrum [197]. The study concluded that a significant amount

of TVWS is lost even when there are only moderate requirements for sec-

ondary system performance.

In Publication III, we propose a low-complexity power allocation al-

gorithm for cellular systems in TVWS. The algorithm incorporates sec-

ondary self-interference constraints and has been used to assess the amount

of available TVWS capacity in Finland. Our results agree with the find-

ings presented by Dudda & Irnich [197]. For reuse one, the secondary

SINR constraints are not satisfied in most of the TV spectrum bands. Re-

ducing the cell size does not provide any significant capacity enhance-

ment, either. We had to increase the cellular reuse factor to obtain realis-

tic secondary capacity values.
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7. Summary and future work

7.1 Summary and conclusions

In this thesis, we studied methods for detecting secondary transmission

opportunities in white spaces based on the requirement to protect the

primary spectrum using system. Currently, two types of detection meth-

ods exist: one is based on spectrum sensing and the other on geolocation

database access.

The sensing-based spectrum access usually boils down to a signal detec-

tion problem. Cooperative detection algorithms can be used to resolve the

hidden node problem and maintain a low false alarm rate without violat-

ing the misdetection probability target. In this thesis, we illustrated that

the traditional signal detection framework is not appropriate for discover-

ing secondary transmission opportunities in the spatial domain because

it does not capture the primary signal level distribution under the null

hypothesis. To remedy the problem, we approximated the distribution of

the primary signal level under the null hypothesis using the uniform dis-

tribution. Also, we proposed to utilise the percentage of recovered TVWS

as a metric for assessing the detection performance.

A good detector does not provide much insight into the secondary per-

formance at higher network layers. The MAC layer arranges the allo-

cation of the sensing resources by taking into account the performance

targets. In this thesis, we proposed a MAC layer sensing algorithm for

energy efficient wideband spectrum sensing. The allocation of sensing re-

sources depends on the fading channel and the cost of engaging users in

the spectrum measurements. It is not always optimal to involve all users

in spectrum sensing or to measure the complete candidate bandwidth.

Also, we proposed a sensing strategy based on the capacity demand of
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the secondary service. We studied the trade-off between the service re-

quirement and the demand in the measured spectrum and illustrated the

potential for secondary services in TVWS. At least for low rate services,

the amount of users getting the service grows much quicker in comparison

with the number of required measured spectrum bands.

While the primary signal level at the location of the secondary user can

be used to infer the distance to the primary transmitter, little can be de-

duced about the location of the primary receivers. In order to bypass the

location uncertainty, the secondary user can access the spectrum only if it

is located sufficiently far away from the primary transmitters. As a result,

even with perfect detectors, a tight spectrum reuse cannot be achieved by

using spectrum sensing [198]. Also, the bottleneck of secondary spectrum

usage is the aggregate interference generated at the primary system. It

is difficult to assess the aggregate interference level based on the local

spectrum measurements at each secondary transmitter. All of these fac-

tors contribute to high protection margins, which reduce the number of

recovered spectrum opportunities for sensing-only secondary devices.

In the US, sensing-only devices must use low transmission power and

low decision levels and obey strict rules regarding the channel vacate

time [20]. At this moment, geolocation is considered the way forward

for secondary spectrum access in a primary/secondary system setup. The

main issue is the set of rules and algorithms that should govern the op-

eration of the database. The existing standardisation rules for secondary

access in TVWS fail to protect the TV system in all cases. Also, the rule

proposed by the ECC would suffer from a high signalling overhead be-

tween mobile secondary transmitters and the geolocation database. In

this thesis, we proposed low-complex secondary interference models and

power allocation algorithms that guarantee the protection of the TV ser-

vices.

In order to reduce the amount of computations in the database, sec-

ondary users with similar propagation characteristics can be grouped to-

gether. Their combined effect on the primary system can be approximated

based on the integral of the power density emitted from the secondary de-

ployment area. In this thesis, we showed how to incorporate the slow

fading correlation while computing the integral-based moments of the ag-

gregate interference. We proposed a constant correlation coefficient model

based on the average correlation over all the transmission pairs. The pro-

posed model has a low degree of complexity and matched well with the
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method that sums the interference from each transmitter.

For random access networks, the impact of the non-uniform user den-

sity on the generated interference was captured by dividing the secondary

deployment area into multiple areas. A PPP was used to model the gener-

ated interference from each area. Different areas can be characterised by

different power densities and different propagation characteristics due to

terrain irregularities.

To protect the primary system service in all cases, we calculated the

available interference margin at the primary system’s test points. The

interference margin was treated as an available resource. Based on its

share of the margin, a database can allocate transmit power levels inde-

pendently of other databases. This strategy reduces the amount of com-

munication signalling overhead among geolocation databases. The sec-

ondary power allocation algorithm was viewed as a constrained optimiza-

tion problem. Given the available margin, the secondary sum power, the

sum power in log-domain and the sum-rate utilities were maximised.

In order to assess the real-life benefits of secondary spectrum access,

we considered a cellular system deployed in the TVWS. Under secondary

coverage constraints, we illustrated that the optimal power density alloca-

tion tends to be uniform. The uniform approximation reduces the amount

of computations, making it possible to assess cellular capacity on a na-

tional level. To meet the secondary coverage constraints, the secondary

self-interference should be controlled by careful frequency planning. This

suggests that the joint channel and power allocation in TVWS is a good

possible topic for future research.

7.2 Future work

Sensing-based and database-based algorithms for secondary spectrum ac-

cess proposed in this thesis could be extended in many possible directions.

An interesting idea could be to devise a hybrid method combining geoloca-

tion and sensing techniques. As mentioned in Chapter 4, the registration

of coverage contours in the database can be inaccurate due to errors in

propagation pathloss modelling. A WSD with sensing capabilities could

measure the TV field strength and decide whether it is located inside or

outside the TV coverage contour. An open research question in this sys-

tem setup is the way to combine the outcomes received from the database

and obtained from spectrum sensing.
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There is also a clear direction to extend the results of Publication V

related to the approximation of aggregate interference distribution in en-

vironments with correlated fading and user deployment. In Publication

V, the secondary area has been divided into equally-sized smaller areas

in an arbitrary manner. Obviously, too few areas do not describe the dis-

tribution of aggregate interference accurately, while on the other hand,

too many areas necessitate high computational and storage overheads. A

potential topic for future research could be to devise an algorithm that

strikes a balance between implementation complexity and model accu-

racy. The Akaike information criterion that penalizes the model accuracy

with the number of model parameters could for instance be used.
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