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The outer layer of human tear film – the tear 
film lipid layer – covers the surface of the 
eye, in the very interface between the tear 
film and the air surrounding the eye. 
Abnormal composition of the tear film lipid 
layer may have quite severe consequences 
for health in terms of the so-called "dry eyes 
syndrome". 
In this thesis, the tear film lipid layer was 
investigated by the means of molecular 
dynamics simulations. It was found that the 
lipids form a layer to the very interface of air 
and water. In the normal tear film 
composition, phospholipids formed the 
main body of the interfacial layer, while 
cholesteryl esters were observed to 
penetrate into it, promoting tighter packing 
of the interfacial layer. When the system was 
exposed to decreasing interfacial area to 
investigate what happens when eyes are 
being blinked, triglycerides helped the layer 
to stay intact even at very small interfacial 
areas. Meanwhile, with lipid layers 
characteristic to blepharitis patients, the 
ability to form a continuous lipid layer to the 
surface was impaired. 
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Preface 

One of our most important and valuable senses is vision. There are a 

number of diseases that affect our eyes – including some that affect our 

vision. Yet, even if our ability to see is not compromised, there are disorders 

that may hinder our daily lives considerably due to pain involved with our 

eyes. One of the very common disorders in this context is the dry eyes 

syndrome. This syndrome has been investigated for decades and there are 

treatments for its symptoms, yet its cause of is not well understood.  

Here we discuss how molecular simulations bridged to experiments in 

ophthalmology can possibly, and hopefully, shed light on related issues. We 

discuss what I have done during the recent years together with my 

supervisors and collaborators to better understand on a molecular level 

how the tear film lipid layers function on the surface of an eye. It is quite an 

intriguing idea that lipids, which are the molecular form of fat, may have a 

role to play in complex diseases such as the dry eye syndrome. A variety of 

experimental studies yet supports this view in general.  

The work I discuss here mainly focuses on molecular simulations that I 

have carried out to elucidate the structural and also dynamical properties of 

tear film lipid layers. All simulations have been coupled to experiments, 

with an aim to gain added value by doing them in unison. However, as the 

core of my work is based on simulations, this thesis is also organized to 

highlight the background and practical aspects associated with molecular 

computer simulations, and then to discuss how they can be used to generate 

new knowledge about tear film lipid layers.  

Some of you may find the presentation too easy, some of you may find it 

too challenging. It is always quite difficult to find a balance between these 

two since you may be an expert as well as a newcomer to the field. I have 

done my best to create a piece of science, which would help everybody, at 

least a bit. Nonetheless, since my own background is in experimental 

biochemistry, and this work deals with computational physics applied to a 

biophysical problem, I have chosen to focus quite a bit on topics which I 

have found to be both difficult and rewarding during my PhD training 

period. Many of them deal with the theoretical background of computer 
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simulations, and physics in general, so please keep this in mind when you 

read this work.  

Chapter 1 deals with the eye and especially the dry eye syndrome. The 

background and many physics based concepts of molecular computer 

simulations are introduced and discussed in Chapter 2, after which in 

Chapter 3 we discuss how they can be used in practice. Chapter 4 

summarizes the scientific achievements of this PhD thesis project, and also 

brings out my personal contribution to the work done. In Chapter 5 we 

consider the simulation models we have used in the projects, and Chapters 

6 and 7 present the new results we have found. The whole work is briefly 

summarized in Chapter 8. Please enjoy the ride.   



  

 

 

9
 

Abbreviations 

 
AFM   atomic force microscopy  
BAM   Brewster angle microscopy 
CE   cholesteryl ester 
cm   center of mass 
CG   coarse-grained 
CO   cholesteryl oleate 
CPU   central processing unit 
DPD   dissipative particle dynamics  
DPPC   di-palmitoyl phosphatidyl choline 
DPPE   di-palmitoyl ethanol amine 
DNA   deoxyribonucleic acid 
FFA   free fatty acid 
GIXD   grace incident X-ray spectroscopy 
GPU   graphical processing unit 
IL  interleukine 

LJ  Lennard-Jones potential 
MD   molecular dynamics 
MSD   mean squared displacement 
NMR   nuclear magnetic resonance 
NVE  microcanonical ensemble (constant particle number N,  
     vessel volume V, total energy E) 
NpT  isothermic-isobaric ensemble (constant particle number N,  
     pressure p, temperature T) 
NVT  canonical ensemble (constant particle number N, vessel  
     volume V,  temperature T) 
OCA   oleyl carboxylic acid 
PC   phosphatidyl choline 
PCA   palmitoyl carboxylic acid 
PL   phospholipid 
PME   particle mesh Ewald 
POPC   palmitoyl-oleyl phosphatidyl choline 
QM   quantum mechanics 
RDF   radial distribution function 
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TFLL   tear film lipid layer 
TG   triglyceride 
TGFβ1  transforming growth factor β1 
TNFα  tumor necrosis factor α 

TO   trioleate 
 

 

MATHEMATICAL SYMBOLS 

 
About the syntax in general ________________________________ 

 
Italics  = scalar variables, constants, mathematical symbols 

Bold  = vectors (variables with both quantity and direction) 

 

dt infitesimal change in time (other infitesimal changes similarly 
    denoted by d) 
 
Δt measurable change in time - "time step" (other bigger-than- 
    infitesimal changes similarly) 
 
U0 internal energy in starting state (other starting states similarly       

   denoted by subscript 0, and the end state with the bare symbol.  
 U - U0  denotes “internal energy in the end, minus internal 

   energy in the beginning”. However, in angles and torsion angles  
   subscript ‘0’ means “equilibrium” (as stated in the symbol list  

    below) 
 
<> average over both ensemble (coordinate space) and time points, if  
    not mentioned otherwise. If mentioned, may mean only an 
    ensemble average (coordinate space) 
 

( )A t  time average of A(t) 
 
 
i-j interaction between particles i and j 
 
 
 
Special symbols_________________________________________ 
 
n summing index, "total number of something".  
i,j,k,l indices (of atoms, energy states etc) 
α,β parameters (for scaling the interactions) 
x,y,z cartesian coordinate axes 
θ,φ,r spherical coordinate axes 
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Vectors______________________________________________ 
 
a acceleration 
A area 
B magnetic field  
E electric field 
F force 
p momentum 
r spatial coordinate 
v velocity 
 
 
 
Scalars and functions_____________________________________ 
 
 
a angle, in angle vibration 
b bond length 
d dihedral angle, rotation angle (d being time dependent, d0 in 
      equlibrium) 
D diffusion coefficient 
e Euler's number 
E energy, electric field (Appendix A) 
Ei energy of certain energy state 
g degeneracy of a state 
g(r) radial distribution function (RDF) 
h position of particle  (h current, h0 in equilibrium) 
h(x,y) height-height correlation function  
k spring constant 
kB Boltzmann's constant 
K kinetic energy  
m mass 
N number of molecules 
q (partial) charge, wavenumber (elasticity), heat (Appendix C) 
Q electric charge (Appendix A), partition function (Appendix B) 
r bond vibration, radial distance, radius from particle center (in RDF) 
S order parameter, entropy (Appendix C) 
t time 
T absolute temperature (in Kelvins) 
U potential energy, thermodynamic internal energy (Appendixes B-D) 
v velocity 
wi weight of a molecular state 
W work, weight of configuration (Appendix B) 
x displacement (1-dimensional) 
x,y plane of (planar) lipid layer 
z direction of (planar) lipid layer normal 
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ε electric permittivity 
ε0 permittivity of vacuum 
ρ density 
π surface pressure (in pressure-area isotherms) 
θz angle between lipid layer normal and lipid hydrocarbon tail 
Ω number of different microstates 



  

 

 

13
 

1. Eyes, Tear Film, and the Clinical Relevance of the 
Study  

 

In the first Chapter of this Thesis, we discuss the clinical relevance and the 

motivation of the present study. The system we focus on is a model of a 

human tear film lipid layer, which resides at the surface of an eye. The eye 

in turn is a light-sensing organ, so it has to be situated at the very surface of 

the human body. This, however, poses significant challenges to the 

protection and nutrition of this sensory organ. Thereby, we first review the 

anatomy and function of the eye. We further discuss how the aqueous tear 

film at the eye surface protects and nurtures the eye, and what role the lipid 

layer of the tear film may play in this. Also the common failures of this 

protecting system due to environmental, hormonal, and physiological 

reasons are reviewed to provide the reader with an overview of the 

prevalence, etiology, and treatment of the common medical condition 

known as the “dry eyes syndrome” (keratoconjunctivis sicca). 

 

 

1.1 Structure of the Eye  
 

The human eye is an elastic ball, residing in a bony orbital cavity formed by 

seven skull bones surrounding the eye (Figure 1) [1-3]. As the eyeball should 

be able to move rather freely, it does not touch the walls of the cavity, but 

the space between the eyeball and the bones is lined with foamy fat tissue. 

Human eye contains six orbital muscles that enable its free movements. 

 

1.1.1 Structure of the Eyeball 

 
The eyeball has a strong and elastic collagenous shield, the sclera, to keep it 

in shape (Figure 2). The intraocular lens divides the eye to the anterior and 

posterior segments. The anterior segment is filled with a transparent, non-
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viscous anterior chamber fluid, and the posterior pole of the eyeball is filled 

with a gel-like, viscous transparent fluid, the vitreous [1-3].  

 

 

Figure 1. The eyeball resides in a bony orbital cavity (black) surrounded by 
ocular fat tissue (yellow) protecting the eye. Eye movements are enabled by the 
action of six orbital muscles (pink), to allow the free movement of the eyeball in the cavity. 
The visual nerve (black) transfers the visual signal perceived by the eye to the brain [1-3].  

 
The eyeball is surrounded by stiff but thin, form-giving tissue film, the 

sclera. Immediately under the sclera, there is another thin layer: the 

choroid, which is the layer of blood vessels providing nutrients to the retina, 

lying underneath the choroid. The retina is a light sensitive layered 

structure, which transforms light into chemical energy. This is then 

transferred via the optic nerve into the visual cortex of the brain [1-3]. 

The outer layer of the eye (the sclera, which is non-transparent) is in the 

anterior part of the eye replaced by a transparent layer, the cornea (Figure 

2). After passing through the first layer of the eye (the cornea), the light 

travels through the anterior chamber, which is filled with aqueous liquid 

resembling the serum of blood [1-3]. The purpose of the transparent liquid 

is not to enhance the image quality as a part of the refracting system, but 

instead it transports nutrients to these parts of the eye, as blood cannot 

enter this perimeter due to its obvious non-transparent nature. After 

passing through the anterior chamber, the light will enter the lens of the eye 

via the pupil (which we see as the ”black dot of the eye” as no light comes 

back from the pupil), and finally travels through the vitreous to reach the 

retina. If there is too much or too little light entering the retina, the iris 

muscles contract correspondingly and adjust the pupil size. In the dark the 

pupil is much larger than in bright light. This enables an optimal amount of 

light to enter the retina at all times, and diminishes the magnitude of the 

higher order optical aberrations that may decrease the quality of vision in 

luminous conditions.  
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Figure 2. Anatomical parts of the eyeball. 

 

1.1.2 Role of Eye Components in Sensing Light 

 
Targeting the light to the retina is taken care of by both all the transparent 

eye components, as well as by the air-surface interface of the eye. The first 

lens of the eye is the pre-ocular tear film, which is mandatory in order to 

have a smooth optical surface. The air - tear film - cornea interface bends 

the light the most (approximately two thirds of the optical power of the 

eye), and the rest of the optical power is due to the intraocular lens 

(approximately one third, or 20 D) [1-3]. The lens power can be changed by 

the intraocular muscles, which also enable the focusing on different 

distances. The closer we look, the more detailed picture our eyes can form, 

as each nerve cell is like one pixel of our own biological “digital camera”. 

The picture will be formed upside down to the retina, and only in the brain 

is the image turned 180 degrees to form the picture we actually “see” and 

interpret. The brain also makes image manipulation, like shape recognition, 

and thereby adds extra contrast to the boundaries of objects to make it 

easier for us to understand what we actually see [4-5]. 
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1.2 Surface Layer of the Eye  
 

The very anterior surface of the eye consists of the cornea, and a wetting 

layer on top of that, the so-called tear film. The cornea and tear film serve 

an important role in the function of the eye. Not only is the very air-cornea 

interface the most refracting surface of the eye [3,6], but also the surface 

layer needs to be able to effectively protect the eye from pathogens and 

foreign objects such as dirt [7-9].  

One could ask why such a delicate instrument like the eye is actually 

located on the very surface of the body – the sensory parts of the ear are for 

example hidden deep within the scull structure. The reason is obvious – 

there is way more light on the very surface of the body, and as eyes are for 

sensing the light, one has to have this sensory organ very close to the 

hazardous pathogens and dirt of the outside world.  

Nonetheless, the eye is equipped with a variety of protecting measures 

[10]. The inner membrane of the eyelids forms a solid tissue to contact the 

junction of the sclera and cornea, and in this manner provides a mechanical 

boundary for external objects not to be transferred inside the eye itself [3]. 

The tear film also provides an effective protective mechanism – the aqueous 

fluid of the lacrimal glands. The aqueous fluid – or the “tears” as we usually 

call them – form a watery layer on the surface of an eye. The tears are rich 

in antibacterial substances (like lysozyme) and immunoprotective agents 

such as immunoglobulins [11]. Tears are secreted in the upper, outer corner 

of the eye (Figure 3), and they flow across the eye surface, rinsing it clean  

 
Figure 3. The flow of aqueous tears across the 
eye surface. The aqueous tears are secreted from the 
lacrimal gland (up right), and they flow towards the 
nasolacrimal duct (down left). 
 

 

 

 

 

from pathogens and dirt [1-3]. The drain for the tears is on the other side of 

the eye, on the very inner corner, where the nasolacrimal duct will transfer 

the tears to the nasal cavity. The emotional tears, which we cry when feeling 

sad, are so plenty that the nasolacrimal duct cannot remove all of them but 

they run to our cheeks instead. These tears are a much more dilute solution 

than the normal tears – a lot of water is added to the solution when we cry, 
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so we will not waste all that precious disinfecting solution when feeling 

desperate. 
 

1.2.1 Maintaining the Balance of the Tear Film 

 
We have now seen how important the aqueous layer on the surface of the 

eye really is. It protects the cornea from drying, and from pathogens and 

dirt [7-11]. The aqeous layer also provides a smooth refractive surface for 

the light and enables formation of a high quality picture to the retina [6].  

There are several mechanisms, which maintain the constant wetting and 

protection of the cornea. The most important of these is the blinking reflex 

[12]. Blinking clears the eye surface from dirt and pathogens, and 

redistributes the moist tear film onto the corneal epithelium every five 

seconds. It takes half a second for the tear film to spread over the whole 

surface after the blink [13]. The spread aqueous film will break up abruptly 

after 7-10 seconds, so a constant series of blinks is needed to maintain 

moisture at the eye surface [14]. 

The tear film is thus spread to the eye surface and re-compressed close to 

eyelid margins every 5 seconds via blinking. The corneal epithelium and the 

tear film itself are highly specialized to enhance this cyclical moisture 

generation process at the eye surface. 

The very surface of the cornea is coated with sugar-rich molecules, the 

mucins, which very efficiently bind to water molecules, thus spreading the 

water layer onto the whole eye surface (Figure 4). These mucins provide a 

wettable surface along which the tear film can spread onto the eye surface 

after the blink. Also the aqueous tear layer to be spread onto the eye 

contains a lot of soluble mucins. These along with the membrane bound 

mucins form a meshwork-like system aiding wetting and protecting the 

cornea and conjunctiva [9, 15]. The aqueous phase of the tear film contains 

also a lot of amphiphilic proteins (for example lipocalins), which enhance 

the spreading of the lipid layer onto the eye surface after a blink [11,16]. 

They act as surfactants, lowering the surface tension of the spreading layer 

[17]. This basically means that these proteins make it more favorable for the 

water molecules in the aqueous layer to be spread to the interfacial layer, 

instead of staying close to other water molecules at the lid margins. This 

lowering in the surface tension enables the layer to be spread fast enough 

even though a large area of the water-air interface is formed while the layer 

is spreading.  
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Figure 4. The three layers of the tear film – the mucus layer, the water layer, 
and the lipid layer (not in scale). The lipid layer is very thin (tens of nanometres) 
compared to the thickness of the aqueous layer (a couple of micrometres). 

 

The blinking cycle does not affect only the aqueous layer of the tears. 

Namely, on top of the aqueous layer there is the last protective barrier of 

the eye surface – the lipid layer of the tear film [18-19]. The lipid layer 

further decreases the surface tension of the tear film, enhancing even more 

the potent spreading of the tear film after a blink (Figure 4) [20]. The lipids 

are believed to act together with lipocalin proteins when forming the 

surface layer of the tear film after the blink.  

The lipid layer experiences very different dynamics than the aqueous layer 

of the tear film. The aqueous layer is replaced by a new solution almost 

every blink of the eye, while it is transferred to the lacrimal ducts [21]. The 

lipid layer instead stays the same a long time, and is replenished with fresh 

meibomian secretion only when needed, during the blink. 

 

1.2.2 Composition and Structure of the Tear Film Lipid Layer 

 
There are only a few studies about the structure, composition, dynamics, 

and function of the tear film lipid layer (TFLL). What is known, though, is 

that the TFLL indeed exists, meaning that the lipids of the tear film really 

do separate to a lipid layer at the air-water interface of the surface of the eye 

and do not form an emulsion with the aqueous layer of the tear film [21]. 

The thickness of the lipid layer is unknown, although there are some 

guidelines suggesting the normal thickness of TFLL to be around 10-100 
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nm [18, 22]. However, some studies have shown that already a thickness of 

~50 nm could cause the dry eyes symptoms [23].  

The TFLL consists of a variety of different kinds of lipids, most of which 

are secreted by the meibomian glands inside the upper and lower eyelid 

[23-26]. Both eyelids contain dozens of meibomian glands, and the glands 

empty their fatty secretion right next to the eyelashes [2-3]. It has been 

debated if the lipid layer serves to further decrease the evaporation of the 

aqueous tears, as it spreads on top of the aqueous layer, but no conclusion 

in that matter has been reached [18-19,30-34]. It is also not known whether 

the lipid secretion has an impact to the refraction of the surface of the eye 

[6]. What the lipid layer does in any case, however, is that it prevents the 

aqueous tears from escaping the very eye surface to the eyelids and cheeks, 

and it also prevents water evaporation between closed eyelids when we 

sleep [19,23,24, 28-34]. It furthermore lowers the surface tension of the 

tear film, allowing the moist aqueous layer to be spread onto the whole eye 

surface [20, 36-37]. Yet, the role of the TFLL remains elusive as very recent 

evidence has shown that the TFLL might not retard the evaporation of the 

tear fluid [31]. 

 

1.2.3 Detailed Lipid Composition of the Tear Film Lipid Layer 

 
Recent data suggests that the TFLL contains some wax esters, triglycerides, 

possibly some cholesteryl esters, and some free fatty acids and lysolipids, 

but nonetheless most of the lipids are common phospholipids [25-26] 

(Figure 5). The main difference in the composition of the meibomian gland 

secretion and TFLL lipids is that the TFLL contains a lot more 

phospholipids.  

Meibomian gland dysfunction increases evaporation of water from tear 

film [40] by impairing the functionality of TFLL, so the neutral lipids 

produced by meibomian glands (triglycerides and cholesteryl esters, among 

others) have to be crucial for maintaining the balance of the tear film.  

However, the amount and importance of phospholipids in the lipid layer 

has been widely discussed recently. It has been proposed that lack of 

phospholipids could drastically make the aqueous layer of the tear film 

thinner, and could thus be associated with a higher water evaporation rate 

in the eye surface [41-42]. This is a quite new hypothesis, as the traditional 

view has been that mainly the thickness, not the composition of TFLL, is 

crucial for maintaining the balance of the tear film [23].  
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Figure 5. Structures of TFLL lipids. From top down: free fatty acid (FFA, here oleate in 
deprotonated form); phospholipid (phosphatidylcholine (PC)); triglyceride (TG), cholesteryl 
ester (CE, here cholesteryl oleate (CO)); wax ester (oleyl oleate). Figure modified from 
Wikipedia commons.  

 

1.2.4 Models for the Structure of the Tear Film Lipid Layer 

 
The organization of the lipids in the TFLL is not random, but the layer is 

known to be organized into a layer-like structure [43]. The most common 

model for the structure is a multilayer, where phospholipids lie at the very 

interface of lipid and aqueous phases and more hydrophobic lipids reside 

closer to the air interface, and the tails of lipids in these layers overlap 

partially (Figure 6) [28,44-46]. Recent mass spectroscopy data of the 



  

 

 

21
 

composition of tear film [26] suggests, however, that there are much more 

phospholipids in the mixture than there could be in this kind of layer. 

Namely, combining the multilayer model to the approximated thickness of 

more than 50 nm of normal tear film layer leads to a lipid composition 

where most of the lipids would be non-PL lipids (non-phospholipids). 

These kinds of lipid compositions are seen only in patients, not in healthy 

individuals [41,47]. So, the layer could instead of a single multilayer consist 

of one or several bilayers (or bilayer-like structures) of phospholipids and 

non-polar lipids with possibly some bulk non-polar lipids between bilayer 

leaflets and at the very air interface. Or, the layer could be a simple 

monolayer-like structure with some more hydrophobic lipids in the layer 

and some bulk non-polar lipids at the air interface. 

Tear film also contains a lot of lipid binding proteins, among them tear 

fluid lipocalins [48]. The role of these proteins as co-surfactants in the 

TFLL is unknown, but it may be that lipocalins indeed function as an 

integral part of the lipid layer of tear film. The other option would be that 

the lipocalins are mainly part of the aqueous phase of the tear film. Further 

investigation is needed to clarify the role of lipocalins in the tear film. 

In the present study, I have investigated the properties of lipid 

monolayers or monolayer-like structures having the composition of TFLL. 

These studies have been carried out by molecular dynamics simulations 

using coarse-grained molecular models to elucidate the behavior of these 

lipid mixtures in the air-water interface. The simulation systems included 

only the lipid components, and no proteins.  

 

1.2.5 Dynamics of the Lipid Layer 

 
One important feature of a tear film lipid layer is its very dynamic character 

– it is squeezed to the very edges of eyelids during blinking of the eye, and 

as the eye is opened after a blink, it slowly, within one second, returns 

spontaneously to cover the whole eye surface once again [13-14]. 

It seems that during this process all the lipids need to stay in the lipid 

layer and avoid being pushed into the aqueous phase, since when lipid 

vesicles are seen in the aqueous phase, they are in seconds recycled from 

the eye surface via lacrimal ducts [21]. So, losing lipids to the aqueous phase 

essentially causes a loss of lipid in the tear film. Accordingly, the dynamics 

of the tear film, and its lipid layer, plays a crucial role in maintaining the 

functional state of tear fluid. The tear film should be very elastic and able to 

compress massively during blinking while still maintaining its structural 
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integrity and ability to regenerate the continuous lipid layer to the eye 

surface quickly after opening the eyes.  

 

 

 

Figure 6. Proposed models for TFLL at an air-water interface. A) Classical 
multilayer model. B) Multilayer model describing a more phospholipid-abundant lipid 
composition. C) Monolayer model. Colour code is as follows: Cholesteryl esters (light grey), 
triglycerides (dark grey), phospholipids (black), and water (grey). Air is on top, while water 
resides at the bottom. 

 
During the down blink, up to certain lateral pressure, the TFLL is 

assumed to be in liquid state, and to form folds or multilayer structures to 

handle the decrease of the interfacial area (Figure 7). After reaching a 

limiting pressure, TFLL is then believed to turn into a super-compressed 

state, where it can maintain the disorder of liquid state, but resist further 

conformational changes due the solid-like compressibility of the system 

[28]. If the folding of the system is not proceeding efficiently enough, or the 

super-compressed state is not reached during the compression, 

disintegration of the lipid layer can take place.  

The folding, i.e. the collapse, of the lipid layer is commonly believed to 

begin with layer weakening, when little kinks, or ripples form to the layer as 

the layer is compressed [49]. The ripples then mature to produce lipid layer 

folding [50] – for example PC (phosphatidyl choline) monolayers fold on 

the hydrocarbon side of the lipid to form “bilayer-like” protrusions to the 

water side of the membrane (Figure 7) [51]. Upon further compression, the 

layer becomes very unstable, and the bilayer-like parts elongate and can 

eventually bend back to face the monolayer they grow away from [52]. At 

that point they could possibly detach from the membrane via a vesicle 

formation process. If the bilayer part formed in this manner does not bend, 

it could detach during increased compression in the non-bent form too – in 

that case the resulting lipid assembly would be a micelle. A third possibility 

could be, if the monolayer included non-polar lipids like triglycerides, that 

the membrane-detaching particle could resemble lipoprotein particles, 
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having the non-polar lipids in the “core” of the particle, while the 

phospholipids would reside on the surface. 

 

 

 

 
Figure 7. Schematic models for monolayer collapse. Vesicle formation craves folded 
structures’ bending, and subsequent stalk formation or related phenomena. Micelle 
formation craves stalk formation or related phenomena. Lipoparticle formation via this 
mechanism is rather improbable, as the sides of the bent PC lipid layer are not in close 
contact with each other, but instead are separated by a thick layer of neutral lipids. 

 

 

1.3 Dry Eye Syndrome  
 

As the moist tear film protects the cornea, and especially the corneal 

epithelium at the very air-cornea interface against inflammation, debris, 

and drainage. And indeed: the malfunction and abnormalities in the 

systems maintaining the balance of tear film can cause clinical symptoms.  

The common name for the failure of the tear film to cover the whole 

surface of the eye is called “the dry eyes syndrome” (keratoconjunctivis 
sicca) [53-56]. Normally the air-cornea contact in the corneal epithelium 



Eyes, Tear Film, and the Clinical Relevance of the Study 
 

24 

 

happens ~7 seconds after blinking as the moist tear film abruptly breaks up 

and suspects the corneal epithelium tissue to air contact, but in the dry eye 

syndrome this time is diminished to ~2 seconds [14]. Normally we just 

simply blink again, already before the tear film break-up happens, but in 

the dry eyes syndrome that is not the case as the tear film breaks up before 

the next blink.  

 

1.3.1 Symptoms 

 
The first step of dry eyes is tear film thinning, or even the breakup of tear 

film [10,34,57]. The dry eye patients feel this as a painful sensation – they 

describe “burning” of eyes, and a feeling of “having sand in the eyes”. Not 

all patients feel any pain, however [60].  

 This primary tear film break-up of dry eyes causes vision blurring due to 

aberrations in the tear film surface bending the light to the retina [61]. Also, 

as the corneal epithelium is exposed to air contact, it causes irritation and 

inflammation of the eye [62, 53-56]. This is probably caused by exposure of 

the epithelial cells to a situation where there are high amounts of aqueous 

tear-soluble molecules on eye surface, with only a small amount of water to 

host them. This situation is called hyperosmolar stress. The chronic 

exposure to hyperosmolar stress results in inflammatory response at the 

eye surface, leading to secretion of various pro-inflammatory cytokines 

such as the IL-1 (interleukine 1), -6, and -8 as well as TGF-β1 (transforming 

growth factor β1) and TNF-α (tumor necrosis factor α). 

The inflammation is the crucial driving force for the development of the 

clinical dry eye syndrome. The inflammation namely damages the tear film 

maintenance system at the eye surface (e.g. lacrimal and meibomian 

glands), and this further increases the magnitude of the dry eye symptoms 

[53-56]. In severe dry eye cases this gradually impairs even the production 

of reflex tears in conditions of ocular stress (like low humidity, difficult 

visual task, or smoke in the air), and exposes the eye surface to 

environmental hazards [63]. The dry eyes syndrome is thus primarily an 

inflammatory disorder, and often several anti-inflammatory treatments 

(using e.g. corticosteroids or cyclosporine A) are needed to interrupt the 

notorious cycle of the dry eye disease related inflammations [64-66]. 

The syndrome is a chronic disorder, so once the dry eyes have developed, 

it will follow the patient for the rest of his life. An untreated dry eyes 

syndrome can lead to scarring and damage of cornea, permanently affecting 

the vision [53-56]. However, even the dry eye patients receiving treatment 
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for the syndrome experience lower life quality due the blurred vision, 

corneal pain, and eye inflammation [67].   

 

1.3.2 Etiology and Treatment of Dry Eyes 

 
There is no single cause of the dry eyes syndrome. The complex system of 

tear film production and balance can break up at any part of the system. 

This can be caused by various secondary reasons, like autoimmune diseases 

such as Sjögren’s syndrome [68-71], inflammation of the eye due to viral, 

bacterial, or fungal infection, or physical trauma [53-56, 64-66]. Also 

hormonal balance [72-74], nutrition [75-79], and daily habits (like use of 

computers) [80-90] affect the balance of tear film.  

In some cases the primary cause of the tear film imbalance is lack of 

mucus to bind the water to the eye surface. This is the case for example in 

the autoimmune disease known as Sjögren's syndrome, where many of the 

goblet cells producing the mucus for the tear film die [68-71]. This causes 

inadequate lubrication of the eye surface due to high evaporation of the 

aqueous tears. In other types of dry eyes there is instead too much mucus in 

the tear film, generating too viscous tear films, which impairs the efficient 

spreading of the layer to cover the whole eye surface after the blink [53-56]. 

Also the lacrimal gland can be dysfunctional, or its hormonal control can be 

altered, leading to a too small amount of aqueous tears to provide a thick 

enough water-rich layer to cover and protect the eye [91-92]. This happens 

often to women after the menopause. Also the meibomian glands within the 

eyelids might be affected – for example in eyelid margin inflammation 

(blepharitis) the inflammation swells the eyelid margin, and the meibomian 

gland orifices begin to touch the tear film surface continuously, causing too 

much lipid secretion to the tear film. This alters the lipid composition and 

functionality of the tear film. In other types of dry eyes there can be 

impaired lipid secretion instead [23,25,40,47,93].  

The cause of the dry eyes syndrome needs thus to be investigated carefully 

before assigning the treatment, to ensure that the right kind of eye drops, 

which are the primary treatment for the syndrome, are assigned to the 

patient [94-95]. Some drops contain a lot of mucus-mimicking molecules, 

others are lipid-rich, and many only compensate for the loss of aqueous 

tears [96-97]. Lack of aqueous tears can also be treated surgically by 

inserting a silicone plug to the corner of the eye, to prevent the aqueous tear 

clearage via the nasolacrimal duct. Other non-medicinal treatments include 

wearing swimming goggles on a daily basis, to prevent the evaporation of 

the tear film, manual removal of extra lipids from the layer when needed, 
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and vitamin A and omega-3 fatty acid intake in the diet, which might 

decrease the severity of the symptoms [94-95].  

In any case, it is improbable that the symptoms fully vanish, as the dry 

eyes syndrome is a chronic disorder. 

 

1.3.3 Risk Factors for Dry Eye Syndrome 

 
The main risk factors for the dry eye syndrome are older age [98], female 

sex, connective tissue disease, use of medications such as beta-blockers, 

diuretics, and tricyclic anti-depressants, computer use [82-83], and use of 

contact lenses [84-90]. 

From these the old age is the most natural, as when we age, our body can 

simply fail us and cause us many peculiar conditions. Also, as mentioned, 

after menopause the altered hormonal secretion can cause inadequate 

secretion of aqueous tears in women [74, 91-92, 98].  

The office workers – the users of computers – are at risk as well, as when 

we stare at the computer screen, our reflex blinking frequency diminishes 

[82-83]. This happens as our visual system detects a difficult visual task, 

and prioritizes high quality visual data production instead of maintaining 

prime quality tear film via blinking. We blink even four times more seldom 

than normally when we work with computers. The blinking rate restores 

itself as soon as we stop looking at the computer or TV screen. The more 

rare blinking when using computers suspects us to the tear film break-up 

between the blinks. If the low blinking frequency continues more than 3 

minutes, it further affects the tear film composition, and diminishes the 

tear film break-up time [99]. So – in the end we do not only blink more 

rarely, but the tear film breaks up faster between the blinks. This causes eye 

irritation among the office workers, and many of them develop the dry eye 

syndrome [82-83, 99]. 

The third risk factor of the dry eye syndrome, the wear of contact lenses, is 

a more straightforward cause [84, 89]. As the contact lens is a foreign body, 

it can cause irritation of the eye surface, or even mechanical damage to the 

eye structures [85-86]. The lens can also adsorb tear film proteins, lipids, 

and mucins onto its surface, causing aggregation of the tear film 

components [87-88, 100]. These effects can then cause inflammation in the 

eye surface, which easily leads to dry eye symptoms. Also the impaired flow 

of oxygen to the eye surface tissues causes stress to the cornea, as the lens 

prevents the free flow of oxygen from air to the tissue [86-89]. The tear film 

secretion system is under higher stress when wearing contact lenses as well 

– the tear film needs to be produced both under and above the contact lens, 
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and the lacrimal gland needs to provide more tears than normally. Wearing 

contact lenses is thus prone to cause eye inflammation, and it also pushes 

the tear film maintenance system to its limits, as a larger surface needs to 

be lubricated with a smaller supply of oxygen [86-89, 100]. These factors 

contribute to the high prevalence of dry eyes amongst contact lens wearers. 
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2. Relevance and Basis of Molecular Simulations in 
Physics  

 
In the previous Chapter, we discussed the clinical and biological motivation 

of this work. Here the focus will be shifted to the physics of the system of 

interest. We introduce the concept of “molecular dynamics” as a molecular 

simulation method based on physics that is useful to model molecular scale 

systems and their evolution in time. We will see how molecules and their 

movement can be described by the means of mechanics, electrostatics, 

thermodynamics, and statistical physics. We also consider comparisons 

between experimental and simulation approaches in investigating 

molecular systems. Moving on, we also introduce some fundamental 

concepts of physics that underlie the molecular dynamics simulation 

approach.  

 

 

2.1 Simulations as a Tool to Validate Laws of Nature 
 

Experimental science is the corner stone of natural sciences. For any given 

system or process studied, experiments result in a variety of different kinds 

of data sets. The interpretation of these requires the data to be analyzed 

with mathematical tools, and to be interpreted with physical models. 

Understanding the physical basis of experimental data is based on models, 

each based on a set of assumptions, and the one providing the best fit to 

experiments is then possibly the model able to describe the process in 

question. The aim of the chapter is to illustrate how to find and use the laws 

of nature that describe complex processes in strongly interacting many-

particle systems, and how to combine these to create a basis for a 

simulation model.  

Simulations are based on scientific knowledge of how nature works 

through the interactions between the components comprising the systems 
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in question. Simulations allow one to ask the intriguing question: What is 

the simplest possible model able to describe the experimental findings?  

 

2.1.1 Pros and Cons of Simulations in Biomolecular Research 

 
Simulations have several strengths. One of them lies in their ability to 

render “virtual experiments” possible, meaning that one can do simulations 

of phenomena that would not be appropriate as experiments in real life, 

such as how toxins would affect the function of receptors in cells of human 

beings, or what happens on molecular scales in a processes where the 

resolution of even the best possible experimental techniques is too limited. 

On the other hand, by simulating and analyzing various kinds of simplified 

models, one can reach valuable information of the function and properties 

of real world systems [101-102]. With the simplified models one can easily 

create “ideal conditions” that experimental researchers just try to reach. In 

simulations “ideal conditions” are always a true possibility, opening new 

vistas in the field of basic research.  

The “computer experiments” done through simulations can also play a 

major role in overcoming the limitations of experimental methods – for 

example in the case of very small or very big systems (nanometers, 

kilometers), or when extremely rapid or slow phenomena (nanoseconds, 

thousands of years) take place [102-105].  

In molecular biology there are several reasons to conduct simulations, 

thereby complementing experimental research. One significant asset for 

simulations is the relatively low cost. In a cell biology laboratory the cost of 

samples can be of the order of 100-1000 euros per day, per researcher (this 

holds especially if costly reagents like modified ATP-nucleotides, molecule-

specific antibodies, or expensive biological material such as dissected 

mouse tissue is used on a daily basis), with additional costs of the needed 

analysis methods (purification kits, sequencing services, etc.). Many of the 

analysis stages of biological samples are also very labor-intensive, and thus 

also the salary expenses are significant. Meanwhile, in simulations the cost 

of these “samples” is more reasonable since the main expense is the 

computational time – simulation studies are not very labor-intensive since 

most of the work is done by computers. In Finland, and in many other 

countries, the supercomputing centers are supported by public funds (as 

they provide resources not only for research, but also for example for 

calculating the mathematically complex and computationally costly 

meteorological data for daily forecasts), and the use of those services is free 

of charge, or has a very low cost for academic users. To conclude – if 
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infrastructure is assumed to exist, computational research is cost-effective, 

as labor costs are low, and no new reagents need to be bought – the main 

pre-requisite for “computational experiments” being the computing 

environment itself.    

If we further consider sample preparation, purification, and analysis in a 

typical experimental laboratory, it is usually time consuming and resource 

demanding. The investigated molecules also usually have a rather limited 

lifespan in experimental setups – some marker molecules can last intact in 

fluorescence measurements only for a couple of seconds, and most purified 

protein samples are usually stored in -70 degrees Celsius, when not needed, 

as they slowly change conformation and denature in room temperature. So, 

to conduct experiments for one hour, one sometimes needs to purify and 

extract the system of interest for weeks. While the purified material can 

often be stored in a freezer and used bit by bit, the amount of preliminary 

work is yet quite substantial. In simulations, the molecules, once created for 

the first time, remain “functional” forever, and can be used in any setting 

over and over again, easily, and with no additional cost.  

Another major advantage of biomolecular simulations is the absence of 

“marker molecules”. In experimental setups one often uses non-biological 

molecules, for example fluorescence probes, to probe the measured systems 

(see below). Possible alternatives to replace marker molecules are often 

even more problematic, such as the use of solid support or consideration of 

biomolecular systems in their crystalline phase, which usually alter the 

structure of the system significantly.  

The probe molecules can cause artifacts in the system, and the measured 

properties can be biased by the addition of this non-natural substance to 

the sample. In simulations one needs no such molecules, as the structure 

and dynamics of all molecules and their surroundings can be traced and 

elucidated in detail, without adding any markers. In fact, simulations have 

been widely used to quantify and test how big perturbations one induces to 

the molecular systems when investigating them with probe molecules, by 

comparing the behavior of the simulation systems with and without the 

marker molecule in question [106-110]. Also the effects of experimental 

conditions to the sample can be simulated. Many setups release free 

radicals, for example, which can oxidize the lipid molecules present in the 

sample. Simulations of bilayers containing oxidized lipids have revealed 

how dramatically this kind of experimental setup can alter the properties of 

the lipid layer investigated during the experiment itself [111-113]. 

Simulations are also practical in investigating the effect of modifications 

to small biomolecules – they can be used to probe the molecular systems, 

without the need of right away using expensive experimental setups. 
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Mutations to peptides, and in enzyme active sites, and efficiency of drug 

binding to cell membranes can be investigated first in simulations, to guide 

experiments [114-116]. However, these predictions are often times far from 

exact. They can be used as guidelines, but not all predicted properties can 

be seen in experiments, and not all experimentally predicted properties can 

be observed in simulations. Also, some important phenomena, for example 

large protein conformational changes due to point mutations are still out of 

reach for simulations [117].   

While the role of simulations in making predictions is increasing, a great 

fraction of simulation work is yet based on explaining what really happens 

and why, thereby providing insight into the processes earlier studied in 

experiments. That is, one major objective of simulations is to shed light on 

phenomena previously observed in experiments, by simulating the very 

system used in experiments, or a simplified one if the native one is too 

complex for simulations. This is true in all simulation fields, from 

semiconductor research to clinically relevant biological processes.  

However, this does not completely rule out the power of simulations in 

finding new phenomena or molecular properties – especially many subtle 

changes in the properties of the system (like imperfections in solid state 

crystal structures, or subtle changes in the binding pocket of an enzyme) 

can be first found in simulations, and only later verified in experiments. 

The simulations then follow the idea that “if the world looked like this, then 

what would happen” – if there were such an imperfection in the crystal 

structure, then what would its effect be on material properties, and if there 

were such a change in the binding pocket, then how would the drug binding 

change.   

As for further limitations of computer simulation models, there is reason 

to keep in mind that the interpretation of simulation results requires care: 

one needs to keep in mind the peculiar nature of all simulation models as 

incomplete but ideal descriptions of the system. So, the researcher needs all 

the time to keep in mind which properties are described in the system and 

which are not, and on which accuracy one can model the system. One can 

draw conclusions only about properties included to the model, and nothing 

else, and only in the accuracy inbred in the model. This is possibly the 

biggest drawback of simulations – quite often the simulation world is not 

able to reproduce the world as we experience it – it is always a model, and 

we cannot be sure how accurate the model is. The description of the 

molecules of the system is idealized, and thus does not necessarily 

reproduce (all) the properties of the true system with meticulous detail. In 

addition to this, the simulation timescales for molecules are usually in a 

range of nanoseconds to microseconds, when experiments for the same 
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systems can last from seconds to hours. Also the length scales differ – in 

molecular simulations it is not possible to reach dimensions larger than 

dozens of nanometers, while there are no such limitations in experimental 

setups. These limitations of simulation studies are discussed in detail in 

Chapters 2.1.2 and 3.3–3.9, where the molecular dynamics simulation 

practices are reviewed. Related questions are also discussed in Chapters 5–

8, when we discuss the simulation methods, results, and analysis of the 

work conducted for this Thesis.  

 

2.1.2 Analyzing Simulation Results, and Comparing Results to 
Experimental Data 

 
The analysis of the results of simulation data is not completely similar to 

the analysis of experimental data. The errors of experimental results are 

usually due to imperfect sample preparation, side effects caused by some 

interfering phenomena, too small data sets, or selection of wrong kind of 

analysis tools for the data. Meanwhile, in simulations the errors quite often 

rise mainly from imperfect descriptions of the simulation system itself, and 

approximations and errors made in the data production phase (simulation).  

When comparing simulation results to experimental data, one also often 

faces scale differences. Simulation systems are usually several orders of 

magnitude smaller than experimental systems (micrometers vs. 

centimeters), and simulation time is much shorter than in an experimental 

setup (microseconds vs. milliseconds, or even hours). This is good to keep 

in mind, as the same physical phenomena can look very different when 

monitored in different time and length scales. For example in very small 

lipid layer systems (in simulations) one cannot see undulations of the 

membrane at all, as the membrane patch is so small [118]. For very big 

membrane systems (considered in some experiments) the undulation is not 

clearly visible, either, as one cannot monitor properties such as the 

thickness of the membrane, but one can measure only more crude 

properties [118-120].  

Another intriguing topic where simulations and experiments contribute in 

different ways to unlock related questions deals with so called “lipid rafts”. 

They are currently considered as self-organized functional nanoscale 

membrane domains rich in cholesterol and sphingolipids. These domains 

are seen to spontaneously form in planar lipid membranes in molecular 

dynamics simulations [121-125]. The idea that these rafts really exist in 

planar membranes can be debated, as some experimental results nowadays 

point to the direction that these assemblies form as a response of 
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differences in the curvature of the lipid membrane [124]. However, in 

experiments it is difficult to measure lipids in nanoscale, and in short 

timescales, which are the time and length scales the simulations operate at 

– the lipid raft domains in planar lipid membranes, if they exist, seem to be 

too transient and too small to be detected by the current experimental 

methods. In simulations, on the other hand, the experimental result 

showing the  formation of lipid rafts in curved - instead of planar - 

membranes is hard to reproduce, since the sizes of even small liposomes or 

other curvature-containing lipid systems are quite big given the computing 

resources that are usually available [125].  

 

 

2.2 Molecular Dynamics – How to Describe the Movement 
of Particles  

 

 

2.2.1 Essence of Molecular Dynamics  

 
In describing the movement of molecules, one commonly used way of 

carrying out the task is called “molecular dynamics” (MD) simulations [102, 

126-129]. The particles of classical MD simulation are atoms, or groups of 

atoms, having simple properties like a size, charge, and bonds to other 

atoms.  

In MD ones needs mathematical formulae from statistical and classical 

mechanics, electrostatics, and thermodynamics. Classical mechanics is 

needed to describe the behavior of atoms and molecules, creating for 

example bonds between atoms, and particle sizes and the ability of particles 

to move and experience forces. Electrostatics is needed to add the property 

called “a charge” to the model, to enable modeling of non-uniform electron 

distributions inside molecules, to account for the net charges of molecules, 

and consequently to computer interactions between charged and/or polar 

molecular groups. Statistical mechanics is needed to define quantities like 

“pressure” or “temperature” on molecular scale where those properties 

cannot be measured as such, but a statistical model is needed to evaluate 

them.  

To implement the above descriptions, one further needs other techniques, 

some that one cannot solve exactly, but the solutions may be approximate 

and based on computer algorithms [130]. The most evident of the 

approximate quantities is “time”. As simulation describes a model that is a 
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simplification of real life, so also it is not obvious that the time in a 

simulation model is fully consistent with real time as we experience it. In 

more practical terms, first of all, in MD simulations time is not continuous 

but discrete, given as a number of time steps, each of which is typically a 

few femtoseconds. Second, even if the discrete nature of time were not a 

problem, then one has to worry about the accuracy of describing 

interactions between the many atoms/particles (so called force field), since 

the accuracy of the force field largely determines how closely the dynamics 

of the simulated model matches the dynamics of a real system, which the 

model aims to mimic.  

There are multiple different MD software packages developed to run the 

time development of these kinds of simple systems [131-135]. Each of these 

programs is based on a similar way of interpreting “time”, but the details in 

time evolution may differ depending on how the system is described. Each 

program can have one or multiple ways of controlling the evolution of 

system volume and pressure (via so called thermostats and barostats) and 

other properties such as surface tension. The most important and also the 

most variable part of the model simulated by software packages is the 

description of atoms and molecules and their interactions (the above 

mentioned force field) – we discuss these topics one by one below.  

 

2.2.2 Newtonian Mechanics  

 
Mechanics is the branch of science concerning the behavior of physical 

bodies that are subjected to forces. If we are also interested in the 

movement of particles in time, we are talking about “dynamics”. When we 

deal with the dynamics of molecules, we talk about “molecular dynamics”. 

In molecular dynamics our aim is to elucidate how individual molecules 

and their positions evolve in time. For a more thorough presentation of 

related topics overall, an interested reader is advised to have a look at 

appropriate literature [136-137]. 

When particles are in motion, every one of them has a mass (m) and a 

velocity (v). Velocity is given by the speed of the particle together with its 

direction of movement. Together these two quantities give rise to a quantity 

known as momentum (p) : 

 

(1) 
  

 

mp v
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The speed of a particle and its direction remain the same, if the particle 

does not experience any external force. This is the so-called Newton's 1st 

law. If there is an external force F acting on the particle, the force causes a 

change in the momentum  (dp), which is linear in time (dp/dt). If the mass 

of the particle does not change, the change of velocity due to the force is 

linear in time (dv/dt). This is called the Newton's 2nd law :  

 

 (2) 
 

where r is the spatial coordinate of the particle and a is the acceleration of 

the particle. Here we are interested only in systems where the masses of the 

particles do not change – so instead of monitoring momentum changes, we 

can monitor changes in velocities. 

The laws of Newton are very simple. They seem to be a property of our 

world the way we perceive it, as long as the speed of particles is sufficiently 

small compared to the speed of light, to avoid any need of taking relativity 

effects into account. All everyday phenomena follow Newton's mechanics – 

only on very small length scales (inside atoms) and very long length scales 

(in space) we need to lean on more advanced descriptions of the movement 

of particles. 

 

2.2.3 Energy 

 
Now let the force move the particle a certain distance (r - r0) from point r0 
to r, and integrate that path to get the total “effect” that the force exposes to 

the particle. We will now define this effect as the work (W) :  

 

 

 

(3) 
 

 

 

The force thus produces a change having a form of (1/2)mv2. This is the 

definition of the kinetic energy K. Like this, the change due to the force is 

the difference in kinetic energies between the beginning (t0) and the end (t) 

of the action of the force:  

 

 (4) 
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If the work done during the path (r - r0) does not depend on the path 

along which the particle moves, it is said that the force causing the 

movement is conservative. This kind of force is independent of time. The 

resulting potential (U) has a certain strength in each point of space r.  

The change of the potential gives the force acting in that particular point: 

 

       (5) 
 

Now, from the integral of work, only the initial and final points of the path 

remain: 

 (6) 
 

So, now we have two definitions for the work W, and we can combine them 

as follows: 

 

 (7) 
 

We have accomplished to define the energy E. The total energy of the 

system is thus a property, which does not change when forces are applied to 

particles. When forces act on particles, the system changes, but the total 

energy, and also the total momentum stay constant. This applies to systems, 

which do not interact with their surroundings, and are not under the 

influence of a field (like electric or gravitational field). The shape of the 

particles is also assumed to stay constant at all times.  

In molecular dynamics we simulate systems with no surroundings. Thus if 

no further modifications are made, one simulates a system with constant 

energy E. However, we can modify the simulation conditions to generate 

other kinds of environments to replace the case of constant energy with 

conditions for constant temperature or constant pressure. These 

modifications are reasonable and also justified if they allow one to better 

model the conditions in experiments. Actually, they also do so, as systems 

experiencing constant pressure, and constant volume are prevalent in 

nature. In experimental setup, the constant pressure case is basically an 

experiment conducted in an open container, and the constant volume case  

is conducted in a closed container. It is also very tedious to try to insulate 

the experimental system so well, that constant energy conditions (which are 

the easiest to reach in simulations) could be reproduced reliably. 
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2.2.4 Interactions in Molecular Systems – Bonds, Angles, Dihedrals 

 
To simulate molecules, one needs a way to describe the conformational 

degrees of freedom for a given molecule. In practice this implies that one 

should have means to describe the bonds and angles between atoms in 

molecules, and also the bond rotation barriers [102, 126-129]. 

The bonds and bond angles can be approximated as springs, having a 

certain spring constant. A simple harmonic oscillator is well suited to 

describe the minor changes in bond lengths and angles, as long as those 

reach values rather close to their equilibrium length. Harmonic oscillators 

cannot thus be used when chemical reactions are considered, but they are 

quite suitable to investigate the physical properties of the system when 

chemical reactions are not involved. 

A harmonic oscillator describes, simply, oscillatory movement around an 

equilibrium position, i.e. around the minimum of a potential energy 

function. The system is assumed to show similar oscillatory behavior at all 

times. 

If one monitors the one-dimensional displacement of the position of a 

particle under consideration, compared to its equilibrium position, and 

denotes its equilibrium position by h0 and its current position as h, then one 

gets for the displacement x: 

 

 (8)  
 

and can write the potential U to a Taylor series around equilibrium position 

h0  as : 

 

 (9) 
 

 

Here we choose the potential energy and the spatial coordinate to be zero at 

h0 , and as we also assume the first derivative of U with respect to position 

to be zero (potential minimum at h0), we get  an approximation  

  

(10) 
 

This implies that we can employ the harmonic approximation providing us 

with a description 
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where the so-called spring constant k is  

 

 (12) 
 

The spring constant k represents the stiffness of the spring described by the 

potential.  

The formula above can easily be modified to provide a more generic 

description of the bonding potential between two atoms/particles to 

oscillate around their equilibrium length: 

 

21( ) ( )
2 bond i,j 0U r k r r          (13) 

 

where i and j are the atoms/particles connected via the bond, r is the 

distance between the two atoms/particles i and j, and r0 is the 

corresponding equilibrium bond length (Figure 8).  

As the force in equation (11) is a function of the position only 

(conservative force), the strength of the force arising from this potential can 

be calculated by a simple derivation 

 

 (14)  
 

where x is now the displacement from the equilibrium position. Equation 

(14) now shows that the force follows Hooke’s law, the force being linearly 

proportional to the displacement.  

The corresponding force acting on the atom/particle i is now thus 

 

( ) ( | | )
| |bond i,j 0k  r  rF r r
r        (15)  

 

Angle potentials can be formed similarly, by modeling the angle bending 

as a harmonic potential around the equilibrium bond angle (Figure 8).  

 

Figure 8. Molecule with bond vibration (r), angle bending (a), and dihedral 
rotation (d). 
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The potential function for the angle a, formed by atoms i-j-k is : 

 

 
 (16)  

 

Rotation around bonds can be similarly represented by a dihedral 

potential with an angle d, which describes the angle between two planes: 

the plane 1 formed by the atoms i-j-k, and the plane 2 formed by the atoms 

j-k-l: 
 

 (17) 
 

To avoid confusion, here d and d0 describe the time dependent and 

equilibrium angles in a generic manner, respectively. The harmonic 

dihedral potential can represent only one minimum energy conformation 

for a rotation around a bond, however in many cases one would need 

several minima. Often a cosine potential is used instead of a harmonic 

potential to create multiple minima in the dihedral potential: 

 

 (18)  
 

where the parameter n gives rise to multiple equilibrium configurations for 

the rotation. 

The above equations constitute the core of molecular simulations to 

describe so-called bonded (intra-molecular) interactions.  

 
 

2.3 Electrostatics  
 

To describe molecules on atomic level, we need to describe the effect of 

atomic and molecular charges to the system’s behavior [102, 126-129]. In 

molecular dynamics we usually take into account only the repulsion and 

attraction by electric charges (i.e., Coulombic interaction), and ignore 

polarization effects that charges may induce in the molecules and atoms 

around them [102, 126-129]. So, we assign charges to particles only once, 

and assume that the charges are not strong enough to modify the 

polarization and partial charges of their surrounding atoms and molecules. 

To be able to represent the interaction between charged particles, one 

needs to derive the law of Coulomb from the Maxwell’s equations and force 

0( ) 1 cos( )i,j,k,l dihedralU d k nd-d

21( ) ( )
2i,j,k,l dihedral i,j,k,l 0U d k d d

21( ) ( )
2i,j,k angle i,j,k 0U a k a a



  

 

 

41
 

of Lorenz, which are the basic fundamental principles of electrostatics – 

they are like the “Newtonian equations of electrostatics”. This is done in 

Appendix A.  

We reach the well known relation  

 

 (19)  
 

which tells us the magnitude of a force between charged particles, having 

charges q1 and q2, when separated by distance r = | r |. Here we assumed 

low charge density (permittivity close to permittivity of vacuum ε0), no fast 

movement of charged particles, and also that all charges are constant. 

This law can be straightforwardly used in MD simulations to describe the 

charged interactions between the particles [138]. These Coulombic 

interactions are one of the cases where one deals with so-called non-bonded 

interactions in molecular simulations.  

 

 

2.4 Lennard-Jones Interactions  
 

In addition to forces between charges, there are more subtle interactions 

between atoms and molecules [102, 116, 126-129]. These include i) 

attraction between polar molecular groups, ii) polarization effects, where 

one molecule can influence the charge distribution of another, resulting in 

weak attraction between these polarized regions, and, very close to the atom 

itself iii) a strong repulsion caused by overlapping electron orbitals of 

atoms, determining the size of an atom. These attractive forces, acting on a 

range of a few nanometers from the atom are called van der Waals 

interactions, and the short-range repulsive force is called the Pauli 

repulsion.  

In molecular dynamics one does not usually describe explicitly either of 

these forces. Instead, one uses the so-called Lennard-Jones potential, which 

combines these two, having Pauli repulsion at short distances, and van der 

Waals interaction at longer distances from the atom center (Figure 9) [102, 

126-129].  
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Figure 9: The Lennard-Jones (LJ) potential. r is the distance from the center of the 
atom, along radial coordinate. Figure modified from Wikipedia commons. 

 

 

In MD simulations the Lennard-Jones potential is most commonly 

applied as a pairwise potential, where the shape and the strength depend on 

the interactions between atoms i and j: 
 

 (20) 
 

where C12,ij and C6,ij are material-specific parameters to scale the repulsion 

and attraction for an atom pair i-j, respectively. The exponents of the 

potential (12 for repulsion and 6 for attraction) have been selected for 

convenience, to allow numerical calculations in simulations to be as quick 

as possible. 

The potential then imposes a force between the particles i and j. The force 

is of course dependent on the distance between the atoms: 

 

 (21) 
 

If we define the direction of the force to co-incide our “r” axis of our 

coordinate system, it would look like this: 

 

(22) 
 

Of course, in practise we operate in Cartesian coordinates, and thus have 

one term for each axis (x, y, z) in the equation.  

Together with Coulombic interactions (which were described in Chapter 

2.3), the Lennard-Jones potential completes the picture of the non-bonded 
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interactions that are highly important in molecular simulations, 

reproducing, e.g., thermodynamic solvation and partitioning behavior.  

 

 

2.5 Statistical Mechanics  
 

In the chapters above we glimpsed through the mechanics and 

electrostatics needed in MD simulation. To be able to simulate molecular 

scale systems, we need also methods from statistical physics – especially 

some statistical thermodynamics, to apply state variables like 

“temperature” to the molecular description. For a more thorough 

introduction to statistical physics descriptions of mechanics and 

thermodynamics, the reader is advised to take a look at the following 

references [139-142]. 

Thermodynamics describes the physics of the phenomena having to do 

with heat (temperature), and especially the responses of particles when they 

are exposed to temperature changes, i.e. cooling or heating. In a 

thermodynamic description the system has a “state” which has properties 

like “volume”, “temperature” and “pressure”. Forces and heating and 

cooling can change the energy of the system and lead to, for example, 

changes in the state of the matter. 

Meanwhile, statistical physics leans on statistical mathematical formulae 

when describing phenomena, i.e. the systems investigated show some kind 

of probability-based behavior, which can be modeled with the tools of 

statistical physics. Statistical physics provides tools to quantify the 

stochastic nature of mechanical many-body systems (statistical mechanics). 

On the molecular level, statistical mechanics can be used to derive the laws 

of macroscopic scale thermodynamics by the means of statistical 

thermodynamics, which links the statistical behavior of molecular particles 

to the global thermodynamic variables like temperature or pressure.  

In macroscopic systems one can just measure the pressure or temperature 

of the system, but on molecular scale those quantities cannot be measured 

as such. On molecular scale for example “temperature” is a statistical 

quantity, describing the average kinetic energy of the particles. To maintain 

constant temperature in simulations, one needs to have a way to calculate 

the temperature of the system based only on the masses and velocities of 

the particles. Statistical mechanics gives us tools to do just that. 

In addition to temperature, also pressure is a statistical variable in 

molecular systems. In a closed container having liquid inside, the pressure 

against the walls of the container is actually caused by particles hitting the 
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container walls at random intervals. The distribution of the frequency 

particles hitting the walls is statistically distributed. The more frequently 

the particles hit the walls, the heavier they are, and the higher velocity they 

have, the higher the pressure against the container wall. Thus, the pressure 

in molecular simulation can be calculated by monitoring the collisions of 

the particles of the system, with the help of statistical methods.  

Also energy itself becomes a statistical variable on molecular scale. Each 

molecule has its own kinetic and potential energy. The sum of all these little 

energies is constant, if the system is isolated from its surroundings. But 

each molecule can change its energy state for example by hitting other 

particles and like that gaining or losing some kinetic energy. The energies 

are thus statistically distributed in the system.  

 

2.5.1 Setting the Kinetic Energy for the Particles in order to Start 
Simulations 

 
We have now seen that system properties (temperature, energy, pressure 

etc.) can be calculated exactly from molecular data. On the other hand there 

is a vast number of ways of building a molecular system to fulfill certain 

macroscopic properties (like “temperature 37 degrees Celsius”). We thus 

need some mathematical formalism to assist us in determining which states 

of the system are more probable, and would thus represent the system the 

best. We need, for example, a way to set the molecules to their 

representative kinetic energy values in a way that it represents a probable 

state that the system would take in real world, too. It is namely crucial that 

we start our simulations from a state which the system takes very often, 

rather than accidentally starting it with a configuration the system visits 

only very rarely. We wish our results to represent the system behavior “in 

general”, and not its behavior in a rare event, which may happen very 

seldom. 

 

2.5.2 Microstates, Phase Space, and Ensemble 

 
Each state the system can take, when still fulfilling the conditions of, for 

example “constant temperature” is called a microstate. The conditions set to 

the system (for example “constant temperature”) is called an “ensemble”, 

and a single representation of this ensemble (like “temperature 37 degrees 

Celsius”) is called a macrostate representing that ensemble. The group of all 

possible states the system can take when still residing in this same 

macrostate is called a “phase space”.  
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The ensemble thus determines which quantity/quantities are held 

constant (energy, temperature, pressure, etc.). The macrostate determines, 

at which value the system will be kept (for example 37 degrees Celsius). The 

phase space tells the range of configurations the system can take within 

these restrictions, and the microstate is the state the system has at one 
specific instant. 

In reality, as MD systems are described via classical mechanics, we of 

course have not discrete, but continuous distributions for particle energies 

and momenta, which form the degrees of freedom of the system. Each set of 

these, which reproduce the macrostate, is called a microstate for that 

ensemble. In classical systems there can thus be an infinite number of 

microstates. This is not a problem, however, as for surveying a molecular 

dynamic system, we need only two things: we need to know which kind of 

microstates are most probable, to set the system’s starting structure to 

correspond to a commonly observed microstate. When running a 

simulation, we also need to know whether we can survey all the available 

states for the system freely, to not be stuck in some parts of the phase space 

(as not all microstates can change to some other microstates) – or if there 

are restrictions, we need to be aware of them.  

 

2.5.3 Configuration 

 
Now we will focus on the theoretical principles behind the formulae of the 

most probable microstate, i.e. in constructing a solution to the starting 

structure of the MD system.  

In MD the most crucial degrees of freedom are those of kinetic energy. In 

many cases also the spatial configurations of molecules, and their 

distribution in the system are made as random as possible before starting 

the simulation, and special care needs to be taken that no “pre-ordered” 

structures are simulated un-intentionally, but the most crucial step is still to 

assign an appropriate distribution of velocities for the particles – to assign 

particles with suitable kinetic energy values. These velocities then serve as a 

crucial pre-requisite to reproduce the time evolution of the macrostate 

investigated.  

There is reason to stress that finding an appropriate distribution of 

velocities is indeed of crucial importance. This task can be accomplished by 

examining the properties of the most probable state of the system (the most 

probable energy distribution), and linking this state to the appropriate 

values of temperature to find an algorithm capable of assigning a suitable 

velocity distribution.  
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In Appendixes B, C, and D, we discuss how the most probable distribution 

for energy levels can be derived, how entropy is defined as the 

thermodynamic quantity linking the temperature of the system to the 

energy levels of molecular states, and how – by combining these two – the 

Boltzmann’s distribution emerges from the underlying principles of 

physics. These aspects are often discussed in literature, therefore we 

present and discuss them in the appendices only.  

By setting the velocities of the molecules of the system so that the kinetic 

energy distribution follows the Bolzmann’s distribution, one can reach a 

reasonably good approximation for the starting configuration of the MD 

system. In practice one just starts the NVT simulation with this setup, 

monitors the kinetic energy values, and if needed, corrects or scales the 

velocities of the molecules to reach a constant temperature and an 

equilibrated system during the simulation run. After equilibration the 

system can then be ran longer, and the gathered data can be used to 

investigate the biological properties of the system. 
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3. Implementing Mechanics and Statistical Physics 
into Molecular Dynamics  

In the previous chapter it was described which kinds of mathematical 

formulations can be used in constructing a molecular system in physics 

description. In this chapter it is illustrated how these formulations can be 

transformed to computer simulation of the evolution of a molecular system 

in time, a molecular dynamics (MD) simulation, and how these simulations 

are to be ran. It is shown how time, molecules and atoms, forces between 

them and thermodynamical ensembles are implemented to the simulation 

protocols in practice. Some of the most common analysis protocols of 

simulation results are also presented.  

 

 

3.1 Software to Implement the Ensemble  
 

The aim of MD is to simulate molecular systems and their time evolution in 

a way that it describes sufficiently well the behavior of the same systems in 

the real world. In Chapter 2 we discussed the mathematical formalism of 

several of the essential features that underlie molecular dynamics 

simulations. Next we discuss the machinery needed to apply these ideas to 

practice, thereby allowing us to carry out simulations and monitor the time 

development of a system of interest. 

While the description of interactions is the core of any simulation model, 

here we prefer to first discuss some practical aspects and come back to the 

description of interactions in Section 3.5, where we discuss related themes 

in greater length.  
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3.1.1 Describing Time in Molecular Dynamics – the Integrator 

 
The heart of MD is the integrator. The integrator creates the time evolution 

to the system in the form of small and discrete time increments, Δt. The 

integrator takes the mathematical formulas of the mechanical forces, and 

applies them to the simulation system, and based on those re-calculates and 

re-distributes the velocities to the molecules.  

The integrator’s action is quite simple. First the algorithm checks the 

positions and velocities of the atoms and molecules. Then it calculates the 

forces acting on each particle at a given moment. Then the algorithm moves 

time by one time step Δt, and calculates a new set of coordinates and 

velocities based on the forces acting on the particles in the system.  

There are several common integrators, which differ from each other by 

their complexity [102, 128-129]. The most common integrators are the Leap 

Frog and the velocity-Verlet algorithms [143-144]. 

Here, as an example of an integrator, is given the pseudocode of the Leap 

Frog algorithm: 

 
 

 (23) 
 

 

The algorithm describes the evolution of the system from the time step n 

to the time step n+1, i.e., it advances the simulation by one time step Δt. In 

this algorithm the velocities are calculated in the middle of the time steps – 

half way between time steps n-1 and n, and time steps n and n+1, 

respectively. This is one of the examples of how the different integrators 

differ from one another – at which point each of the components, the 

velocities, the positions, and the forces acting on the particles, are 

calculated. Other differences include e.g. the number of terms used in the 

integrator to predict the next positions and velocities. The more terms are 

used, the more accurate is the integrator, but increasing the number of 

terms also decreases the integrator’s computational performance.  

Each integrator algorithm has its own pitfalls – some are more prone to 

propagate rounding errors in the calculated values, some do not produce 

accurate values of the velocities, and others are computationally expensive 

[128]. One of the requirements that is considered to be crucial in MD 

simulations is the integrator’s ability to generate time reversible 

trajectories. Time reversibility (more generally symplecticity) is an 
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important property since it implies, e.g., conservation of energy during the 

time integration process.  

The leap frog integrator is probably the most commonly used one, as even 

though it is computationally a little more expensive than some of the others, 

it can reproduce the velocities correctly, and is not prone to propagate 

rounding errors in the numerical computations [128]. 

 

3.1.2 Simulating with the Integrator 

 
Each MD software package has the integrator as their hard coded “core” of 

the whole program [131-135]. It is usually just the integrator together with 

computations of forces, which use the most of the computational resources 

of the simulation. The simulation programs have highly optimized 

performance of their integrators, and that is the reason why each program 

usually provides only one, or perhaps two, different integrators to choose 

from. When one has selected the software one will be using, the integrator 

is thus already pre-determined for the user.  

The only thing one needs to keep track on when running the simulations 

with the integrator, is the nature of one's own simulation system – as the 

properties of the atoms and molecules in the system should be taken into 

account when the time step Δt is selected in the beginning of the simulation 

run. The rule of thumb is to use a time step of the size of approximately 

1/20 of the fastest oscillatory motion (for example bond vibration) of the 

system [128]. Usually the by far fastest motion is the hydrogen vibration. If 

hydrogen bonding is not essential for the system described, it is thus highly 

recommended to freeze the bond length of hydrogen atoms, or not describe 

them as separate atoms at all but instead describe for example the methyl 

group -CH3 as a single entity instead of one carbon and three hydrogens. 

This speeds up the simulation significantly, as the time step can be set 

much higher when the hydrogen vibrations need not to be taken into 

account [128, 138].  

 

 

3.2 Thermostats and Barostats  
 

When the integrator is solving the time evolution of the system, it produces 

the NVE ensemble, as the particle number N stays constant, the integrator 

does not modify the volume V of the system, and the Newton's laws 

maintain constant total energy E for the system. 
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However, often one wants to simulate systems in constant pressure 

instead of constant volume, and in constant temperature instead of 

constant total energy. To do that, one needs to add additional parts to the 

iteration protocol of the integrator. These kinds of pressure controlling 

algorithms are called barostats, and temperature controlling algorithms 

known as thermostats, respectively. 

 

3.2.1 Thermostats 

 
In the beginning of the simulation, the velocities of the particles are 

assigned with the help of the Boltzmann distribution or some other 

reasonably random distribution, to correspond to the temperature in which 

one wishes to simulate the system [102, 138]. However, maintaining this 

temperature during the simulation needs to be taken care of separately. 

The integrator of a MD system does maintain constant total energy of the 

system, but not constant temperature. It re-distributes the energies 

straightforwardly, and does not take into account how much of the energy 

goes to potential energy – for example to stretching a bond far from its 

equilibrium position, or changing the conformation of a molecule to a 

higher energy conformation – and how much is distributed to the kinetic 

energy, for example in the form of translational motion of molecules. This 

leads to stochastic heating and cooling of the system. 

To keep the system at constant kinetic energy, one needs to add a 

thermostat to the integrator, to avoid the system cooling down when some 

of the kinetic energy is transferred to potential energy, or to heat up when 

the potential energy is released again to kinetic energy. 

One way to do this is to scale all velocities every now and then, to 

reproduce the target temperature. The so-called Berendsen thermostat is 

using this kind of approach [145]. The total kinetic energy of the system is 

calculated at frequent intervals, and the value is compared to the target 

temperature, the velocities of all atoms of the system are then scaled with 

the same scaling factor to reach the target temperature. Now the 

temperature converges with ease close to the target temperature, but might 

never reach it precisely. The other side effect of this thermostat is that it 

does not reproduce the canonical NVT ensemble, but only mimics it. 

Another way of implementing a thermostat is the so-called Nosé-Hoover 

thermostat [146-148]. This thermostat is more complex, and is based on the 

so called “heat bath”. In the heat bath approach the system is linked to an 

additional degree of freedom, which can donate or receive heat, but does 
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not interact with the system otherwise. Usually this thermostat first 

proposed by Nosé is in practice implemented with the Hoover method, 

where the heat bath also has a coordinate and a momentum. These are 

abstract, however, so the heat bath does not really move away from the 

system it is thermostating.  

This formulation can reproduce the canonical ensemble, but is at its best 

when the temperature of the system is already rather close to the target 

temperature. If that is not the case, the Nosé-Hoover thermostat tends to 

undulate wildly around the target temperature [138]. This can cause the 

simulation to crash due to unstable conditions, or to just lead to production 

of large amounts of useless data, because a simulation with fluctuating 

temperature cannot be used quite so well in the analysis of the system 

properties. 

Due to this, the standard protocol to simulate systems in constant 

temperature has for a long time been to start the simulation with the 

Berendsen thermostat, which quickly sets the temperature of the system 

close to the target temperature, and then to continue the simulation with 

the Nosé-Hoover thermostat, which produces the canonical ensemble and 

also converges fast to the exact target temperature [138]. 

However, now as the developers of the GROMACS software package have 

implemented a newly published, potent, thermostat called V-rescale, that is 

about to change [149]. The V-rescale thermostat is basically a Berendsen 

thermostat with an additional stochastic term. Thus, not all velocities are 

scaled with the same scaling factor, but a stochastic term is added, which 

gives rise to statistically distributed values for the velocity changes. This 

modification enables the system to reach the true NVT ensemble, and also 

converges fast to the target temperature. In addition to that, running the 

temperature scaling in GROMACS with V-rescale, instead of Nosé-Hoover, 

is actually even slightly faster in terms of processor time. 

 

3.2.2 Barostats 

 
With the integrator and the thermostat one can simulate the canonical 

ensemble, which corresponds to a closed container, at a constant 

temperature. To simulate an open container instead – for example at room 

temperature, and normal 1 atm pressure – we need to add a barostat, a 

pressure controlling algorithm, to the simulation protocol. 

The function of barostats is based on scaling the size of the simulation 

system, the distances between single molecules, and the equations of 

motion of the molecules in the simulation system. 
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The most common barostats used in MD simulations are the Berendsen 

and Parrinello-Rahman barostats [145, 150-151]. 

In the Berendsen barostat all the molecular coordinates are scaled such 

that the system stays in the desired pressure [145]. This is done by changing 

the simulation system size by a scaling factor and adding a corresponding 

change to the velocities of each molecule. If the box is made bigger, the 

molecules are allowed higher velocity, and vice versa. The scaling of the 

system size is done slowly, in the course of very many time steps, and the 

compression happens inside the limits of the isothermal compressibility of 

the molecules in question, which is given as a parameter to the simulation 

program, to not break down the simulation system. However, usually 

setting the time interval (the time step) for the barostat action wisely, 

already eliminates the possibility of compressing or expanding the system 

too vigorously. 

The Parrinello-Rahman barostat does not just scale the system properties, 

but adds a “piston-like” element to the system description [150-151]. The 

“piston” has a mass, an equation of motion, and it acts on the system 

volume. The piston will push/expand the system with some velocity 

depending on the system properties, i.e. based on the kinetic and potential 

energy the molecules of the system have. If the system is “hard to push” the 

piston proceeds more slowly, mimicking a real situation when compressing 

or expanding a substance. Further, the Parrinello-Rahman method also 

takes into account the isothermal compressibility of the molecules, and the 

“piston” never moves faster than the molecules can bear. 

Both Berendsen and Parrinello-Rahman barostats can be used as both 

isotropic and an-isotropic barostats. An isotropic barostat scales the system 

size the same amount on each side of the rectangular simulation box, but an 

anisotropic barostat can change the system shape, and even keep one or two 

of the three dimensions unchanged during compression. This is very 

practical when simulating systems consisting of many different phases – for 

example when simulating a lipid layer between air and water. If one would 

need to scale all dimensions with the same pressure, the air phase would 

vanish from the system, but with semi-isotropic pressure coupling, where 

one compresses one of the three dimensions differently than the other two, 

one can generate rather hard pressures into the water and lipid phases and 

yet preserve the air phase of the system intact.  

Also some conformational changes, for example crystallization or melting 

of large molecules, need so much space to happen that it is convenient to 

have “flexible walls” of the simulation system, each of which are able to give 

space to the big molecules rumbling around in the system. Now the system 
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could be simulated with a totally anisotropic barostat, where each of the 

three dimensions can change its pressure unrelated to the other two. Each 

of these three flexible walls can adapt to the movements of the molecules on 

its own speed, without all walls needing to move with the same pace. 

However, getting back to the barostat implementation, and comparing the 

Berendsen and Parrinello-Rahman barostats: the Berendsen barostat can 

reach constant pressure for the system very quickly, but Parrinello-Rahman 

is considered better for long simulation runs. The reason for that is that it is 

not a trivial task to combine an integrator with both thermostat and 

barostat, and one should combine them in a way, which interferes the time 

evolution of the system as little as possible. As the Berendsen barostat and 

the Berendsen thermostat fit well together, but cannot quite reproduce the 

isobaric-isothermic NpT ensemble, this combination is suitable for only 

approximate runs, or in situations where only the average properties, and 

not the fluctuation properties of the system are of interest.  

Simulations are usually started with the Berendsen barostat, and after the 

pressure has stabilized close to the reference pressure, the simulation is 

continued with combining the Nosé-Hoover thermostat with the Parrinello-

Rahman barostat. This combination provides a more realistic 

representation of the system, but can cause large oscillations in both 

temperature and pressure, if used when system properties are not yet close 

to their reference values [138].  

In any case, adding both a thermostat and a barostat to the integrator 

makes the integrator code sometimes very complicated, and it is tricky to 

ensure that the right ensemble is produced and that the simulation stays 

stable at the same time. To generate smooth constant pressure simulations, 

the standard protocol is to simulate the system first with only temperature 

coupling, with the Berendsen thermostat, and then add the Berendsen 

barostat on the side, and finally for the production run change both 

barostat and thermostat for the Nosé-Hoover – Parrinello-Rahman 

combination.  
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3.3 Simulating Molecules  
 

We have now seen how the thermodynamic ensembles can be reproduced 

in simulations as additions to the integrator. However, even assigning the 

new velocities to the atoms in the integrator is not a straightforward 

process. Often a completed integrator step leads to violations of bond 

lengths or angle bending, or brings molecules too close to each other. All 

this imposes large forces to the atoms and molecules of the system, but the 

MD algorithm is usually capable of dealing with these forces. And if not – 

the system crashes, and the simulation needs to be restarted.  

All simulations can crash due to excessive forces, but the probability of 

such an event can be lowered by a pre-minimized starting configuration, to 

get reasonably close to energy minimum configurations for all molecules of 

the system, before starting the simulation run. Sometimes that is not 

enough, however. It is sometimes a good idea to use bond and angle 

constraints to calm the system down before releasing all restraints and 

starting an unconstrained simulation run [138]. Constraints can be needed 

in the beginning of the simulation also for simply speeding up the system – 

for example constraining all bonds of hydrogen atoms speeds up 

simulations significantly, as mentioned already in the previous Section 

[128, 138].    

Thus, to keep the simulations stable and fast, we need two new 

algorithms. One to energy minimize the starting structure to be able to start 

the simulation from as stable conformation as possible, and another to 

implement the constraints to the system during the integrator protocol, to 

speed up the simulations and prevent systems from crashing. 

 

3.3.1 Steepest Descent Algorithm for Setting up the Starting 
Configuration 

 
For minimizing the system configuration and molecular configurations 

before the simulation run, one can use specific algorithms, which simply 

calculate all the forces that the bonds, angles, rotation barriers and 

molecule-molecule contacts cause to the system. The algorithm relaxes the 

system by moving the atoms step by step towards the steepest crescent of 

their potential energy, hopefully finally reaching a configuration near the 

global configuration minimum for the whole system. This is for example 

how the STEEP algorithm implemented in GROMACS works [138].  
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As a result of the energy minimization process, the molecules can of 

course get stuck in a local minimum. If that happens, one can reconstruct 

the structure to be minimized to avoid that, and run the algorithm again 

and hope for better outcome. Another option is to use some more elaborate 

configuration minimization protocols, such as simulated annealing [127-

128]. In simulated annealing the system is heated to a high temperature to 

allow considerable conformational freedom, and then slowly cooled down 

afterwards. Doing this provides a better chance that no molecules get stuck 

to the local minima in the conformational space.  When using this kind of 

approach one needs to be careful, though, as some molecular 

isomerizations not possible in room temperature can take place in the high 

temperature phase of the simulated annealing protocol. One thus needs to 

protect the stereochemistry of the molecules by for example adding angle 

constraints to the system when running the annealing.  

 

3.3.2 Implementing Holonomic Constraints for Molecules 

 
In cases where there are bond or angle constraints in the MD system, one 

needs a way to set the constrained bonds and angles back to their 

equilibrium values, after the MD integrator has updated the positions of the 

atoms in the simulation system, possibly violating these constraints. 

Specific algorithms have been developed for this. 

In GROMACS there are three different algorithms – the SHAKE, SETTLE 

and LINCS algorithms [152-155].   

SHAKE is an iterative protocol, which solves equations of motion in the 

Lagrangian formalism, taking into account the holonomic constraints in the 

molecules (the constrained bonds and angles). The protocol is iterative, and 

stops only when a satisfactory solution for all atoms has been found, or a 

pre-set maximum number of iterations is reached [152].  

Another possibility to set the constrained bonds and angles back to their 

right values is an algorithm called LINCS (LINear Constraint Solver) [154-

155]. LINCS does not use iterations, but rather stores all the force gradients 

the constraints impose to the system in a single matrix, and moves all the 

atoms towards the gradient of the matrix in one step. In most cases the 

procedure leads to satisfactory results such that no iterations are needed. 

But if one wishes, one can also do up to four iterations of LINCS, to make it 

absolutely sure that the constraints are well taken care of. To speed up 

simulations even more, many software packages also provide a fast 

constraint solver for water molecules only. Very often most of the 

simulation box is full of water, and most of the simulation resources are 
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used to simulate water molecules. To accelerate the simulation up, one 

often imposes bond and angle constraints for the water molecules to reduce 

the time one spends simulating ”only water”. To get full advantage of this, 

for example the GROMACS software provides a fast and efficient version of 

SHAKE to take care of the iterative solving of constraints of water 

molecules. That program is called SETTLE, and it indeed speeds up the 

simulation significantly [153]. 

 

 

 

3.4 Tricks for Faster and More Accurate Simulations  
 

 

3.4.1 Simulation Box and Boundary Conditions  

 
In MD simulations one uses a lot of processor power to calculate properties 

of single atoms and molecules. Increasing the number of molecules in the 

system increases also the computational cost of the simulation. In principle, 

one is restricted to simulate very small systems – only a couple of dozen 

nanometers a side. However, there is one clever way of setting the size of 

the simulation system to “infinity”. The solution is to use “periodic 

boundary conditions” [102,128], and it takes advantage of the fact that in 

simulations, the system does not need to follow the same rules as everyday 

life does. 

If we are simulating a box of molecules, the periodic boundary means that 

the edge of the boundary is not a wall, but a penetrable boundary. By 

crossing the box boundary, and exiting the box, the molecule 

simultaneously enters the box from the opposite side (Figure 10). If the 

molecule exits the box from the right hand side, it at the same time enters 

the same box from the left hand side. We simply just set the “neighboring 

spot” of the right boundary to be the left hand boundary. Now the 

molecules can move freely in a virtually infinite box. 

We can also plot this as an infinite number of similar boxes (Figure 10). 

We simulate only one of them, but actually describe in the simulation an 

endless number of exactly similar simulation boxes. This periodicity causes 

of course various kinds of artifacts to the system. For example membrane 

undulation modes, which may happen to have as their periodicity a fraction 

multiplier of the simulation box length, may be pronounced in the results, 
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and undulation modes having a wavelength longer than the box size will not 

be seen in the results at all [49, 118]. Also, very big molecules can see 

themselves through the box boundary, and even small molecules can 

“sense” the periodicity. This can be problematic, as the molecules might 

organize themselves to abnormal conformations, or too ordered structures 

due to periodicity effects [158-159].  

 

 

 

Figure 10. The periodic boundary conditions. A) If a molecule crosses the box’s 
periodic boundary on the right, it re-enters the box on the left.  B) The periodic boundary 
conditions can be described as an infinite number of similar boxes.  C) Micelle fusing to itself 
across the periodic boundary. 

 

However, the periodic image can be used as an advantage, too. For 

example, investigating vesicle fusion across the periodic boundary is a 

clever idea – one can simulate only one vesicle, and save a lot of 

computational power by doing that, but still see two different vesicles 

fusing, as the vesicle is fusing with itself over the periodic boundary (Figure 

10) [160]. This trick may of course change the qualitative nature of the 

fusion process, and before applying such tricks, one should carefully test 

how much the protocol will tweak the behavior of the system in question. 

Other types of boundary conditions include various types of solid walls, 

and external potentials mimicking free solvent properties (for example 

immersion to water) [102]. The periodic boundary conditions are however 

by far the most common choice, and usually the only boundary provided by 

biomolecular simulation packages, thanks to its ability to create infinite 

systems with only minute computational cost. 
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3.4.2 Treating Long-range Interactions 

 
In a MD system each particle has two long-range, centrosymmetric 

potential functions – the electrostatic, and the Lennard-Jones potential. 

Each of these is applied as pairwise interaction functions in MD systems, as 

described above in Chapter 2.  

Calculating pairwise forces for each atom pair in the whole simulation 

system is a tedious job, so several tricks have been developed to make this 

less resource consuming. 

 

 Neighbor lists 
The most important of the ways to cut the cost of computing long-range 

interactions is probably the so-called “neighbor lists” [138]. For each 

particle in the simulation box, the software keeps track of its closest 

neighboring particles. The neighboring particles are collected to a so-called 

neighbor list, which is updated every now and then, usually every tenth 

time step, or so. The pairwise potentials are then calculated only between 

the neighboring particles, and most of the potential interaction pairs are 

just neglected. Here we see that it is of crucial importance to update the 

neighbor lists often enough to prevent molecules to diffuse close to new 

neighbors undetected. Also one needs to take care that the radius inside 

which the atoms are counted as ”neighbors” of another atom is large 

enough, to not leave a significant portion of the interaction range out of the 

description. 

 

 Restricting the potentials to a limited area of simulation space 
Another way to cut down the costs of the centrosymmetric potential 

functions is to shift the tail of the potential slowly to zero at some radius 

from the potential center, or just truncate the potential at that point [138]. 

The Lennard-Jones potential fades away rather quickly, and there is usually 

no major harm done by just cutting the tail of the potential to zero at 

certain radius from the center of the atom. But for the charges it is a quite 

different story.  

The Coulombic interaction has in principle an infinite range, and this can 

lead to significant problems in a system with periodic boundary conditions. 

As the molecules can see the other molecules “all the way to infinity” – 

there would be an infinite number of Coulombic interactions to compute, 

and the system would be simply impossible to simulate. Usually, to avoid 

this, the charges are slowly scaled to zero around a distance, which is 
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considered their “average range of visibility” in the biological media [138]. 

Charges can be efficiently shielded by other charged or electron-dense 

particles, so their range of effect is not after all infinite.  

Cutting the tail of the charged interaction can lead to significant artifacts, 

however. As the charges of the same sign repel each other, the particles 

having a charge of the same sign tend to place themselves at equal distances 

from each other in the simulation systems [161-164]. This distance is just 

slightly larger than the cut-off length of the charged interaction. In that 

kind of situations one can clearly see that the cut-off clearly causes a serious 

artifact to the system behavior. This is especially true for systems 

containing a lot of ions, or strongly charged small molecules. For big 

molecules, and for only slightly charged, or only polar molecules the effect 

is much smaller, and cut-offs can be usually used without major artifacts.  

When the charged interaction needs to be calculated more exactly, for 

example when there indeed will be a lot of ionic small molecules in the 

simulation system, one can use the so-called particle mesh Ewald (PME) 

method [165-166], which can calculate efficiently the tedious long-range 

Coulombic interactions by using a method based on Fourier transforms.  

In any case one should always ensure that the simulation system is 

electrically neutral when starting the simulation. If there are negatively 

charged molecules, like DNA strands, one needs to add the corresponding 

amount of positive ions to the simulation, too, as otherwise the net charge 

will multiply to an “infinite negative/positive charge” in the system due the 

periodic boundary effect. 

 

3.4.3 Parallelization 

 
When running MD simulations, one is usually in a need of a lot of 

computing power. Usually the simulations are parallelized to 8-128 CPUs, 

but when using graphical CPUs (GPUs), one can survive with a smaller 

number of processors [167-168].  

The development of computers, processors, MD software, and 

parameterization has worked hand in hand so that today it is possible to 

routinely simulate atomistic systems comprised of about 100,000 – 

500,000 atoms for several microseconds, and coarse-grained systems 

(where multiple atoms are described with one particle) of around 100,000 

– 500,000 particles for tens of microseconds to several milliseconds [169-

170]. The limits of coarse-grained models largely depend on the level of 

coarse-graining done, and those cases will be discussed below a bit more 

(see Chapter 3.6). The progress has been rapid, since still seven years ago 
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all-atom systems could be simulated only for a couple of dozen 

nanoseconds, and the maturity of the molecular coarse-grained models was 

not yet significant [171].  

Currently a typical MD simulation takes a couple of weeks, instead of a 

couple of months or half a year that the standard was still some five years 

ago. The reason for this is not only the development of faster processors, 

but also the better implementation of parallelization schemes to MD 

software engines [172]. For example, GROMACS 3, which was used until 

the year 2008, parallelized well only up to 8 processors. Some used it with 

16 processors already then, though. But, when GROMACS 4 was released, 

one could suddenly parallelize systems to over 200 processors [131-132, 

173].  

To be able to run systems in parallel, one needs to modify the program 

code to be able to cope with parallel execution. One needs to also ensure 

that all processors have an equal amount of work to do – usually the first 

approximation is to give each processor the same amount of atoms to take 

care of, but to adjust that during the execution of the program to fine tune 

the performance. As all atoms do not reside in one processor any more, one 

needs to communicate atom positions, velocities and forces from one 

processor to another, if needed. Also one needs to ensure that no processor 

needs to sit and wait for information from other processors too long. All 

processors should have full work load at all times, and still efficiently 

communicate and transfer data between processors. 

A rule of thumb is to share the similar kind of work to a certain set of 

processors, and another kind of work to another set of processors, provided 

that these tasks need a lot of communication only inside one group of 

processors, and not between the groups. Now the “unison” of the processors 

is ensured in two steps – first all processors in one group are tuned to work 

at equal pace, and then the processor groups are also tuned to work at equal 

pace.  

A good example of this is the way how the GROMACS program divides the 

computing of a MD simulation – the heavy computing of PME electrostatics 

is assigned to a different set of processors than the rest of the simulation 

[131-132, 138]. The rest of the simulation is then divided to other processors 

so that each processor receives approximately the same volume of the 

simulation box to take care of. One set of processors thus does the tedious 

Coulomb force calculations, and the rest of the processors take care of the 

other MD routines. The MD routine processors each have a destined 

volume of the simulation box to take care of, and they communicate mainly 

with each other by transferring interactions and neighboring atoms. These 
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MD nodes only ask for the Coulombic forces from the PME nodes once in a 

time step, and they do it in a well-organized concerted manner. Like this 

both sets of processors get the most done in the time they have. Of course 

one needs to optimize manually this kind of setup – so users are advised to 

run test simulations with several ratios of PME/MD processors, to optimize 

the protocol for their individual system.  

 

 Dynamic load balancing 
Good parallelization leads to an equal load for each processor. A good 

example of such a parallelization scheme is the way how the GROMACS 4 

software deals with “dynamic load balancing”, i.e. how the program divides 

the atoms to the processors evenly even though the simulation run itself 

will cause fluctuations and changes in the density and distribution of the 

particles [131-132,138].  

In the beginning of the simulation each MD processor receives a volume 

slice of the whole box to take care of. Then, during the simulation the 

dynamic load balancing algorithm keeps track of the work load of the 

processors, and every now and then adjusts the box sizes again to better 

take the simulation system into account dynamically as the simulation 

progresses.  Within this scheme the molecules can be easily moved from 

one processor to another to equalize the load between the processors. 

That is very handy for example in cases of phase separation or big 

structural changes in the system, which change the load balance a lot 

during the simulation. Also it is crucial for systems having very 

inhomogenous structures from the very beginning on. These kinds of 

systems have for example large molecules on one side, and water molecules, 

or even vacuum on the other side of the system. Most biological systems are 

like this – lipid bilayers in water, proteins in water, and lipids between air 

and water, are all very inhomogenous systems. It is hard to approximate the 

relative workload for each part of the system before starting the system, but 

the dynamic load balancing algorithm can adjust the performance to the 

system properties on the fly. 

 

 Rate limiting steps – processor efficiency, and memory usage 
A typical simulation run is heavily parallelized. If PME is used for 

calculating the Coulomb inteactions, some 30% of the processors need to be 

allocated only for PME. The second heaviest computing task in MD 

simulation is calculating the rest of the forces in the system, which typically 

takes at least 20% of the remaining processor power [138].  
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However, at present processors are developing faster very quickly, but the 

internal memory of the processors, and the fast memory available by the 

processors is getting increasingly smaller. Thus the rate limiting step of the 

simulations is nowadays often (instead of the computing) the waiting time 

needed to load the information for the computations from the memory to 

the processors, and especially writing output files, like coordinates and 

velocities for the user – generating the data files necessary for the analysis 

of the simulation [138]. Also communicating the atoms between processors, 

when running heavily parallelized systems is rather slow, even though it 

helps a lot that most processors have multiple cores which can 

communicate information fast to each others [138]. 

 

 

3.5 Parameterization of Force Fields, Emphasis Being on 
Atomistic Descriptions  

 

 

3.5.1 What is a Force Field? 

 
Classical MD systems aim for a realistic description of the molecules under 

investigation, but are not ab initio systems, where every property of the 

system can be deducted from the underlying theory. Thus, one needs to 

carefully tune the interactions that are used to describe a given system.  

First one needs to decide which kind of interactions should be included in 

a model to have a sufficiently realistic description, and then decide the 

exact mathematical formulations via which these interactions are 

represented in the simulation model. When all the pieces are combined 

together, the resulting description is called a “force field” [174-177]. In 

physics, one also often talks about the Hamiltonian.  

The force field thus includes the information that is used to describe any 

of the interactions in a system.  

We went through some of the related descriptions of these molecular 

forces and interactions in the earlier Sections, and ended up having a lot of 

formulas containing atom-specific interactions, and interaction-specific 

constraints, like the bond strength between atoms A and B. Let us here 

summarize the most relevant interactions (Figure 11).  
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Figure 11. Example of how the potential function terms can be represented in a 
force field (bond, angle, torsion angle, Coulomb, van der Waals, and Pauli 
repulsion). Numbers in brackets refer to equation numbers in the Thesis. i, j, k, l are the 
interacting atoms. Bonded interactions: r is bond length, r0 its equilibrium value, a is angle 
with a0 representing its equilibrium value, d is torsion angle, d0 sets the first maximum of 
the rotation potential, n represents the number of minima in the potential. Symbols k are 
force constants. Non-bonded interactions: q1 and q2 denote charges of atoms, which are not 
covalently bonded, and ε0 is dielectric constant. r is distance between a pair of interacting 
atoms, and C12 and C6 are constants which depend on the chemical nature of interacting 
atoms. 

 

 
First, one talks about bonded interactions. These include interactions 

between particles that are covalently bonded to one another (bonding 

between two atoms, bending between three atoms, and dihedral 

interactions in a 4-body case being the most common ones). Second, there 

are non-bonded interactions, which typically are comprised of electrostatic 

interactions (between charges) and van der Waals (dispersion) interactions 
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(described in terms of the law of Coulomb, and the Lennard-Jones 

potential, respectively). Third, the constraints discussed earlier are also part 

of the force field, as are also possible truncation distances used in some 

interactions. It is also justified to think that any practical choice in 

simulating the system, such as how often neighbor lists are updated, or how 

the computations in the particle mesh Ewald algorithm are divided between 

the real space and the reciprocal space parts, are part of the force field since 

they affect the computations of forces in the system. For biomolecular 

systems, there are many commonly used force fields available (such as 

CHARMM, OPLS, Amber, Gromos, etc., see Table 1). It depends on the 

force field, and its original purpose, what kinds of atoms one can find 

readily parameterized [178-189]. Very often there are “standard” 

parameters available for all first and second row, and some third row 

elements of the periodic table. The most common bonding variations for 

each element are also present, as in many cases the bond order changes the  

 
Table 1. Widely used force fields for biomolecules. 

 

CHARMM [178-180] Parameters available for :
All atom / United atom Proteins, DNA, RNA, lipids, sugars, drug molecules

Typical simulation system : 
Protein in water, study of ligand binding

AMBER [181-182] Parameters available for :
All atom / United atom Proteins, DNA, RNA, short hydrocarbons, drug molecules

Typical simulation system : 
Protein in water, study of ligand binding

GROMOS [185-187] Parameters available for :
United atom Proteins, DNA, RNA, lipids, sugars

Typical simulation system : 
Protein in water, study of ligand binding

OPLS [183-184] Parameters available for :
All atom / United atom Proteins, DNA, RNA, short hydrocarbons, drug molecules

Typical simulation system : 
Drug solvation, drug conformation, ligand binding

MARTINI [188] Parameters available for :
Coarse grained Proteins, DNA, RNA, lipids, sugars, drug molecules

Typical simulation system : 
Membrane penetration of drugs, lipid self-assembly

Berger [189] Parameters available for :
United atom Lipids

Typical simulation system : 
Lipid bilayer in water (to assist force fields which have no
 lipids of their own)
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properties of the atom significantly. For example, oxygen with coordination 

number 2 (having bonds with 2 other atoms) usually has some standard 

parameters, which differ from parameters of oxygen having coordination 

number 1 (binding to only one atom). The force field can also contain some 

special cases of these – for example the -OH bond in alcohols is usually 

defined separately, as it differs from most 1-coordinated oxygen bonds, and 

is also fairly common and very important biologically. 

When parameterizing a certain atom, one also needs to take into account 

in which environment it will lie in the simulation model. There can be 

differences in for example rotation barriers depending on the surroundings 

of the atom in the molecule. One needs to keep in mind that all parameters 

are approximate, and very often one needs to re-parameterize atoms if one 

wishes to reproduce more exact behavior of the molecule of interest.  

In practice, when force fields are used in simulations, the simulation code 

is presented with a force field parameter file listing the different atom types, 

and for each atom type their respective bond lengths with other atom types, 

and the corresponding bond angles and rotation barriers. Also the partial 

charge, and the Lennard-Jones potential are determined for each atom, and 

atom pair, respectively. Obviously, different force fields have different 

formulas for some of the interactions [174-177]. Especially wide variation is 

in the way of expressing bond rotation barriers. 

 

3.5.2 Target Properties and Constructing a Force Field 

 
If we are to build a general force field – a force field containing enough data 

to build many different systems, and into which it would be straightforward 

to add more atom descriptions – we need a systematic way of reaching the 

force field parameter values. An important part of this process is to 

determine, which are the “target properties” of the force field, i.e. the most 

important properties to be reproduced by the model.  

Most biological force fields aim to reproduce system properties near room 

temperature, in 1 atm pressure [178-189]. For most biological molecules 

this means liquid state, and subsequently the target properties of choice are 

usually molecular density, heat of vaporization, and hydration energy (and 

other solvation (free) energies). These properties can be calculated from 

simulation results, and they offer a straightforward comparison to 

experimental results.  

For all molecules the conformational energy is also an important property 

to optimize [178-189]. The configuration space is especially important for 

molecules such as drugs, for which usually solvated and not that much the 
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aggregated state in the system is of interest. The molecular configurations 

also naturally affect the binding of drugs to enzymes’ active sites, for 

example. The conformations the molecules take in liquid state cannot be 

reached precisely via experiments, however. The optimization of the 

configuration space is thus done with the help of quantum-mechanical 

calculations for energies of different molecular configurations. 

Selecting the target properties determines what kind of analysis results 

will be most exact when the simulation data based on using these 

parameters in MD simulations is being analyzed. If the target property is 

“solubility” instead of “molecular volume”, one can investigate the phase 

separation processes more accurately than the density of the system.   

 

3.5.3 Developing the Parameters 

 
Finding the force field parameters that reproduce the target properties is a 

tedious and time-consuming iterative (systematic) process. One needs to 

set the parameters to be tested, simulate the system, calculate the target 

properties, re-adjust the parameters based on the results, and repeat this 

cycle until all target properties are sufficiently close to their experimental 

and quantum-mechanical simulation values. Finding a perfect match 

between simulations and experiments for a variety of system properties is 

hardly ever met, especially if the force field is to describe a wide variety of 

molecules with the same parameters. This leads to the obvious conclusion 

that no force field can model all system properties exactly, and one is to 

always remember this when interpreting the simulation results. 

 

3.5.4 Constructing New Molecules for an Existing Force Field 

 
There are many force fields one can use, already built and ready for action 

[178-189]. The development of a couple of them is even the basis for the 

Nobel prize in Chemistry 2013 [180]. 

However, often one faces a situation where one has a nice general-purpose 

force field one wishes to use. It has the right target properties, and it works 

well in the temperature and molecular phase range one wishes to 

reproduce, but no one has used it for the molecule one is interested in.  

When constructing a new molecule for a certain force field, one needs to 

go through the existing parameters listed in the force field and try to find all 

interactions that are relevant in one's own molecule. If the parameters for 

all interactions are not there, one needs to consider if one can approximate 
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them with the existing parameters for closely related atoms, or is it essential 

to generate new parameters for the molecule one aims to explore. When 

adding new molecules to the force field, one has to always recalculate the 

partial charges for the atoms with QM (quantum mechanical) methods, but 

most other parameters can often be taken from an existing force field. After 

parameterization the properties of the molecule are tested, and for example 

the conformational space is monitored – and if the molecule is seen to lie in 

abnormal configurations, the rotation barriers of dihedral angles (and 

sometimes bond angles, too) are then modified to aim for a better model.  

When more extensive parameterization of the new molecule is needed, 

one typically targets for the same properties as the people who originally 

developed the same force field also targeted when they constructed it in the 

first place. So, if the force field was constructed to reproduce the solubility 

properties, the new molecule is to be tested in simulations of different 

solvents. The simulation results need to reach reasonable agreement with 

the experimental data and QM results of the target properties, before the 

parameterization of the newly created molecule can be used in simulations. 

Sometimes one needs to modify even the target properties to make the 

force field more suitable for different kinds of systems. For example, the 

OPLS force field is targeted for small molecules in liquid state, and that 

causes solidification of larger molecules already in room temperature [183-

184]. However, as the force field contains an extensive number of 

parameters for many different functional groups – being thus very practical 

in building drug molecule structures – there would be an interest to use it 

in lipid bilayer simulations. To use OPLS to simulate lipid molecules, the 

Lennard-Jones parameters and rotation barriers of the carbohydrate tails of 

lipids need to be re-adjusted to reproduce the delicate liquid crystalline 

state of lipid molecules, and the various phase transitions the lipid tails 

show near room temperature. There have been various attempts to make 

this happen, and at this moment many laboratories use home-made 

modifications to describe the lipid tails in OPLS, to be able to enjoy the 

wide range of available molecular structures available in the OPLS force 

field, and still be able to reproduce the liquid state of the lipid systems [190-

191]. 

 

 

3.6 Coarse Graining  
 

In many force fields, for example in the OPLS-AA force field, each atom has 

its own particle [184]. These, so called ”all-atom” force fields are rather 
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precise and can, for example, show pretty exactly the hydrogen bonding 

patterns, and drug binding configurations for an enzyme.  

However, if one is less interested in the details but aims for a more generic 

picture in a larger scale, thereby better understanding soft matter 

properties in general – for example self-assembly or diffusion of particles, 

or elastic properties like bending and other deformations of surfaces – it is 

not always necessary to describe every atom with a single particle. Many 

biomolecules can be rather straightforwardly described with a smaller 

number of particles, reaching a so-called coarse-grained model, where 

multiple atoms are represented with one particle only.  

Coarse graining is a convenient way to gain access to phenomena on 

larger scales – one can run bigger systems showing phenomena like self-

assembly of micelles and other lipid phases, drug penetration to 

membranes, and even peptide and protein folding [193-195].  

There are many different levels of coarse graining. For instance, to speed 

up the computational performance of atomistic systems, one can describe 

the non-hydrogen bonding hydrogens (for example in hydrocarbon chains 

of lipid tails) as a united entity with the adjacent carbon atom. This kind of 

force field, where most hydrogen atoms are combined to their adjacent 

carbons to aim for -CH- , -CH2- and -CH3 entities, is called a united atom 

force field [183]. 

Moving on, one can take 3-4 atoms or atomistic groups to form a new 

unit, so called “bead”, like in the MARTINI force field (Figure 12) [188], or 

one can take only 3 beads to describe the whole lipid molecule as in many 

parameterizations used in dissipative particle dynamics (DPD) simulations 

(see for example [192]). Here the same applies as for all atom force fields – 

first it takes a lot of time and effort to construct the parameters for the force 

field. After that using the existing general-purpose force field to describe 

new molecules is a simpler task, and needs only small modifications to the 

already existing parameters. The MARTINI force field is tuned for the most 

common biological molecules (lipids, carbohydrates, DNA, and proteins) 

[188], and all the target properties – in the case of MARTINI especially the 

phase behavior and solubility (partitioning) properties in room temperature 

– will be inherited to the new particles automatically. Phase behavior in 

MARTINI is mostly dominated by the LJ parameters and 

repulsion/attraction interactions (which are the way MARTINI implements 

the charged interactions instead of Coulomb potential). In very many cases 

one can construct the desired new molecule just by adding the existing 

building blocks together, and no new parameterization is needed. And even 

when new parameters are needed, one can mostly concentrate on the 
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reproduction of the configuration space (by complementing the MARTINI 

description with the needed amount of bonded interactions) [188].  One can 

thus rely on the force field in many issues, and needs to re-adjust the 

parameters only for the very details.  

The speed up of coarse-grained models compared to atomistic simulations 

depends on the level of coarse graining. The united atom models are not 

significantly faster compared to all atom models. Meanwhile, the speed up 

of MARTINI models is usually about 1000x compared to corresponding 

atomistic descriptions. Finally, if one goes to very simplified models such as 

two-dimensional molecules (limiting the investigation to only, e.g. to the 

plane of a lipid membrane), describing each molecule with only one particle 

(simply using larger particles for larger molecules), and describing the 

solvent as a “potential field” instead of explicit particles, then the speed up 

could be very large indeed.  

 

 

 

Figure 12. MARTINI-based mapping of particles. As the examples here highlight, in 
MARTINI one usually maps about 4 atoms or atom groups to a single coarse-grained bead. 
The symbols in the picture (P4 etc.) describe the bead types assigned to the corresponding 
parts of the molecule [188]. Figure adapted from the MARTINI website, with the permission 
of original authors. 

 

There are several pitfalls in this approach, however. Describing multiple 

atoms with one particle sometimes changes the spatial relations of the 

molecules, modifying for example the diffusion properties and density of 

the system unexpectedly [188, 196]. Also some structures, such as the 

benzene ring are very difficult to coarse grain. In the case of benzene, and 

other planar structures, one usually needs to add extra constraints to the 

system to keep the desired ring planar during the simulation [138].  
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Another very difficult structure for coarse graining is the peptide 

backbone of proteins. Protein folding is primarily a hydrogen bonding 

process, and the energy differences between alpha helices and beta sheets 

are so small that even minute changes in the parameters bias the coarse-

grained simulation results [197-198]. There has been at least one promising 

solution to this problem [199], but at least the MARTINI force field is so far 

able to simulate proteins only with fixed secondary structure [188]. 

 

 

3.7 Reaching Equilibrium Properties for the Simulated 
System in a Given Ensemble  

 

 

3.7.1 Scanning the Phase Space 

 
In MD simulation, one wishes to scan the phase space (the configuration 

space available for the system) as thoroughly as possible. One wants to visit 

every part of the phase space, and spend the most time in the most 

accessible areas of it. So, the aim is to have molecules near their energy 

minimum structures, and only rarely allow them to do things, which are 

energetically costly.  

In Monte Carlo simulations this is done by setting a “penalty function” 

when one wishes to change molecule conformation from one conformation 

to another [129]. If the new conformation is energetically more favorable, it 

is chosen with a higher probability than when it is energetically costly. 

In MD we do not need to worry about this that much. We of course wish to 

survey the phase space thoroughly both in energy space and in 

conformation space, but the mechanics and thermodynamics we include to 

the model keep the system and its parts automatically close to the energy 

minimum configurations. We thus will for sure scan mostly the rather 

favorable configurations and motion patterns of the molecules. And, as we 

have also included temperature into the description, the molecules will have 

enough energy to sometimes cross energetically unfavorable barriers, too. 

Depending on the barrier height, of course.  

If we set the starting configuration to be as random as possible (random 

positions and orientations of molecules), we can be rather sure that the 

system will scan the phase space around the true minima of the system. 

However, it is very easy to accidentally construct somewhat ordered 
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starting configurations for the system, or get stuck to high energy 

conformations, or local minima, which do not represent the global, or the 

most common, minima of the system and the molecules. When this 

happens, the model cannot be equilibrated by just running it for elongated 

periods of time but the artifact needs to be fixed manually by altering the 

starting configuration to better resemble the configuration space one 

expects the molecules and the system to take.   

However, in any case, to ensure that the simulation is indeed ran in an 

appropriate configuration space, one should carefully monitor the 

simulation results, especially if the molecules used in the simulation are not 

widely tested in simulations, or when testing a newly parameterized 

molecule. Careful observation of the phase space is also needed when the 

molecules of interest are used in a different context than the one for which 

they were parameterized.  

For standard systems (such as lipid bilayers), and widely tested molecules 

(like most phospholipids), the standard simulation protocol is usually 

enough to prevent hard-to-spot configuration space anomalies from 

happening – it is enough to start the simulation with random 

configurations, run the steepest descent (or other energy mimimizing) 

algorithm for the system to get rid of configurations not normally present in 

the system of interest, and after that equilibrate the system in the preferred 

ensemble. A rule of thumb here is that “random configurations of 

molecules” should be interpreted to go only for the configurations 

accessible for the molecules of interest in the temperature of interest. If one 

wishes to simulate lipids in their (all) trans-configuration, and the 

simulation temperature does not allow transition between cis and trans 
states, one should not construct a starting population having both cis and 

trans states, but instead set all molecules to the trans configuration, and 

randomize only those configurations which are truly accessible for the 

molecules also in the simulation temperature. While equilibrating, one 

should monitor the energy terms of the system – the potential and kinetic 

energy levels and their fluctuation, along with visual inspection of the 

simulation trajectory. It is usually very easy to spot configuration space 

derived abnormalities in the system – part of the system may go to ordered 

phase unexpectedly, or demonstrate other concerted phenomena. If this 

happens, the simulation has to be started again – with a new and more 

appropriate set of molecular starting configurations.   

More subtle artifacts generated as a result of a non-representative starting 

structure ensemble (which may not be fully resolved during the steepest 

descent step) need more detailed inspection to be spotted – for example a 

small fraction of the molecules of the system may be in a configuration 
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which is very rare – or even un-accessible – in that part of the configuration 

energy diagram which corresponds to the simulation temperature. This 

results from randomizing over angles and dihedrals that are not truly free 

variables in the simulation system – and if the molecule is not very well 

known (from experiments, quantum mechanical studies, or earlier 

molecular dynamics simulations), these kinds of events may very well take 

place. Thus, when parameterizing and testing new molecules, the 

simulation results should be analyzed for all key angles, dihedrals, and 

bond lengths, as well as the general configurations of the molecules 

monitored, to document this kind of behavior early on. If this kind of 

behavior is suspected when using readily parameterized molecules, 

calculating distributions of key angles, dihedrals, and visual inspection of 

the trajectory files, compared to the values presented by the 

parameterization of the molecule, and experimental and quantum 

mechanical reference values, can help in locating and solving the 

anomalies.  

 

3.7.2 Ergodic Hypothesis 

 
When monitoring the minor conformational changes, which do not involve 

the crossing of major energy barriers, like rotations around single bonds, 

we can lean on the so called “ergodic hypothesis”.  

The ergodic hypothesis states that the phase space can also work, not only 

as a measure of “all different possible states of the system”, but also as a 

reasonable estimate of the paths that the system will take when evolving in 

time [126,129,140]. That is, if we know the whole phase space, and monitor 

the properties of the representations of the system in the phase space - that 

should be analogous to monitoring the time evolution of the same system: 

the same states should be as often represented in the phase space as in the 

time evolution trajectory. This assumption is a very powerful one. The 

ergodic hypothesis states that the frequency one detects one conformation 

in time, is essentially the same as the frequency one sees that conformation 

in one single time frame amongst all the conformations present in the 

system.  

This can be formally written for any state variable one wishes to calculate 

from the time evolution trajectory. This property should, naturally, only 

depend on the coordinates of the molecules of the system, and have a single 

time average. So, we assume that our simulation trajectory is in 

equilibrium.  
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Here, to give an example, we give the ergodic hypothesis for density ρi(r) 

at a distance r from a given atom i: 
 

(24)  
Here, i r  describes the time average of the density over all times 

considered (averaged over time in a MD simulation), and i r NVE 

describes the ensemble average over a large number of initial coordinates in 

a system of N atoms, in a volume V, at a constant total energy E. Therefore, 

the ergodic hypothesis states that these two ways of calculating the density 

of the system give the same result; in rigorous terms the ergodic hypothesis  

states that this is plausible. 

As the above is indeed a very powerful hypothesis, there are several 

restrictions for a system to be ergodic – it should not, for example, contain 

areas of phase space behind so high energy barriers that the time evolution 

of the system will never reach those parts. In addition, reproducing a large 

enough sampling requires either long time stretches, or very big system 

sizes, in order to reach all states of the phase space, or even reasonable 

estimates for the phase space. Most simulations are believed to be 

“sufficiently ergodic” to really give reasonable information for the system 

behavior [126,129,140].  

Usually in MD one combines analysis in space and in time when analyzing 

the equilibrium properties, and in this manner takes full advantage of the 

ergodic hypothesis – like that one needs to analyze only rather short time 

ranges, as one can analyze all molecules from each time step. On the other 

hand, one can increase the accuracy of the estimate by analyzing as many 

time frames as possible. (Keeping that in mind, we will from now on use 

ensemble average brackets <> in the text to describe averaging over both 

the time points and coordinates, if not stated otherwise). 

Error estimation for the properties are then made by taking advantage of 

the other statement of the ergodic hypothesis – that “long enough” 

equilibrium trajectories can be cut to several smaller ones, and these pieces 

can be treated as “independent simulation runs”. Now one can analyze the 

properties of each of these, and in that manner get the error estimate for 

the analysis results from the variation between the trajectories.  

The same procedure can be used for all equilibrium properties – for 

example monitoring the molecular conformation space, intermolecular 

interactions (for example hydrogen bonding or exposure to water), and the 

shape and thickness of molecular aggregates or layers.  

 

i i NVE
r  r
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3.7.3 Crossing High Energy Barriers 

 
One of the most elaborate tests for the quality of the force field parameters 

is crossing high-energy barriers. For the common events, like rotations 

around single bonds resulting in conformational isomers of the molecules, 

it is not so difficult to sample a sufficient number of events to reach 

statistically significant data. However, one should detect even the most rare 

events at times – for example a single occurrence of a lipid flip-flop has 

been detected in simulation [200]. Crossing this kind of high energy 

barriers, which are rarely crossed and difficult to capture in simulation, can 

lead to global changes in system properties, like solidifying or melting of the 

simulated system. This can happen, if the molecule which crossed the 

energy barrier, is able to act as a nucleation site for a global transition 

event, which leads to the lowering of this high energy barrier for the 

surrounding molecules in the system. One such a nucleation event is used 

as an important test for lipid force fields – the melting of the lipid tails in 

response to high temperatures (see for example [201]). To investigate the 

phase transition in the system, the system is simulated with multiple 

temperatures, having the starting configuration either in liquid phase, or in 

gel phase, and monitoring the speed of the phase transition in the 

simulation. Like this one can determine the melting temperature of the 

lipid tails with an accuracy of a couple of degrees of Celsius, and use the 

data as a quality test for the force field.  

 

 

3.8 Running the Simulations  
 

To run a MD simulation, one needs to select a proper software (or code it 

oneself), set the system to run in the preferred ensemble, set all other 

parameters (like cut-off distances for interactions, neighbor list update 

frequency, length of time step, etc.), ensure that all molecules are well 

constructed, and that the system is energy minimized before starting the 

simulation run. 

First the system is equilibrated in constant volume, and the temperature 

equilibration is monitored. When the energy of the system has stabilized 

and the temperature does not change any more, one can add constant 

pressure to the simulation. Once more the system properties – 

temperature, pressure and energy – are monitored, and allowed to 

equilibrate. Once the system is in equilibrium, one can start the production 
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run, where one gathers the data for the subsequent analysis phase. If the 

system has bond or angle constraints one desires to release before the 

production run, one can now release them, and equilibrate the system once 

more with an aim to reach an unconstrained equilibrium for the system.  

When starting the production run one needs to carefully set the data 

gathering steps – one wishes to store more data from this equilibrium 

trajectory, as this will be the real simulation used for data analysis. The 

more the analysis will focus on the time evolution and not only averages of 

the different properties, the more carefully the data storing frequency needs 

to be selected. One never stores the coordinates, forces, and velocities of the 

particles every single time step, but instead something between every 100th 

and every 10000th step, as the trajectories can easily take tens or even 

hundreds of gigabytes of memory. A typical time step range is from 

femtoseconds to picoseconds, and one wishes to store data for a 10 ns -10 

μs long simulation. How often one saves the data depends heavily on which 

quantities one wishes to analyze from it later – what is the time scale of 

those phenomena. For slow phenomena one saves data only every now and 

then, and for faster phenomena one needs to save more data more 

frequently.   

A typical production run lasts from tens of nanoseconds to a couple of 

microseconds, depending on the amount of details in the model. If the 

model is heavily coarse grained, and contains rather simple molecules, and 

one wishes to monitor the self-assembly properties of the system, 

microseconds and even hundreds of microseconds are within reach, but if 

one has explicit hydrogen atoms, a big protein system, and one wishes to 

monitor very fast phenomena, like hydrogen bond formation, one probably 

runs out of storage space after ten nanoseconds already. So, already before 

collecting the simulation data, one needs to have a solid hypothesis which 

one wishes to test with the simulation. Not all properties can be analyzed 

from the same trajectory, and often one needs to run a simulation many 

times as one wishes to analyze also some properties which could not be seen 

from the data stored in the first run. 

 
 

3.9 Analyzing the Results  
 

The most common use of MD simulations is to analyze the trajectory for the 

equilibrium properties of the system. There are many analysis tools created 

for different properties, and it is rather straightforward to write new 

analysis codes which can straight away read the data from the original 
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simulation output files, and even use the code of the simulation software 

itself as a part of the analysis. What is required for re-using the MD code in 

the house-built analysis codes, is of course that the software is distributed 

under GNU public license, and thus provides the source code free of charge 

to the users [202]. Of the widely used MD simulation software, GROMACS 

is the most popular choice if one wishes to have a free source code [131-132, 

173]. The users can send their analysis codes to the GROMACS community, 

and the house-built codes are step by step added to the new official versions 

of the GROMACS software. The program has benefited from this practice, 

and nowadays it contains a vast amount of analysis programs coded by 

external collaborators, and even some major additions to the simulation 

code itself. For example the possibility of being able to conduct simulations 

in constant surface tension has been coded outside the GROMACS 

developing group (in Prof. H. Grübmuller's group in the Max Planck 

institute, Göttingen).  

In the following, as examples, I present five common analyses one often 

performs when analyzing simulation data of lipid systems: i) the 

transmembrane density profile, to get insight to the thickness and 

organization of a lipid layer; ii) the radial distribution function to survey the 

closest neighbors of the lipid molecules in the plane of the membrane, to 

see which lipid types closely interact with each other; iii) the diffusion 

coefficient, to see how fast and how the different molecules move within the 

plane of a membrane; iv) the order parameter, to tell how ordered the lipid 

tails are inside a membrane; and v) the undulation profile, to see how the 

membrane undulates and gives rise to lipids peeking from the lipid layer to 

the water phase during the simulation.  

In GROMACS the density profile, radial distribution function, diffusion, 

and order parameter can be straightforwardly analyzed with the codes 

already distributed with the program itself [138]. The undulation analysis 

code I have used has been built in our laboratory [203], using the free 

source code of GROMACS, and probably our code is not the only one built 

for that purpose in the GROMACS implementation. 

The basic idea of each of these programs is to take a part of the 

equilibrium trajectory, and calculate the same property for each of the 

frames in the trajectory. The quantity to be calculated is then averaged over 

time, i.e., averaged over the frames of the trajectory (static properties), or 

its time evolution is monitored (dynamic properties). Even though most of 

these properties can be roughly estimated by naked eye from some 

snapshots of the simulation, performing the analysis over long stretches of 

trajectory quantifies the results much more accurately, and by taking 
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averages of several similar analyses made for different parts of the 

trajectory gives valid error estimates for the results. 

 

3.9.1 Density Profile  

 
The density profile is the mass or number density of certain 

atoms/molecules along a specified axis. It can show, for example, where in 

the simulation box the different parts of the lipids reside (Figure 13). 

Averaging this property along all time frames gives a density profile, where 

one can see the structural orientation of molecules and for example also see 

how thick the lipid bilayer is on average. Basically, this plot gives the spatial 

organization of the system, describing how water is distributed with respect 

to other molecular components, how deep into the bilayer water molecules 

penetrate, where are the head groups and tails of lipids, etc. (an example of 

this is shown in Figure 23). 

 

 

Figure 13. Schematic density profile of a phospholipid along the z-coordinate 
(the bilayer normal), the different colors denoting different molecular groups 
in a phospholipid.  

 

 

If one takes a Fourier transform of the (electron) density profile, one gets 

the so-called structure factor, which is primary data comparable to results 

of scattering measurements. This enables comparison between, e.g., X-ray 

studies and simulations.  
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3.9.2 Radial Distribution Function 

 
The radial distribution function (RDF) describes the distribution and 

organization of particles with respect to some particle located at the origin 

in a two- or three-dimensional space. The distribution is observed from the 

“point of view” of one particle, radially to all directions (Figure 14). If we 

now do this for all molecules in the system, and for all time frames we have, 

and average over the results, we can see which kinds of neighbors surround 

a given particle.  

 

 

Figure 14. Radial distribution function (RDF). If the red circle looks around it and 
counts the numbers of its closest neighbors (left), it can draw a RDF plot of the distances of 
the closest neighbors from itself (right). 
 

The RDF is expressed as a pair correlation function between atom types X 

and Y, for which the RDF is to be calculated for. The pair correlation 

function needs the average local density of atoms Y around atoms X           

(i.e       ), and it compares this average density to the radial densities of 

atoms Y around atoms X with different radii (i.e.                ) 

 

 (25) 
 

The brackets < > describe averaging over all atoms Y (for each atom X), for 

all time points of the simulation. From this it is evident that in principle 

only a short stretch of the simulation trajectory is needed for calculating 

RDF – it is so heavily averaged over all the molecules that even a couple of 

simulation snapshots may be enough to calculate it. However, in practice it 
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is best to take many snapshots at even time intervals from a long 

equilibrium trajectory to account for appropriate sampling of the 

configuration space (ergodicity).  

 

3.9.3 Order Parameter 

 
In the context of lipid membranes (and also liquid crystalline systems 

overall), the order parameter S is a measure of conformational order along 

some axis, for example along the membrane normal direction of a lipid 

bilayer (Figure 15). Then, a fully ordered tail of a lipid takes the form of a 

straight rod-like shape (| S | = 1). If the tail lies in the plane of the 

membrane, its order parameter is zero. And, if the molecule is more or less 

disordered with respect to of the axis, the order parameter takes a value 

between these two boundaries.  

The order parameter is calculated by monitoring the angle θz between the 

axis of interest (usually z-axis of the simulation box), and the axis of the 

molecule in question (for example the axis of the hydrocarbon chain, or its 

part such as a bond from carbon n to carbon n+2): 

 

 (26) 
 

where the brackets < > describe averaging over lipid molecules, and over 

selected simulation time points.  

 

Figure 15. Order parameter along the lipid layer normal. The lipid can be ordered 
along the normal (order parameter -1 or 1), perpendicular to the normal (order parameter 
0), or have values in between these limits. 

 

Averaging the order parameters of all molecules for a long stretch of 

simulation trajectory can tell if the lipid molecules are organized to form a 

very ordered solid-like phase, the gel phase, or do they possess a more fluid 

23 1cos
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conformation. Sometimes one can also see different patches of ordered and 

disordered lipids – so called phase separation. 

 

3.9.4 Diffusion 

 
There is another way of monitoring the phase separation phenomena in a 

lipid layer – namely the diffusion of the particles in the plane of the 

membrane. Usually all components of the system can freely diffuse in the 

whole layer, but in the case of phase separation there are patches of 

molecules which do not interact with each other [123]. The molecules inside 

these patches diffuse mostly only inside their own domain, and that can be 

clearly monitored by calculating the mean squared displacement (MSD) of 

the molecules from their starting position, and plotting that against the 

simulation time. By doing this for all components of the system, one can 

monitor if some components diffuse at a different rate than others, and is 

the diffusion free or confined to certain areas of the system (Figure 16). 

 

 

 

Figure 16. Mean squared displacement (MSD). The black molecules can diffuse only 
inside their very small cluster – so they show confined diffusion. The grey molecules can 
diffuse in the whole system, and show free diffusion.  

 
 
The diffusion coefficient D can then (in three dimensions) be calculated 

from the linear portion of the mean squared displacements in time by using 

the so-called Einstein relation: 

 

(27) 
 

Here the brackets < > denote averaging over all system configurations, and 

for each time point t along the selected period of the equilibrium trajectory.  
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3.9.5 Membrane Elasticity 

 
If one wishes to investigate the elastic properties of a lipid membrane, it is 

crucial to know how the system responds to temperature and pressure by 

bending and undulating. For that purpose one can build a code measuring 

the mean displacement of the membrane center from the so-called neutral 

plane of the membrane [141, 206]. For a bilayer the neutral plane is the 

plane where the center of the membrane would lie if the membrane would 

be completely flat. When the membrane bends, it shows equal amounts of 

undulations on both sides of the neutral plane. By counting the amplitude, 

wavelength, and frequency of the undulations, one can calculate important 

data of the membrane properties, like the bending elasticity constants. 

Usually the elasticity profile shows two trends for the wave number q – 

the q-2 part characterizing protrusions of single or a couple of molecules 

from the membrane plane, and the q-4 part describing larger undulations 

formed by the concerted motion of all moving lipids (Figure 17). In the case 

of bilayers, two types of undulations can be present – the peristaltic mode, 

where the leaflets of the membrane are bending to opposite directions, and 

the normal undulation mode, where both leaflets are bending to same 

direction [49, 141, 206]. 

Due to the periodic boundary conditions, in simulation systems one can 

see and monitor only the undulation modes, whose wavelength is smaller 

than the simulation box size [49, 118]. 

 

 

 

Figure 17. Lipid layer undulation modes. q denotes the wavenumber. 
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4. Research Objectives and the Candidate’s 
Contribution 

 
The main objectives of the present research program have been as follows : 

 

i) To build appropriate simulation models for tear film lipid layers 

based on the mass spectrometry lipidome data of Dr. Juha 

Holopainen's ophthalmology group in the Helsinki Eye Lab for 

tear films’ normal lipid composition. Using the model, the plan has 

been to simulate the model with various areas per lipid to 

investigate the effect of surface pressure, and to compare the 

simulation results to the results of Langmuir trough, atomic force 

microscopy (AFM) and grace incident X-ray spectroscopy (GIXS) 

experiments.  

 

ii) To build simulation models for lipid layers whose molecular 

composition is based on blepharitis patients, and to compare their 

results to the corresponding data from various other simulation 

systems – several systems based on either normal or abnormal 

lipid compositions. Here the idea has been to compare the 

simulations’ results to Langmuir trough measurements.  

 

iii) To use the above models to investigate the tear film collapse 

mechanism and to explore the role of individual tear film lipids in 

maintaining the balance of the tear film lipid layer. 

 

Work for the objective i) was conducted by the doctoral candidate during 

the years 2009-2010, in close interplay with M.Sc. Artturi Koivuniemi in 

the group of Prof. Ilpo Vattulainen. The ophthalmology research group of 

Dr. Juha Holopainen was consulted whenever experimental input or 

references were needed. The first paper of this subject (Paper I below) was 

published in late 2010, and the paper described both the experimental and 
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simulation results for the tear film monolayer consisting of lipids in normal 

tear film [30]. The candidate carried out the simulations, analyzed the 

simulation data, wrote the first draft of the manuscript for the 

corresponding parts (the simulation study), participated actively in the 

writing process, and provided all images and figures needed for the 

simulation part of the paper. A second publication (Paper II) about a more 

detailed analysis of the simulation results for objective i) was published in 

December 2012 [207], and here all the simulations and data analysis were 

conducted by the candidate. The first version of the manuscript was written 

by the candidate, and she also participated actively in the writing process in 

general.  

Work for the objective ii) was conducted during the years 2010-2011, in 

the group of Prof. Ilpo Vattulainen, consulting M.Sc Artturi Koivuniemi 

when needed for simulation methods, and the group of Dr. Juha 

Holopainen for experimental data. The research paper for this subject 

(Paper III) was published in 2012, and the paper described the effect of 

lipid composition on the stability of tear film lipid layers [41]. It described 

the structure of a lipid monolayer having the composition of blepharitis 

patients, and compared that to various different monolayers resembling the 

tear film lipid layers’ normal composition. 

The objective iii) is to summarize the results of the project. There was a 

review article (Paper IV) written about the topic published in 2011 [45]. The 

candidate participated in the writing process, and provided all data and 

figures needed to sum up the simulation results for the time being. The 

candidate also conducted additional simulations and analyzed the previous 

simulations more carefully to shed further light on the topic. Further, there 

is a manuscript in preparation (Paper V) about the collapse mechanism of 

tear film lipid layer [208]. The conclusions in the manuscript are drawn by 

the candidate based on her own simulations, and she has conducted all data 

analysis and all the writing of the manuscript by herself. The manuscript 

will be submitted in the Spring 2014.  

The project also led to additional results about the influence of 

triglyceride parameterization to the monolayer properties, and about the 

concentration-dependent effects of triglyceride and cholesteryl esters to the 

stability of lipid monolayers. These simulation results are unpublished at 

the time of writing this Thesis. The data can be requested from Prof. Ilpo 

Vattulainen. 
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5. Simulated Systems and Data Analysis 

 

5.1 Constructing the Simulation Systems, and Running 
the Simulations 

 

 

5.1.1 System Compositions 

 
In the studies, multicomponent lipid systems comprised of DPPC, DPPE, 

POPC, CO, FFA, TO, and water were modeled (for descriptions of 

abbreviations, see Table 2). For free fatty acids (FFAs), two slightly 

different compounds, the saturated palmitic carboxylic acid (PCA) and the 

monounsaturated oleate carboxylic acid (OCA), were selected.  

All systems were described using the coarse-grained representation in 

terms of the MARTINI model [188], and simulations were carried out with 

the Gromacs software, version 4.0 [131-132].  

The first two papers [31,207] discuss the model for the native state of 

human tear film. The composition selected for that study was based on the 

6:2:1:1 ratio for POPC:FFA:CO:TO lipid system. Two models were 

constructed – one having oleate as the FFA, the other having palmitate as 

FFA.   

The third paper [41] and the unpublished manuscript [208] discuss the 

effects of each of the lipid components to the systems’ behavior. The 

abundance of TO and CO lipids in the system was varied, and the response 

of the system to these changes was analyzed. For the phospholipid 

component it was investigated how the substitution of PC lipids either 

totally or partially by PE lipids affects the system behavior. 

The simulated systems are listed in Table 2.  
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Table 2. Simulated systems.  

 
 

 

5.1.2 Force Field 

 
All systems were described using the coarse-grained (CG) representation in 

terms of the MARTINI model (version 2.0) [188]. The MARTINI model has 

been parameterized for biomolecules, especially for lipids, in water 

solution, at room temperature and atmospheric pressure. The model has 

been widely used in lipid system simulations, and it has been validated for 

closely related lipid layers at air-water interfaces [51-52].  

The standard MARTINI parameterizations were used for POPC, TG, and 

PCA. In the oleate chains, the description was identical to the palmitoyl 

chain except for the third particle, which was assigned to the bead type C3 

to describe the double bond. OCA tail was also elongated by one particle to 

assign the double bond to the middle of the lipid chain. For CE (cholesteryl 

ester), the MARTINI parameters were built by connecting the cholesterol 

Pure phospholipid monolayers [30,41,207-208]
100% POPC
100% DPPC
100% DPPE
50% DPPC 50% DPPE

TFLL normal composition [31,207]
60% DPPC 10% CO 10% TO 20% PCA
60% DPPC 10% CO 10% TO 20% OCA

Blepharitis lipid composition [41]
40% DPPC 30% CO 30% TO

Effect of cholesterol esters to the monolayer [207]
90% DPPC 10% CO

Effect of triglycerides and PE lipids to the monolayer [41,208]
90% DPPC 10% TO
80% DPPC 20% TO
40% DPPC 40% DPPE 20% TO

POPC = palmitoyl oleyl phosphatidyl choline
DPPC = dipalmitoyl phosphatidyl choline
DPPE = dipalmitoyl phosphatidyl ethanolamine
CO = cholesterol oleate
TO = trioleate
PCA = palmitate (free fatty acid)
OCA = oleate (free fatty acid)
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and oleate moieties with a bead, which describes the ester bond region 

[207].  

The coarse-grained description of each molecule is based on the 

MARTINI scheme shown in Figure 18.   

 

5.1.3 Constructing the System 

 
The initial structure of the model was based on a POPC-CO-POPC trilayer 

surrounded by water, where COs were embedded between the two POPC 

monolayers and the whole trilayer structure was solvated by a water phase 

[30, 209]. The system was copied twice to a simulation box, and some COs 

were removed from the middle of the two POPC monolayers to produce a 

vacuum region between the POPC layers. The layers were manually shifted 

further apart from each other to increase the thickness of the vacuum 

region. Further, some COs were replaced by FFA molecules, and some of 

the POPC molecules were replaced by TOs. This box was then copied nine 

times to a single simulation box, to enable monitoring larger scale 

phenomena (phase separation, some undulation modes).  

The final lipid composition corresponded to a system of 

POPC:FFA:TRIOL:CO = 55:16:9:8 (in terms of the number of lipids in the 

model system) – which represented the 6:2:1:1 composition hypothesized to 

be the native composition of human tear film lipid layer. The total number 

of lipid molecules in the system was 792. 

 

5.1.4 Simulation Software and General Run Parameters 

 
All the simulations were carried out by using the GROMACS software 

package (version 4.0.2 for the tear film normal composition model 

[30,207], and version 4.0.4, and version 4.0.7 for the first publication of 

other compositions, and for unpublished results of the other compositions, 

respectively [41,208]) [131-132,138]. The simulation temperature was 

maintained at 305 K with the Berendsen temperature coupling [145] using 

the time constant of 0.3 ps. For constant pressure runs in the plane of the 

membrane, semi-isotropic Berendsen pressure coupling was applied, with a 

time constant of 3 ps and a compressibility of 3 × 10–5 bar–1. All simulations 

used a time step of 20 fs, and the data was stored every 200 ps. 

The production run for each system was ran in the NVT ensemble, which 

according to a recent review [215] produces similar results for monolayer as 

the NPT ensemble, if the simulation model is equilibrated carefully. 
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Figure 18. MARTINI mapping for the studied molecules. 
 

 

5.1.5 Equilibrating the Initial System 

 
The constructed systems (6:2:1:1 POPC:PCA:TO:CO, and 6:2:1:1 

POPC:OCA:TO:CO), were subjected for an initial equilibration run in 

constant volume to fade the boundaries of the nine merged lipid boxes (and 

later on the same procedure was used to equilibrate the boundary of the 

added water slab and the simulation system, if needed).  

Before each run the number of water molecules per lipid and the thickness 

of the vacuum layer were checked to be large enough, preventing the 

constructed lipid system from seeing its own periodic image during the 

simulation. If extra water molecules were needed in the simulations due to 
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large undulations or lipid protrusions in the system, the simulation box was 

merged with a pre-equilibrated water box, and the combined system was 

equilibrated before beginning the production runs. This protocol was 

applied any time the thickness of the water layer diminished below 3 nm 

during the simulation run. The water slabs were never added to systems, 

which were already compromised (i.e. in which the lipid molecules had 

reached closer to each others than 3 nm across the water phase), but the 

water slabs were added before any interaction between the lipid layers ever 

took place. The same protocol was used for monitoring the vacuum slab 

thickness, which was kept at ~10 nm at all times. If the smallest vacuum 

thickness in the system was seen to be less than this, the slab thickness was 

manually increased and the simulation was started over from the point of 

interruption.  

 

5.1.6 Initial Constant Pressure Runs 

 
First the system was subjected to constant pressure runs to test the 

behavior of the lipid layers under pressure change. Hereafter, a series of 

simulation runs was conducted, each with only a modest increase/decrease 

in pressure to reach a wide variety of systems with different area per lipid 

values.  

The final structure of a system at a given pressure was used as the initial 

structure in the next simulation with an increased (or decreased) pressure. 

This was continued until a wide range of area per lipid values were covered 

by the simulations (from 23.8 to 73.2 Å2/lipid).  

In this thesis the area per lipid is defined simply by dividing the area of 

the simulation box (xy) by the number of lipid molecules – i.e. the “area per 

lipid” is the bulk area per lipid; the effect of small scale undulations to the 

effective area per lipid inside the lipid layer is not taken into account. This 

is also the principle along which the simulation results are then compared 

to experimental results for the corresponding area per lipid values.  

 

5.1.7 Constant Volume Runs 

 
The candidates for the longer production runs were selected by analyzing 

the constant pressure runs described in the previous chapter. Individual 

frames of these constant pressure runs, having an area per lipid of 42.1, 

45.7, 49.4, 53.1, 56.7, 60.4, 64, 67.7, and 69.5 Å2/lipid were selected for 

constant volume simulations under equilibrium conditions. (These 
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seemingly arbitrary numbers result from the fact that originally the 

molecular areas were calculated on the basis of lipid chain, and not per lipid 

molecule – that way these numbers were even numbers (23, 25, 27, 29, 31, 

33, 35 … Å2 / lipid chain). Only after running the simulations was the 

notation changed to the more commonly used area / lipid format.)  

All simulations were run for 100 ns with a time step of 20 fs, and the data 

was stored every 200 ps. The cases with 42.1, 49.4, 53.1, 56.7, and 64 

Å2/lipid were found to be the most promising candidates for follow-up 

simulations, thus they were simulated further until full equilibration was 

observed (no drift in system energy, pressure, etc.). The subsequent 

production simulations for the selected systems in equilibrium lasted for a 

minimum of 200 ns. The total simulated time scale varied between 500 and 

800 ns. The equilibrium trajectories were analyzed, and the data was 

published [30]. 

It is worth pointing out that the time scales mentioned above do not 

include the speed-up factor of four arising from the fact that the dynamics 

in a CG system using the MARTINI description are faster than atomistic 

dynamics by an approximate factor of four [188]. The effective simulation 

time considered in the final production simulations was thus 2000 – 3200 

ns, of which at least 800 ns corresponded to equilibrium conditions used in 

analysis. 

These equilibrium runs were re-ran and re-analyzed later, to extend the 

length of the equilibrium simulations further, and to analyze the systems in 

more detail.  The total simulated time scale varied between 800 and 1100 ns 

for these tear film systems, giving rise to the effective production simulation 

lengths 3200 – 4400 ns, of which at least 1200 ns corresponded to 

equilibrium conditions used in analysis. The results of the equilibrium 

trajectories were analyzed and published [207]. 

 

5.1.8 Building Further Lipid Compositions Based on the Initial Model 

 
The initial 6:2:1:1 system simulation box (pre-equilibrated in constant 

volume to fade the boundaries of the nine small simulation boxes) was used 

as a basis of new lipid compositions. 

First eight lipids were added to both monolayers of the system – to reach 

a convenient number of 800 lipids per monolayer (instead of the 792 lipids 

of previous simulations), and the system was pre-equilibrated again.  

Then the lipid types were manually changed to reach various TO- and CO-

concentrations for the system. The lipid types were interchanged so that 
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new randomly distributed lipid compositions were reached. All systems 

were triplicated to reach systems with 100% DPPC, 50:50 DPPC:DPPE, and 

100% DPPE as the phospholipid component of the system. The FFA-

molecules were all changed to other lipid types, as FFA was, based on new 

experimental evidence, not important in tear film lipid layer (TFLL) 

formation after all. The complete list of the produced lipid compositions is 

shown in Table 2. 

After the lipids were transformed to other lipid types, the bond lengths 

and ring structures were slowly equilibrated with the steepest descent 

algorithm and subsequent equilibrium runs in constant volume, until no 

changes in the potential energy profiles were seen. The crude lipid 

properties of the generated systems were analyzed to ensure that the rings 

of cholesterol were formed correctly and the tails of the lipids were not 

entangled in abnormal configurations.  

When simulating the systems, the water and vacuum slab thicknesses 

were monitored at all times, as described previously. All systems were 

considered with 33300 water beads (each bead in the MARTINI model 

describing four water molecules), the only exception being the PC/TG/CE 

4:3:3 system with 73824 water beads. For the PC/TG/CE 4:3:3 system, 

1072 lipids per air-water surface were used instead of the 800, to increase 

the system size after initial simulations, as the system failed to reproduce 

monolayer structure. 

 

5.1.9 Simulations of the New Systems 

 
First the structure for each system had the same area/lipid value of ~ 70 

Å2/lipid, and the systems having different areas per lipid were generated by 

gently applying constant pressure, and by compressing the layer during ~10 

ns to a 5Å2 smaller area/lipid value. The system was equilibrated in 

constant volume for 10 ns before continuing compression. 

For each system the molecular areas between 40 and 70 Å2/lipid were 

covered, and systems having molecular areas of 40, 45, 50, 55, 60, 65 and 

70 Å2/lipid were subjected to initial constant volume runs. Based on the 

initial simulations the systems of interest were selected and subjected to 

longer production runs in constant volume. All systems were simulated at 

least for 1 microsecond. Most systems reached equilibrium already in 400 

ns, but especially systems having very small areas per lipid craved 

simulation lengths longer than 1 microsecond to reach equilibrium 

conditions. The effective simulation time considered in the final production 
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simulations was thus at least 4 microseconds, of which at least 1.6 

microseconds corresponded to equilibrium conditions used in analysis.  

The systems selected for full length production runs were PL:TG systems 

(PL:TG 9:1, and  PL/TG 8:2), for which 50, 55, 60, 65 and 70 Å2/lipid data 

points were created; 9:1 DPPC:CO system for which 50, 55, 60 and 65 

Å2/lipid data points were created; and finally DPPC/TO/CE 4:3:3 for which 

40, 45 and 50 Å2/lipid data points were created. Both PL/TG systems were 

ran in triplicates, the PL in the systems being 100% DPPC, 50:50 

DPPC:DPPE, and 100% DPPE, respectively.  

 

5.1.10 Reference Systems – Pure PL Monolayers 

 
In the simulations the TFLL systems were compared to the behavior of a 

pure POPC layer [207]. 

The POPC layer was constructed by deleting all the CO molecules from the 

initial POPC-CO-POPC trilayer structure, and multiplying and equilibrating 

the resulting simulation box in the same manner as the TFLL system was 

created.  

The vacuum and water slab thicknesses were monitored and the system 

was adjusted (and waters added) accordingly, if needed, just as in the TFLL 

system simulations. Each system had 33300 water beads in between two 

lipid layers, and extra water molecules were added when needed (to reach 

more than 60000 water beads) to prevent the undulating lipid layers to 

interact with each other.  

The constant-pressure runs were applied in the same manner as for the 

TFLL system, and POPC systems having an area per lipid of 40, 45, 50, 55, 

60, and 65 Å2/lipid were selected for the production simulations. The total 

simulated time scale varied between 400 and 800 ns for these systems, of 

which at least 300 ns were carried out in equilibrium. This gave rise to the 

effective equilibrium simulation time of 1200 ns. 

To investigate the effects of lipid head group on the monolayer behavior 

[41,208], pure DPPC and DPPE and 50:50 DPPC:DPPE reference systems 

were needed. Those were created from the pure POPC systems by replacing 

the POPC lipids manually by the corresponding lipid, re-running the 

equilibration, constant pressure runs, and full length constant volume runs, 

thus generating the data points for 40, 45, 50, 55, 60, and 65 Å2/lipid 

systems for each of the reference systems. For each PC system at least 400 

ns data was collected, from which the last 200 ns was used in analysis. The 

effective simulation time for the analyzed trajectory was thus 800ns. 
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5.2 Data Analysis  
 

 

5.2.1 General Analysis Protocol 

 
The analysis of the simulation results was conducted with Gromacs analysis 

tools (version 4.0.4 [30], and version 4.0.7 [41,207-208]) [131-132,138], 

and with in-house built analysis codes. 

Radial distribution functions, pressure values for the pressure-area plots, 

order parameters, and lateral diffusion were analyzed with Gromacs 4.0 

tools g_rdf, g_energy, g_density, g_order and g_msd, respectively. 

Structure factors were calculated by using in-house built codes that used 

the same methodology to calculate the structure factor as described by 

Murtola et al. [210]. The undulation and peristaltic spectra of the 

monolayer were calculated by the in-house built code that has been used 

previously by Niemelä et al. [203]. 

All analysis results were critically compared to the simulation trajectories 

themselves to ensure the right interpretation of the analysis results. 

The visualization and figures were made with VMD [211] and GIMP [212] 

programs, and graphs were drawn with the Grace program [213].  

We acknowledge the CSC – IT Centre for Science (Espoo, Finland) for 

providing the necessary computational resources for the simulations. 

 

5.2.2 RDF and Density Profile Analysis 

 
The RDFs for each combination of molecules and the number densities of 

each molecule along the membrane normal were calculated with the g_rdf 

and g_density tools (Gromacs 4.0) [131-132,138], respectively. The values 

were calculated for each simulated system in two ways: i) based on the 

whole equilibrium trajectory, to get the average value, and ii) by dividing 

the equilibrium trajectory to 4-5 equally long non-overlapping parts, and 

analyzing these separately, in order to estimate the error margins. The 

errors were calculated for the 95% confidence level, and were corrected by a 

correction factor as the number of repeats was smaller than ten (only four 

or five repeats for each system).   

Bin widths used were 1 Å for center of mass RDF plots (except for PC-PC 

and PC-FFA using 0.5 Å), and 0.5 Å for head group RDF plots. For the 

density profile analysis the simulation box was divided into slices that were 
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0.54 Å thick [30], or 1 Å thick [207]. The error bars determined in this 

manner are shown in the figures. 

 

5.2.3 Selecting the Neutral Plane for Lipid Layer Fluctuation Analysis 

 
Assuming the layer to be aligned in the xy-plane (z being the coordinate 

along the layer normal), elastic out-of-plane fluctuations of membranes are 

typically described by the height–height correlation function h(x,y), which 

describes the deviation of each part of the membrane with respect to the 

“neutral plane” of the membrane. The neutral plane is the xy-plane, which 

divides the undulation amplitude in half – half the undulation amplitude is 

above, half below this neutral plane – the undulation takes place to both 

sides of this neutral plane. (The neutral plane is like the zero level in the 

sin(x) function – half of the amplitude of the undulating function is above, 

half below the neutral “zero” plane).  

For bilayers one can, based on the symmetry of the membrane, usually 

assume that the neutral plane lies between the two monolayers of the 

bilayer. For monolayers, it is more difficult to select a proper neutral plane, 

as there is no obvious choice based on symmetry. However, one can assume 

that as surface tension acts at the interface of air and water, height 

fluctuations correspond to those where the air-water interface acts as the 

neutral plane. The air-water interface is not an infinitely thin plane, 

however. We therefore calculated height fluctuations using several different 

options for the neutral plane, considering the planes at the level of, for 

example, PC choline groups, between the glycerol groups, and between the 

first carbons of the carbohydrate tails. The elastic fluctuation spectra of 

these cases did not differ significantly. As we got smallest error margins for 

the spectrum calculated using the plane between phosphate PO4 and 

choline NC3 groups, we used it as an estimate of the neutral plane in the 

analysis. 

 

5.2.4 Producing the Pressure-Area Isotherms 

 
Surface tensions for the systems were calculated as described in literature 

(for instance, Lucas et al. [214] and Baoukina et al. [51]), taking into 

account that in the simulation box there were two monolayer interfaces. 

The surface pressure values were then calculated from the surface tension 

values by applying the experimental value of 72 mN/m for the surface 

tension of an air-water interface. 
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5.2.5 Validating the Simulation Methodology 

 
The simulation method was validated by calculating the pressure-area 

isotherm of the DPPC system and comparing that to previously published 

simulation results for DPPC monolayers (Figure 19) [51,215]. 

 

 

 

Figure 19. Comparing the simulation pressure-area isotherms for DPPC  [208]. 
Comparison of the pressure-area isotherm of the simulated DPPC system (green) to 
previously published simulation results by Baoukina et al. (red) [51], and Duncan et al. 
(blue) [215]. The inset shows the data points in each curve. All the surface pressure values 
have been transformed from surface tensions by using a vacuum-water surface tension value 
of 72 mN/m. Error margins are approximately the same size as the width of the line. With 
the permission of the original authors. 
 

 

As monolayer simulations are not common, finding suitable simulation 

sets to validate the selected simulation approach is not a trivial matter. 

Figure 19 depicts the results of three existing monolayer simulation studies 
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for DPPC monolayers. All three are based on the MARTINI force field, and 

they were carried out in temperatures rather close to each other. All these 

simulation studies, however, differ in the approach used to generate and 

equilibrate the systems, and thus the results do not match quantitatively. 

Duncan et al. [215] used a series of constant surface tension simulations 

(Figure 19, dotted blue line). The surface tension was changed step by step, 

and at the highest possible surface pressure value (the last point before 

layer collapse) the direction of the surface tension change was reversed, and 

the system was brought step-by-step back to the initial value. Baoukina et 

al. [51] used the method called “constant change in pressure” – and ran the 

whole isotherm in a single run (Figure 19, red line). The data provided in 

this thesis (Figure 19, green) is based on a series of constant volume runs, 

connected to each other by constant pressure runs.  

We can see that when surface pressure is low, all these simulation 

methods agree (Figure 19, on the right). In higher surface pressures the 

“constant pressure change” and “constant volume accompanied by constant 

pressure runs” seem to follow same general trend (from right to left in the 

picture) – first increasing the surface pressure, then slightly decreasing it, 

followed by an abrupt increase in surface pressure and finally a layer 

collapse. In contrast to this, the surface tension based simulation shows a 

continuous and smooth surface pressure landscape.  

The surface tension approach may correspond to a situation where the 

system experiences a very smooth change in its surface state, thus 

resembling a surface pressure change taking place in long, experimentally 

reachable timescales (milliseconds, seconds, minutes). In experimental 

results for DPPC (not shown here, see for example [215]), one sees more or 

less this kind of behavior – no abrupt transition points along the isotherm.  

For the run in “constant pressure change” [51], a strong and abrupt 

collapse takes place already at surface pressures well tolerated by the 

system when using the surface tension approach. This may result from the 

simple fact that simulation timescales are actually extremely short in real 

time – the layer may not be able to adapt to pressure changes within tens, 

or hundreds, of nanoseconds. The layer responds by breaking abruptly.  

For the data presented in this thesis, the selected approach was based on 

constant volume simulations of one microsecond, accompanied by constant 

pressure runs to generate differential surface areas for the system. This 

method seems to follow the general trend of the constant-pressure-change 

approach, producing slightly higher surface pressure values. It is, however, 

hard to know how big the difference between these two approaches actually 

is, as the data produced for the thesis was also simulated in a higher 
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temperature – therefore all values scale to higher surface pressures only 

due to the temperature difference. Nonetheless, relevant to this work is to 

realize that the present data is qualitatively consistent with earlier studies 

when comparison is possible.  



Results for Tear Film Lipid Layer with Its Normal Lipid Composition 
 

100 

 



  

101 

 

6. Results for Tear Film Lipid Layer with Its Normal 
Lipid Composition 

 

The studied systems (100% PL, and 6:2:1:1 PL:FFA:TG:CO tear film lipid 

layers) were investigated by our team via simulation models, and also via 

experiments by our collaborators.  

The details of the experimental methods can be found from the first 

publication [30]. Here, even though the candidate has not conducted the 

experiments herself, she will provide the reader with a brief outlook to the 

methods and results, since it is quite appropriate to compare the simulation 

data to the experimental findings [30, 207]. Only after describing the 

experimental methods and results, the simulation results for each system 

will be described and compared to their experimental counterparts.  

The decision of showing the experimental data before the simulation 

results arises from the facts that the project was i) initiated and coordinated 

by a medical research group, and thus ii) the simulations were built up to 

shed more light on the conducted experiments, or iii) simulations were ran 

to consider a larger range of conditions than what was possible by 

experiments only. The simulations serve mainly as a facilitator in 

interpreting and complementing the experimental results, thus we first 

briefly discuss experimental data and then compare our simulation results 

with them.  

Even though the overlap of the experimental and simulation data points 

in the compression isotherm is not large, and not all the experiments can be 

straightforwardly compared to the simulation data, the simulations did 

indeed produce valuable hypotheses and illustrations of what may take 

place in the experimental systems. Also, the simulations produced data that 

is not possible (or that would be very difficult) to reach with the 

experimental setups – such as data about layer structures close to or at the 

collapse surface pressure.  
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6.1 Experimentally Observed Compression Isotherms  
 

The compression isotherms were measured for the PL and  TFLL systems 

by Langmuir trough (Figure 20). The main aspects of experimental setups 

are discussed in Appendix E.  

The PL system reached the 40 mN/m surface pressure without any phase 

transitions (Figure 20), describing a system where the PL lipids are in the 

liquid-expanded state at all times, or, if a transition to the liquid-condensed 

phase was reached, it was not a concerted one showing up in the 

compression isotherm. The expansion of the PL system, as no transition 

states were encountered, showed no hysteresis, and followed exactly the 

same path as the compression. 

 

 

Figure 20. Langmuir trough isotherms shown (A) for the PC system – PC being 
egg PC, and for (B) the TFLL system [31].  π denotes surface pressure.  Modified from 
publication [31], copyright Biophys.J., Elsevier 2010 (reprinted with publishers, and co-
authors’ permission).  

 
The TFLL layer, on the other hand, reached the 40 mN/m state via one 

transition state, and slight hysteresis was detected (Figure 20). The 

hysteresis here confirms the existence of the transition state, as a transition 

is a nucleation phenomenon which needs i) right conditions to happen, and 

ii) a nucleation site from which the transition then spreads to the whole 

layer. This means that the transition in the compression isotherm is seen at 

slightly higher surface pressure values (pushing the system “over” the 
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transition), and the transition in the expansion isotherm is seen at 

somewhat lower surface pressure values (giving time for the system to 

nucleate the global relaxation of the ordered, condensed structure). This 

result means that the TFLL system is already at 40 mN/m in some kind of 

condensed state. What kind of transition this exactly is remains to be 

clarified. The most probable answer is that there is global ordering of the 

lipid tails to a more condensed structure, or that phase separation takes 

place to pack some of the lipids to separate domains in the layer to make 

the packing on the lipid layer’s surface more efficient.  

At all area/lipid values (after exiting the zero surface pressure gas phase) 

the TFLL layer was able to compress more easily – smaller areas were 

reached with less force from the trough. This is consistent with the 

simulation results – also in simulations it is seen how the TFLL 

composition is more potent in adapting to the compression of the layer.  

In simulations (described in detail in subsequent chapters) several 

transition states of the lipid layer are seen (including lipid tail ordering 

transitions, the TG and CE lipid flipping to the other side of the membrane, 

and finally the formation of TG-CE clusters to the air side of the interface). 

For PL simulation system one can see the lipid tails’ order transition, and 

finally the collapse and folding of the layer. All these phase transitions are 

however at very high surface pressures, already rather close to the collapse 

of the layer – and experimental results were not gathered from these 

structures.  

However, there is some overlap in the simulation and experimental 

results – the largest area per lipid in simulations can be compared to the 

experiments straightforwardly. The comparable structures have area/lipid 

values of 65-70 Å2/lipid (65 Å2 for all others, 70 Å2 for the experimental PL 

system). The PL system in both the experiments and simulations show a 

homogenous monolayer. In simulations this layer is in the liquid-expanded 

state, and in experiments it shows behavior, which would fit to either the 

liquid-expanded or liquid-condensed state. 

The TFLL system shows in both simulations and experiments a case 

where the first transition has already happened – in simulations this 

transition is the flipping of (some of) the TG head groups to the air side of 

the membrane. It is thus possible that the first transition seen in the 

experiments is actually the flipping of the TGs, and not related to lipid tails’ 

conformational change or a global phase transition event, after all. 
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6.2 Experimental Results for Near-Gas Phase Phenomena 
in the Lipid Layer  

 

Several measurements of the lipid layer structure were done in the near-

gas-phase region of the pressure-area diagram (around 20-30 mN/m). 

These included grazing incidence X-ray diffraction (GIXD), atomic force 

microscopy (AFM), and Brewster angle microscopy (BAM) [30].  

GIXD was done in 20 mN/m, and for PL system it showed no ordering of 

lipids to domains in the lipid layer. For the TFLL it showed unequal 

distribution of lipids, predicting phase separation to two separate lipid 

phases, distributed evenly every ~ 55 nm distances on the layer surface. The 

other of these lipid phases was predicted to be probably a solid phase, and 

to be comprised mostly of FFA and TG.  

The BAM results show the same homogenous structure for the PC layer, 

and also present further evidence for the early stage phase separation in 

this system. Thicker areas in the layer were seen already at low surface 

pressures, and they were proposed to be demixed condensed FFA/TG 

islands produced already during the spreading process. 

The AFM was done in both 20 mN/m and 30 mN/m pressures. For PC 

layers a homogenous layer was detected, and for TFLL, multilayer 

structures were seen already at these low surface pressures. Both PL and 

TFLL systems also showed some holes in the membrane structure – 

illustrating that the surface of the air-water interface may not be entirely 

covered by a lipid layer.  

When these results are compared to the simulation results at 20 – 30 

mN/m, the comparison is not very straightforward. The simulation systems 

for those low surface pressures show mostly a pure vacuum-water interface, 

on top of which there were lipid fleets having a homogenous composition, 

and these were in the liquid-expanded phase. Even though we saw in the 

AFM measurements that some holes in the lipid layer can be seen in the 

experiments too, the behavior seen in simulations – lipids not spreading 

onto the layer at all, but leaving most of the interface free – is highly 

unlikely to be a realistic model for this part of the phase diagram. 

This artifactual behavior is most probably driven by the strong repulsion 

term in the interaction of lipid tail particles and water particles in the 

MARTINI model. Even though the lipids should be able to lie horizontally 

on the vacuum-water surface interface when the system is in the gas phase 

(or close to the gas phase), the force field repulsion terms restrict that from 

happening, as water-lipid tail contacts are highly penalized within the force 
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field. This leads to generation of separate lipid domains exhibiting liquid-

expanded behavior, and completely lipid-free vacuum-water interface 

domains. This clearly shows that the Martini parameterization which was 

aimed to reproduce the properties of bilayers – one of which is to repel all 

the water molecules from the very inside of the membrane – is not always 

suitable for monolayer simulations as such. One solution to overcome this 

problem would be to fill the vacuum side of the system with so called 

“dummy particles” which would be visible to all particles in the system 

(having a physical size, that is), but which would have attractive interaction 

with only lipid tail particles. Another option would be to simply adjust the 

water-lipid tail repulsion term – however meddling with the already 

parameterized interactions should be proceeded with care and caution. The 

dummy particle approach would be easier, and much safer, too. This 

modification of the system description could then compensate the repulsion 

of the water particles to the lipid tails at the very vacuum-water interface, 

and produce more realistic interfacial behavior for the system for low 

surface pressures. 

 

 

6.3 Simulation Results  
 

 

6.3.1 The PL and TFLL Monolayers Respond Differentially to Small 
Interfacial Areas 

 
Snapshots from constant-volume simulations for the many-component 

TFLL (6:2:1:1 PL:FFA:CE:TG) and the one-component PL layer systems in 

equilibrium are shown in Figures 21-22. When subjected to a gradually 

smaller vacuum-water interfacial area in the simulation box – smaller 

area/lipid values than in a relaxed planar PL lipid bilayer in water – the 

responses of the pure PL system and the TFLL system differ significantly.  

The pure PL system responds to small interfacial areas by bending the 

lipid layer to a highly undulating structure (Figure 22) – the whole interface 

folds to steep undulations, as PL lipids are essentially amphiphilic –  all of 

them prefer to reside in the interface between the vacuum and water, and 

bending the interface via an emerging undulating structure is a way to 

ensure this when only a small lateral interfacial area is available. 

In stark contrast to this, the TFLL system responds to small vacuum-

water interfacial area by excluding the neutral lipids (CE, TG) from the 
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Figure 21. Snapshots from 6:2:1:1 PL/FFA/CE/TG with (A) 42.1 Å2/lipid, (B) 53.1 
Å2/lipid, and (C) 66.7 Å2/lipid [207]. (A) System shown from (top) the side and (bottom) 
the air view of the lipid layer. (B) System depicted from (top) the air view, (middle) the side, 
and (bottom) the water side of the layer. (C) Layer shown (top) from the side and (bottom) 
the water phase. Color code is as follows: Green small dots refer to the PL (POPC) phosphate 
group; blue beads stand for the TG glycerol group; red beads show the CE ester group; green 
beads denote the FFA (PCA) carboxyl group, and water is shown as a purple mesh. 
Reprinted from Langmuir [207] with co-authors’ and publishers permission, copyright 2012 
American Chemical Society.  
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Figure 22. Snapshots from one-component PL (POPC) simulations with an area 
of (A) 40.0 Å2/lipid, (B) 55.0 Å2/lipid, and (C) 65.0 Å2/lipid [207]. Blue beads stand 
for the four last carbon atoms of the PL hydrocarbon tails.Green beads denote the phosphate 
group of PL. Purple mesh in panel C(left) describes water molecules. Panels (A) and (B) 
show systems from the side of the layer; the figure on the right has been rotated by 90°. Air 
is above, and water below the lipid layer. Panel (C) depicts the system from (left) the side 
and (right) the water phase of the layer. In the side view, air is above and water below the 
lipid layer. Reprinted from Langmuir [207] with co-authors’ and publishers permission, 
copyright 2012 American Chemical Society. 
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immediate vicinity of the interface (Figure 21). The CEs flip and place their 

ester groups and cholesterol moieties deeper into the air phase. The TGs 

flip as well, and form TG headgroup clusters to the air side of the interface 

by interacting with each others via their slightly hydrophilic glycerol 

regions. This helps the interface to stay essentially planar even when only a 

small interfacial area is available for the lipids. 

 

 

Figure 23. Number densities along the monolayer normal for 6:2:1:1 
PL/FFA/CE/TG simulations, when FFA is PCA [31]. Water is on the left (light blue), 
and air on the right (white). The figures are aligned to each other by matching the positions 
of PL tail and water peaks to clarify the trends in densities. Panels (A)−(D) describe data for 
density profiles for PL and FFA at 42.1, 49.4, 56.7, and 66.7 Å2/lipid, respectively. Panels 
(E)−(H) in turn providesimilar density profiles for TG and CE. Abbreviations stand for “FFA 
coo” = palmitate carboxyl group; “PC po4” = POPC phosphate; “FFA tails” = palmitate 
hydrocarbon tails (center of mass (cm)); “CE chol” = cholesterol rings of CE (cm); “CE es” = 
ester group of CE; “CE ole” = oleate tail of CE(cm); “TG gly” = TG glycerol (cm); “TG tails” = 
hydrocarbon tails of TG (cm). Reprinted from Langmuir [207] with co-authors’ and 
publishers permission, copyright 2012 American Chemical Society. 

 

Snapshots and density profiles (Figures 21 and 23) for the TFLL system 

show how the TGs readily nanoscale phase separate, early on when the 

interfacial area is diminished, indicating that the surface activity of TGs in 

the PL layer is smaller than the surface activity of CE. This is consistent 
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with the finding that the area taken by TGs (with three ester bond regions) 

at the surface of a monolayer is larger than the area taken by CEs (with one 

ester bond region). The exclusion of weakly polar but spacious TG glycerol 

groups from the air-water interface, leads to the flipping of these groups to 

the other side of the lipid layer. The weakly polar TG head groups then 

cluster with each other at the vacuum interface, forming with the interfacial 

PL and FFA lipids a “hydrophobic semi-bilayer” structure (Figures 21, 23). 

When the interfacial area is further diminished in the TFLL system, the 

CEs separate from the interfacial lipids as well, and penetrate between the 

“semi-bilayer sheets” formed due to TG phase separation. This CE-TG 

phase-separated state of the system  is essentially lipoparticle-like so that 

on the water side the CEs are lined by surface lipids (PL lipids and FFAs), 

and from the vacuum side by TG glycerol groups. In the inside of the 

aggregate there is an unorganized melt of CEs and TG tails. In the smallest 

interfacial areas simulated, essentially all TGs and CEs reside in these 

lipoparticle-like structures.  

Comparing the TFLL-mimicking systems to one-component PL layers 

with a corresponding area per lipid reveals the superiority of the neutral-

lipid containing TFLL over the pure PL layer under high lateral pressures 

(during blinking of the eye): for small areas per lipid, the PL layer forms 

long unstable protrusions/tethers toward the water phase, while the TFLL 

system responds by just bending in a concerted fashion to reach a stable 

lipid layer. It is possible that neutral lipids, and especially triglycerides, 

assist the phospholipid layer to fold in an appropriate way during the 

various stages of the blinking process. 

In the following chapters the detailed results of the RDF analysis, density 

profiles, lipid tail ordering, diffusion of molecules on the surface of the 

layer, and protrusion and undulation behavior of the surface lipids in both 

TFLL and PL systems are presented. 

 

6.3.2 Density Profiles Show TG and CE Head Group Exclusion from 
the Interfacial Layer in the TFLL system 

 
The density profiles were calculated along z-axis, which is essentially the 

axis along which the vacuum-water interface lies in the system. For the 

fold-forming structures (in the case of pure PL), and the lipoparticle-like 

protrusion-forming structures (in the case of the TFLL system), the z-axis 

does not coincide with the lipid layer’s normal in all points of space. This 

means that the “crude interface” which continues to reside along the z-axis 

differs from the actual interface, which is formed by bent lipid structures 
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not residing only in the xy-plane. For these folded and curved lipid 

structures we can see in the density profiles also the thickness of the fold in 

the overall structure, in addition to the smaller scale differences telling how 

the molecules pack along the interface in relation to each others.  

It would of course be possible to calculate the density profile along the 

local normal of the lipid layer, too. However, that would have required quite 

substantial resources to design an algorithm able to describe the contour of 

the lipid layer along a complex fluctuating interface. Therefore, for the 

present purpose, we decided not to dedicate our efforts for that purpose 

(below we have used the same practice in other related situations). 

For the stress-less interface, having an area per lipid close to the area per 

lipid found in bilayers (64-67Å2), the pure PL system and the TFLL system 

behave exactly the same, when it comes to organization along the vacuum-

water axis (the lipid layer normal) (Figures 21-23). All lipid components lie 

in the planar interface, polar groups towards the water phase. As the system 

is very close to its energy minimum, no folding behavior is seen for the PL 

system, and no neutral lipid phase separation is seen for the TFLL system. 

In the TFLL system the head groups of PLs are in straight contact with 

water, followed by the FFA carboxyl groups, which also lie very close to the 

water-interface. A little bit deeper in the lipid layer, but still reaching water 

contacts, lie TG glycerol and CE ester groups. For TGs, cholesterol, and long 

chain alcohols, this behavior has been observed in previous simulation 

studies [219, 224] and predicted by experiments [30, 221, 223, 225-226]. 

CEs, as esters of long chain alcohols and cholesterol, can be expected to 

behave in a similar way, even though the ester linkage makes the molecule 

less surface active than cholesterol and fatty alcohols. 

When the surface pressure is increased, the TG head groups flip from the 

water phase to the vacuum side of the interface (Figures 21-23). At the area 

per lipid of 56.7 Å2, more than a half of TGs have flipped upside down 

exposing the ester bond regions to the air phase, whereas most of the ester 

bond regions of CEs are still located facing the water phase. The flipping of 

CEs becomes more apparent when the area per lipid is further decreased.  

The reason for this phenomenon is that neutral lipids (TG and CE) do not 

lower the surface tension of the system considerably, and at high surface 

tensions (small area/lipid values) they are readily displaced from the 

interface by FFAs and PLs, which are more effective as surfactants. This 

leads to the flipping of the spacious TG and CE head groups to the air side 

of the interface.  

Furthermore, lipids containing double bonds or cholesterol moieties (like 

TO and CO), disturb the molecular packing of FFAs and PLs within the 
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monolayer; the efficiency of packing and the effect it exerts on the entropic 

contribution of free energy play an increasingly important role when 

surface pressure is increased. This entropic effect, which drives exclusion of 

all “too spacious” and “not neatly packing” hydrophobic moieties from the 

lipid layer at high surface pressures, can then complete the phase 

separation process and drive the system to form separate lipoparticle-like 

TG-CE aggregates to the air side of the interface. This nanoscale phase 

separation was seen to be nearly complete at a lateral interfacial area of 42.1 

Å2/lipid, when almost all TGs and CEs have been excluded from the 

interfacial lipid layer. Only the FFAs and PLs remain in the interfacial layer 

in a system having such a small interfacial area, as they can serve as 

effective surfactants, and also can pack efficiently to a condensed 

monolayer structure to minimize the lateral pressure inside the lipid layer 

(Figures 21-23).  

The TG and CE exclusion is more pronounced for the TFLL model 

containing OCA, as the proportion of unsaturated surfactants is increased 

and the subsequent increase in pressure in the interfacial layer excludes the 

oleate tails of TG from the interfacial layer faster than in the case of PCA. 

 

6.3.3 Radial Distribution Functions Show TG and CE Clustering in the 
TFLL System 

 
Radial distribution functions for the TFLL system components (TG, CE, 

FFA lipids, and  polar lipids (FFA and PL together)) were averaged over the 

xy-plane in 2D at several different surface pressures. The vacuum-water 

interface forms essentially to the xy-plane, and for most surface pressures 

considered also the lipid layer resides in this plane. For the fold-forming 

structures (in the case of pure PL), and the lipoparticle-like protrusion-

forming structures (in the case of TFLL system), the RDF shows the lipid 

organization in the system as a projection to the xy-plane.  

The polar lipids (PL, FFA) are uniformly distributed along the membrane 

plane for all surface pressures considered (Figure 24). The FFA molecules, 

however, show slight preference in pairing with other FFA-molecules, 

which shows as a peak in the RDFs on all surface pressures. The peaks shift 

closer together as a response to higher surface pressure, describing the 

tighter packing of the surfactant lipids at the interface in higher lateral 

pressures. 

The nonpolar lipids (TG, CE), on the other hand, distribute uniformly 

along the membrane plane only with the highest area per lipid considered 

(64 Å2/lipid; see Figure 24 (bottom)). At intermediate surface pressures 
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(area of 56.7 Å2/lipid; Figure 24 (middle)) one finds already quite 

significant clustering of neutral lipids. TGs and CEs get together, forming 

domains whose sizes are in the multi-nanometer regime. When the surface 

pressure is increased further (area 42.1 Å2/lipid), the trend becomes more 

pronounced (see Figure 24, top): aggregates comprised of TGs and CEs 

increase in size and the concentration of these lipids outside the TG- and 

CE-rich domains decreases radically.  

Thus, as a response to increasing surface pressure, TG molecules 

condense together, forming neutral lipid-containing pileups rich in TG. 

This is just a quantification of the effect we saw in the snapshots – the 

glycerol groups of the TFLL are excluded from the water side of the 

interface and, after being forced to the air side of the interface, they cluster 

together via electrostatic interactions. For CE, this effect is not so clear and 

becomes more evident only at the highest pressures, when the CEs get 

incorporated into the TG clusters and the lipoparticle-resembling 

aggregates form. Overall, these features are consistent with related ordering 

effects found in structure factors of cholesterol containing lipid bilayers 

[227]. 

 

6.3.4 Order Parameters Show Differential Behavior of the TFLL 
System 

 
The lipid tail orientations can be calculated for all lipids of the system, 

along the whole trajectory. The average order parameter of the tail then 

tells how far from being aligned head-tail to the water-vacuum interface the 

hydrophobic lipids tails tend to lie. As this is a coarse grained system, we 

cannot reproduce the NMR (nuclear magnetic resonance) order 

parameters, as not all atoms are represented in the model. The order 

parameter is thus only a qualitative measure of the ordering, and 

presenting only the trend of “more ordered” or “less ordered” layers – not 

exact values for chain order. We can, however, see the phase transitions 

from fluid phases to the gel phase via this approach quite easily.  

The lipid tail order parameters were calculated along the z-axis, like 

density profiles, and they show the tail ordering along the normal of the 

lipid layer. As mentioned earlier, for the fold-forming structures (in the case 

of pure PL), and the lipoparticle-like protrusion-forming structures (in the 

case of TFLL system), the z-axis does not coincide with the lipid layer’s 

normal in all points of space. This means that we can see two opposite 

trends in the order parameter. The first trend, the lipid chain ordering, is 
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Figure 24. Radial distribution functions (RDFs), g(r), in the 6:2:1:1 
PL/FFA/CE/TG system for the center of mass positions projected to the 2D 
membrane plane [207]. Here, “polar” stands for PL and FFA lipids together. For neutral 
lipids with small area, the RDFs at large distance go down below one due to aggregate 
formation. Reprinted from Langmuir [207] with co-authors’ and publishers permission, 
copyright 2012 American Chemical Society. 
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clearly visible in the low to moderate surface pressures, where no folds and 

protrusions are forming into the lipid layer. The second trend, tilting of the 

principal axis of the lipids as the protrusions and folds form, then create 

order parameter data, which proposes that the ordering of the lipid tails 

would decrease abruptly when the folding behavior begins. This is of course 

not true, and can be confirmed by looking at the snapshots of the systems –

the ordering of individual lipid tails along the interface normal within the 

system continues increasing, but the effect is masked by the fact that the 

true interface does not reside along the z-axis for all parts of the system. 

All in all, the higher the lateral pressure, the more ordered the lipid tails in 

the systems. The pure PL system’s lipids show higher tail ordering than 

TFLL phospholipids for all surface pressures considered, however. The tear 

film composition thus seems to hold the layer more fluid – even under high 

lateral pressures.  

For both TFLL and pure PL systems, the increasing surface pressure has 

the most potent effect on the terminal region of oleate chains, where the 

order parameters in the systems increase by a factor of 2 (Figure 25). That 

is, the systems respond to an increasing surface pressure by mainly 

increasing the order in the unsaturated hydrocarbon chains. 

 

 

 
Figure 25.  
Order parameter S describing the 
average conformational order of 
lipid hydrocarbon chains along the 
monolayer normal direction [207]. 
Values for S shown here are averages of 
all order parameters Sn along the 
hydrocarbon tail. TFLL (1) stands here for 
the system where FFA isoleate, and TFLL 
(2) stands for FFA being palmitate. 1-
component PL stands for POPC. 
Reprinted from Langmuir [207] with co-
authors’ and publishers permission, 
copyright 2012 American Chemical 
Society. 
 

 

 

 

 

 

 

 



  

115 

 

6.3.5 Lateral Diffusion of TG and CE is Quite Different Compared to 
Diffusion of PL and FFA 

 

 A Few Words of MARTINI Parameterization  
To investigate the effect of surface area change, and the subsequent effects 

of lipid chain ordering and layer’s conformation changes on lipid diffusion, 

the diffusion constants in the xy-plane were calculated for each lipid type in 

the systems. Here we need to note the same limitations as for the previous 

analyses – the lipid layer does not reside entirely on the xy-plane for higher 

surface pressures, and thus lipid diffusion in that plane does not fully 

capture all diffusion in the plane of the lipid layer.  

Also we need to note that the diffusion in the coarse grained model is not 

a target property of the parameterization. MARTINI model is targeted to 

reproduce primarily only the solubility in different solvents – and that gives 

justification to our primary finding, which is the separation of TGs to form a 

separate phase at high surface pressures. The MARTINI model for lipids is 

also parameterized to reproduce as closely as possible the phase transitions 

of the lipid tails – i.e. the formation of different liquid-crystalline and fluid 

phases for the lipid systems [188]. The tail ordering analysis is thus also 

reliable. However, as not all properties can be targeted at the same time, the 

diffusion of the particles is more vaguely described. It is known that the 

lipid molecules in the MARTINI model tend to diffuse approximately four 

times as fast as lipids in atomistic simulation models. However, the “factor 

of four” is not entirely true for all particles – the smaller the lipid, the faster 

it tends to diffuse in MARTINI – the correct correction factor for small 

lipids may in some cases be more than four [188].  

We used a factor of four for all lipids in our system to scale the results to 

“real diffusion”. That is why one needs to keep in mind when interpreting 

the data that it may be that the smallest of the lipids (the FFAs) show 

artificially high diffusion, and maybe the biggest molecules (the TGs) show 

artificially slow diffusion. The qualitative changes in diffusion rates of the 

lipid types when altering the surface area of the system can be relied on, 

however, as the trends of the diffusion mainly follow phase separation 

boundaries, and mirror the effect of lipid tail ordering. Phase separation in 

response to different stimuli is one of the target properties of MARTINI, 

and also lipid tail ordering is reasonably well parameterized. The 

generation of more or less ordered domains, and different kind of 

organizational structures and lipid phases within the layer is thus well 

reproduced. Thus, even when the actual value of diffusion is not expected to 

be quantitatively correct due to the side effects of the coarse grained 
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method chosen for the simulations, the qualitative changes in the diffusion 

rates of different components, mirroring the phase separation and lipid tail 

ordering processes, are reliably reproduced.  

 

 Results of Diffusion Analysis – PL vs. TFLL 
When lipid diffusion in the pure PL system and the TFLL system are 

compared (Figure 26), the pure PL system is seen to exhibit very high 

lateral diffusion values for all surface areas simulated. For pure PL the 

diffusion rate is even increased when the surface area is diminished. In 

contrast, in the TFLL layer, diffusion is slowed down at low surface areas. 

Actually, all lipid components of the TFLL system show this trend of 

slowing down with smaller surface areas.  

However, FFA diffusion is very fast in TFLL systems (though slower than 

PL diffusion in one-component PL systems at a high surface pressure) and 

is only slightly influenced by surface pressure. This is not only an effect of 

the MARTINI parameterization, but also partly due to the assembly of FFA 

molecules to string-like structures along which FFAs can rapidly diffuse 

short distances (Figure 26).  

The qualitative difference in diffusion rates – increasing diffusion rate for 

PL, and diminished diffusion rate for TFLL – illustrates the unstable nature 

of the pure PL layer under high surface pressures. Under similar conditions, 

pure PL systems have been seen to go through the monolayer–bilayer 

transition, which is possibly related to vesicle formation [52]. This would be 

drastic for TFLL, as the vesicles detaching from the lipid layer to the 

aqueous phase are rapidly recycled via lacrimal ducts, which in turn would 

lead to dramatic depletion of the TFLL [21]. It seems clear that the neutral 

lipids of tear film are needed to maintain the integrity of the lipid layer by 

preventing the monolayer–bilayer transition and subsequent vesicle 

formation. 

 

 Results of Diffusion Analysis –  TFLL Components 
If we take a look at the diffusion of the individual lipid components of the 

TFLL system (Figure 26), we see that the lipid diffusion in TFLL slows 

down for increasing surface pressure in a distinctive way, where all lipid 

components slow down, but the surface lipids FFA and PL do it for different 

reasons than the non-surfactants TG and CE. The diffusion of the non-

surfactants also slows down significantly more than the diffusion of the 

surfactants.  
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The surfactants FFAs and PLs diffuse in the vacuum-water interfacial 

plane for all interfacial areas. Their diffusion is slowed down by the 

formation of the more ordered lipid layer structure within the surface layer 

due to increase in surface pressure. This more ordered layer simply does 

not allow the lipids to diffuse as fast as in more loosely packed layers. The 

TGs and CEs, in contrast, diffuse along this surface layer only in systems of 

large interfacial area. For the smaller interfacial areas, they are pushed 

away from the interface, and form a separate phase to the air side of the 

interface. Their diffusion is thus efficiently slowed down by the formation of 

the aggregate structure – the whole TG-CE aggregate can of course diffuse 

along the lipid layer, and there can be some diffusion within the aggregate 

itself, but this diffusion is in nature different than the diffusion in the 

surface plane. The diffusion of the whole aggregate along the surface is very 

slow. The CE molecules within the aggregate core show more or less three-

dimensional diffusion instead of two-dimensional (data not shown), as they 

are not located at a surface, but rather inside a sphere.  The triglycerides 

show two-dimensional diffusion on the air side of the interface, but this 

diffusion is restricted to the dimensions of the aggregate, and is also slow, 

as the TG tails are entangled in between the CE chains inside the aggregate 

structure.  Also the surface lipid tails intertwine the tails of TG and CE tails, 

which slows down the diffusion of the surface layer.  

Due to this effect, for the large lateral pressures, the CE and TG molecules 

diffuse slowly, and only within their cluster, while PL and FFA molecules 

are relatively free to diffuse along the whole water–air interface. This type 

of “fast diffusion on the surface, and slow diffusion in the core” is consistent 

with diffusion that takes place in lipid droplets and lipoproteins. Recent 

simulations of spherical lipid droplet particles have shown [216-217] that 

lipid diffusion is the fastest at the surface, and slows down considerably as 

one goes toward the core of the particles. Here we see similar behavior, as 

with increasing surface pressure the diffusion of the CE and TG molecules 

slows down significantly more than the diffusion of PL and FFA molecules. 

Comparison of the diffusion constants in two and three dimensions clearly 

demonstrates that part of this “slowing down” of the neutral lipids is due to 

the fact that the diffusion in the core is 3-dimensional, instead of 2-

dimensional surface diffusion (data not shown). It is however also clear that 

the neutral lipid aggregate is much more solid and slow than the planar 

lipid layer – the triglyceride hydrocarbon tails entangle around the 

cholesterol ester molecules (and somewhat also the phospholipid tails), 

making the cluster more viscous, and thus hindering the diffusion in the 

aggregate. 
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The present results are consistent with previous simulation results for 

Langmuir monolayers [228], where one found that the single-particle 

diffusion coefficient decreases for decreasing area per lipid (increasing 

surface pressure). Similar trends have also been observed in experiments 

[229-230]. 

 

 

 
Figure 26. Lateral diffusion coefficients in the plane of the layer [207]. Results are 
given in units of 10−7 cm2/s. Diffusion coefficients reported here have been corrected by 
dividing the values by 4 to compensate for the faster diffusion in the coarse-grained model 
compared to atomistic descriptions [188].  1-component PL stands for POPC. Reprinted 
from Langmuir [207] with co-authors’ and publishers permission, copyright 2012 American 
Chemical Society. 
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6.3.6 Studies of Elastic Fluctuations of TFLL Show Protrusions but 
Not Undulations 

 
Assuming the layer to be aligned in the xy-plane (z being the coordinate 

along the layer normal), elastic out-of-plane fluctuations of membranes are 

typically described by the height–height correlation function h(x,y), which 

describes the deviation of each part of the membrane with respect to the 

“neutral plane” of the membrane. The neutral plane is the xy-plane, which 

divides the undulation amplitude in half – half the undulation amplitude is 

above, half below this neutral plane – the undulation takes place to both 

sides of this neutral plane. For further discussion on the matter, see 

Chapter 5.  

As mentioned in the previous part of the thesis, the elastic fluctuation 

spectrum shows two modes. The q–2 mode is determined by surface tension 

of the interface in question and is responsible for short length-scale 

protrusion modes of one or a few lipids moving locally up and down at the 

interface. Meanwhile, the q–4 mode depends on bending properties of the 

lipid layer at the interface and describes elastic undulations at length scales 

much larger than the size of a molecule.  

Figure 27 shows that both the one-component PL and the TFLL systems 

behave in a similar fashion with large areas per lipid, showing only the q–2 

behavior. The observed q–4 modes in both systems can be determined to not 

to be real undulations, but to arise from the shape change of the layer itself. 

The folding of the membrane in PL system, and the formation of the 

lipoprotein-like structure in the TFLL system produces “pseudo-q–4 modes” 

– when the part of the system, which does not lie on the xy-plane is 

excluded from the analysis, no q–4 modes are seen in the results, which 

concludes that there is no real undulations in the system. The visual 

inspection of the simulation trajectories supports this result. It is quite 

possible that the (lateral) system size should be substantially larger to 

account for large-scale fluctuations in a present-like system characterized 

by formation of local domains (folded structures and lipoprotein like 

aggregates). However, that does not necessarily need to hold – the system is 

not tensionless, but on contrary under a heavy lateral surface pressure – it 

may be that this trend of no true undulation modes across the interface is 

promoted by the surface tension in the vacuum-water interface. 

For the TFLL system the protrusion modes increase in amplitude when 

the system is compressed, but show the q–2 behavior for all areas per lipid. 

In the one-component PL system the protrusion mode starts to deviate  
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Figure 27. Correlation function for elastic fluctuations at the layer-air interface 
[207]. (A) Spectrum for the 6:2:1:1 PL/FFA/TG/CE system with PCA as FFA; (B) PL layer, 
the large layer deformation toward water phase excluded from the results; (C) PL layer, 
describing the whole system. In each figure, there are also drawn the slopes of the q−4 and 
q−2 modes to illustrate the development of the trends of the elastic modes for each system. 
Reprinted from Langmuir [207] with co-authors’ and publishers permission, copyright 2012 
American Chemical Society. 
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from the expected q–2 behavior for decreasing area per lipid. We consider 

this to be due to diffusion along the layer normal direction: diffusion of 

lipids takes place also inside the engulfment of the lipid layer, thereby 

affecting the fluctuation spectrum and rendering the interpretation of the 

spectrum quite complicated. The removal of the folded structure from the 

q–2 mode analysis is more complicated for the PL system than for the TFLL 

system – the PL structure folds early on in the compression series, and also 

the folding is much bigger in amplitude – and failure to remove even small 

parts of this folding leads to major artifacts in q–2 mode analysis.  

Both elastic modes (the protrusions and undulations) have been observed 

in freely standing lipid membranes [49, 203], allowing one to determine the 

bending modulus that modulates the extent of undulations. The protrusion 

mode [49, 203] can be linked to the corresponding protrusion tension, but 

its interpretation in terms of a unique elastic property is more difficult 

[231]. What is clear, however, is that both the TFLL and PL systems show 

significantly different undulation behavior compared to freely standing 

bilayers [49, 203]. 

Further comparison of the simulation data to experiments is more 

challenging. While the fluctuation spectrum for the different modes allows, 

in principle, the determination of quantities such as bending modulus, and 

a term related to tension, we have not done such a comparison in the 

present work yet. This stems from the fact that, to the candidate’s best 

knowledge, there is no related experimental data (for tear film lipid layers) 

available for comparison. It is quite possible that this matter will be 

explored in future studies.  
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7. Results for the Role of CE and TG in the Tear Film 
Lipid Layer  

The motivation for further simulations after the initial TFLL simulation 

model was i) to find out the exact role of CE and TG in the TFLL, ii) to find 

out if lipid head group (PC vs. PE) plays a role in the layer structure, and iii) 

to find out what happens if PL concentration is too low in the TFLL (the 

case of blepharitis patients).  

Various simulation models were constructed, and from those here will be 

reviewed the ones, which were most thoroughly analyzed. The systems 

described in detail are 9:1 CE:PL, 9:1 TG:PL, 8:2 TG:PL, 4:3:3 PL:TG:CE, 

and pure PL systems. To answer the question whether the PE/PC ratio 

plays a major role in the layer structure and function, triplicates were 

formed for each system: one with PC as the PL, another with PE, and a third 

one having 50:50 PE:PC composition.  

Many of these systems were also investigated via Langmuir trough 

measurements, and one of them also with GIXS and BAM techniques 

[41,208]. While the candidate has not carried out the experiments, it is yet 

quite appropriate to present some of the experimental data first, since they 

will be compared with simulation results presented in the end of this 

Chapter.  

From these systems, all others but the 4:3:3 PC:CE:TG system represent a 

normal or an almost normal TFLL composition. Meanwhile, the 4:3:3 

PC:CE:TG case represents the TFLL composition of blepharitis patients, 

showing a relatively high ratio of non-surfactant lipids compared to the PL 

lipids. This case will be discussed separately in more detail.  
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7.1 Experimental Compression Isotherms  
 

The compression isotherms were obtained via Langmuir trough 

experiments as described in previous Chapters, covering the surface 

pressure range from 0 to 40 mN/m. 

The two-component PC:TG and PC:CE systems show no clear transitions 

in the pressure-area isotherm, and only slight hysteresis (Figure 28, on the 

right). Thus if there are any transitions involved, they seem not to be 

concerted ones. The three-component 4:4:2 PC:PE:TG system shows no 

clear transition states either, but the hysteresis is slightly larger for this 

system [41]. This is quite understandable, as in simulations the PC:PE 

combination leads to domain formation – the PC and PE lipids separate to 

different lateral domains in certain areas per lipid in the phase diagram. 

The larger hysteresis is most probably due to some domain formation 

events driven by the PC and PE head groups.  

In the pressure-area diagram (Figure 28), the 9:1 PC:CE system resides 

leftmost, showing the smallest area/lipid values for the surface pressure 

values. This shows how the presence of CE is able to compress the layer to 

smaller areas. Right next to it, in the original publication, one sees the 

compression isotherm of the pure PC system, and to the right hand side (on 

larger areas per lipid) lies the 9:1 and 8:2 PC:TG systems [41]. Thus, the 

presence of CE in the system seems to shift the PC phase diagram to the 

left, and the presence of TG seems to shift it to the right, in a concentration 

dependent manner: the higher the concentration of TG, the more the curve 

shifts to the right.  Also, replacing half of the PC lipids by PE shifts the 

isotherm of 8:2 PL:TG significantly to the right – showing the importance 

of the PE head group in the compression of the layer.  

The 4:3:3 PC:CE:TG system shows a clear transition [41]. This transition 

is even a little larger than the one seen for the TFLL (6:2:1:1 

PC:FFA:TG:CE) system. This system also shows a very large hysteresis loop, 

indicating many slowly reversible transitions taking place during the 

compression-expansion cycle. This system resides for all areas per lipid on 

the far left side of the other pressure-area isotherms. Especially low areas 

per lipid are reached after the transition state – at high surface pressures. 

The transition thus seems to show the formation of a multilayer phase 

instead of just changing the lipid packing or domain formation within the 

lipid layer. 
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Figure 28. Pressure-area isotherms of the simulations, and Langmuir trough 
experiments. Comparison of the pressure-area isotherms of simulated DPPC, POPC, 
DPPC:CO 9:1 and DPPC:TO 9:1 systems [208], and the experimental isotherms of Kulovesi 
et al. [41]. In the inset, both data has been drawn to the same graph. Error margins are 
approximately of the same size as the width of the line. With the permission of the original 
authors. 

 

When the compression isotherms are compared to the simulation results, 

the agreement is quite good (Figure 28). As the simulated systems are in 

the limit of reversible compression of the monolayers (see the comparisons 

of simulations and experiments of this kind by Duncan and Larson [215]), 

we can only compare the behavior of our largest areas per lipid, to the 

smallest areas per lipid reached experimentally. This is partially due to the 

above-mentioned limitations in the MARTINI force field description, which 

does not allow us to simulate any low surface pressures. All the simulation 

systems show gas phase formation for areas per lipid larger than 70 

Å2/lipid, as has been reported for other simulation systems, too [51, 215], 

and for the simulations presented here, the highest area per lipid in liquid 

phase was 65 Å2/lipid for DPPC and DPPC:CO 9:1 systems, and 70 Å2/lipid 

for the DPPC:TO system. For the 4:3:3 PC:CE:TG system all areas above 50 

Å2/lipid showed gas phase formation. 

There are only minute differences between the pressure-area curves 

between the experimental systems, but even so our simulations reproduce 

the pressure difference, for the positions in the isotherm we are able to 

compare our data with (Figure 28). The simulation curves are shifted a little 

bit left compared to the experimental curves, and that mainly results from 

the fact that in simulations we used DPPC, while the experiments were 

made with egg PC, which contains somewhat more unsaturated fatty acids. 

When comparing our DPPC simulation data with our POPC simulation 

system, we indeed see the pressure-area curve shifting to the right.  
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7.2 GIXD and BAM Measurements  
 

From the simulated systems only the blepharitis layer mimicking the 

composition 4:3:3 PC:CE:TG was investigated via GIXD and BAM [41].  

In GIXD, at 20 mN/m, the system was seen to be condensed due to the 

CE, which gave rise to liquid-ordered domains having a hexagonal packing 

of 29 Å2/lipid. These ordered domains were considered rather fluid-like, 

however, as the molecular area was so high. With this liquid-ordered phase 

there was noticed co-existence with a gel phase, which consisted mainly of 

TG molecules. This formation of two phases, an ordered one with TG in it, 

and another more fluid phase, was also seen in BAM measurements at 20 

mN/m. In BAM, there were also some multilayer structures visible, which 

were interpreted as de-mixed condensed domains produced already during 

the spreading process. 

Comparing these results to the simulation data is not possible, as for this 

particular system we could not reach anywhere near the 20 mN/m region. 

In simulations we can capture only multilayer structures for the system. 

These multilayer structures are presumably present in the experimental 

systems as well, after the transition seen in the pressure-area isotherm has 

been completed.  

 

 

7.3 Simulation Results  
 

7.3.1 Pure PL Systems 

 
In line with the results described in previous Chapters for POPC, the DPPC 

system used as the pure PC layer in the subsequent simulations formed a 

monolayer, which folded towards the water phase when the area per lipid 

became small enough (here 45 Å) (see Figure 29 for snapshots). Some 

monolayer instability was registered already at areas per lipid of 55–60 Å2 

per lipid, and the folding and collapse of the PC layer were clearly found to 

emerge at 45 Å2 per lipid. 

Similar trends were reproduced for all PL systems simulated – the POPC 

[30, 207], DPPC [41,208], DPPE, and 50:50 DPPC:DPPE (data not shown). 

Changing the lipid head group did not change the behavior of the system 

significantly – it just shifted the whole isotherm a little bit to the right, 

leading to layer collapse in a slightly smaller area per lipid value. This was  
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Figure 29. Snapshots of the simulated systems [208]. Water below, and air above the lipid 
layer. DPPC molecules are grey (big beads represent the PO4 group), and neutral lipids (CO 
or TO) black. For pure DPPC system (right column) black beads represent the PO4 group, 
dark grey beads represent the tip of the lipid tail, and light grey all other atoms. 
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expected, as the PE head group is smaller than the PC head group. The shift 

was 5 Å2 at high areas per lipid (when solely PC and solely PE containing 

systems were compared), gradually getting smaller, and finally vanishing at 

45 Å2, where all PL systems were seen to show closely related, ordered near-

collapse structures (for DPPC, see Figure 19). For the surface pressure the 

difference was approximately 10 mN/m for all data points (between PC and 

PE systems), showing a maximum of 20 mN/m at 50 Å2, and completely 

vanishing at the fully ordered structure at 45 Å2. The fully saturated DPPC 

system formed a distinctive lipid condensed phase before collapsing, 

whereas the POPC containing the double bond in the oleate chain did not 

show clear hexagonal packing before the collapse and folding into the water 

phase.  

The DPPC simulation results were compared to the previous DPPC 

monolayer simulations (Figure 19), and the simulations were seen to agree 

with the previous data [51,215]. As the simulation box volume was fixed in 

our production simulations, the isotherm reached higher lateral pressures 

for the near planar-collapse transition structure at 45 Å2/lipid, than the 

previous simulations, as the system could not go through the transition and 

relax to the collapsed state due to the fixed box dimensions. However, the 

general features of the DPPC pressure-area curve for layer compression 

were nicely reproduced. In larger areas per lipid, where the system was still 

in fluid phase, the lipid tails gradually reorganized to a more ordered 

structure as a response to the increasing stress in the plane of the lipid 

layer. This gradual ordering of the lipid tails caused that the pressure was 

not rising steeply at that part of the pressure-area isotherm. These data 

points reproduced the same trend of gradual surface pressure increase as 

the two earlier simulations for the same system (Figure 19). After all the 

lipid tails had transformed to the ordered phase, the surface pressure 

within the lipid layer increased to a maximum at 45 Å2/lipid – 

approximately at the same point as in earlier simulations by Baoukina et al 

[51], after which the lipid layer collapse was seen, just like  in the 

simulations of Baoukina et al. 

 

7.3.2 Role of Triglycerides in the Phospholipid Monolayers 

 
PC:TG systems showed qualitatively similar behavior as the TFLL system 

(6:2:1:1 PC:FFA:TG:CE) described earlier [30,41,207-208]. At the large 

water-vacuum interfacial areas only very few triglycerides had their head 

groups turned to the air phase of the interface, but with decreasing air-

water surface area, all of them gradually flipped to the air side, forming a 
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cluster, and finally (nano-scale) phase separating from the monolayer, 

bending the surface layer and forming a “lipoprotein like” particle below the 

surface PC layer (Figure 29). Both the initiation of the head group flipping 

to the air side (at ~65 Å2/lipid and less), and the initiation (at ~60 Å2/lipid 

and less) and the completion of the phase separation phenomenon (at ~ 50 

Å2/lipid and less) are dependent on the concentration of TG. For the 8:2 

PC:TG system, both of these took place at larger interfacial areas than in the 

9:1 PC:TG system. This is expected, as the more there is TG in the system, 

the more space they take in the interface, and as the interfacial area is 

diminished, the exclusion of the TG molecules from the interface will begin 

the earlier the more there are TGs present in the system.  

It seems clear that the TG component is needed to initiate the phase 

separation event in the tear film monolayer. This phase separation results 

with a surfactant layer on the interface, accompanied with a bulk TG phase 

on the air side of the surface monolayer. This behavior has been predicted 

based on experiments [221]. 

One striking feature of the TG:PC systems is the “smooth collapse” they 

exert via the ability to expel TG from the monolayer when the surface 

pressure gets too high. In no step of the phase transition and bulk phase 

formation the PC lipids get near the liquid-condensed phase – the surface 

layer of the system stays essentially fluid until all TG has been expelled 

from the surface layer to the bulk phase (Figure 30). TG thus essentially 

functions as a buffer against changes in the lateral pressure within the 

surface lipid layer, maintaining stable conditions for the PL lipids within 

the layer during increasing or decreasing surface pressure in the air-water 

interface. Like this the presence of TG lipids in the system affects not only 

the effective area per lipid for each PL molecule, but also the lipid tail 

ordering, keeping the layer essentially fluid for a wide range of surface 

pressures. This also ensures normal diffusion rates in the plane of the lipid 

layer (data not shown).  

 

7.3.3 Role of Cholesteryl Esters in the Phospholipid Monolayer 

 
The PC/CE (9:1) simulations show qualitatively similar behavior as the pure 

PC layers [41,208]. However, the presence of CEs compresses the lipid 

layer. This matches the previously published results for DPPC, and 

cholesterol containing DPPC layers [51, 224].  

At 65 Å2/lipid, the ester bond regions of CE molecules are exposed to the 

water phase (see snapshots in Figure 29). When the area per molecule is 

decreased from 65 to 50 Å2 per molecule, some CEs are excluded from the 
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water–lipid interface. Density profiles showed that some of the ester bond 

beads of CEs flipped from the PC–water interface to the PC–air interface 

(region near the terminal beads of PC acyl chains). 

 

 

 

 
Figure 30. Static order parameters for the PC palmitate chain, in  10:90 TG:PC, 
10:90 CE:PC, and 100% PC systems [208]. Order parameters are given along the 
normal of the lipid layer, for the sn-2 palmitate chain of PC. ”Tail” denotes the 3 tail-most 
MARTINI beads (~12 carbon atoms), and ”head” denotes the 3 head-most MARTINI beads 
(out of 16 palmitate tail carbons). Order parameter values range from 1 to 0, where 1 
represents a tail resting fully parallel to the lipid layer normal, and 0 represents random 
orientation with respect to the lipid layer normal. For all systems, only the lipids in the 
planar lipid layer are taken into account, i.e. lipids participating in folding structures were 
excluded from the analysis. 

 

In contrast to the TG containing systems, neither CE:PC, nor pure PL 

systems show a phase separation behavior, where a bulk phase would form 

to the air side of the monolayer. This result is consistent with the previously 

published results for DPPC, and cholesterol containing DPPC layers  [51, 

224], which show no phase separation for cholesterol. This essentially leads 

the CE:PC system to collapse the same way as pure DPPC layers collapse – 

the layer organizes to a hexagonally packed, highly ordered, condensed 

phase structure, which then abruptly collapses to a folded “semi-bilayer” 

structure, forming long protrusions into the water phase. These kinds of 

undulations are known to be able to fold back to the planar lipid layer, 

possibly leading to vesicle detachment from the membrane [52]. Another 

result could be micelle detachment, if stalk formation or related 

phenomenon could take place on the connection point of the undulation 

and the planar lipid layer (Figure 7). However, after the CE:PC layer has 

folded to the collapsed structure, the CE molecules phase separate between 

the fold leaflets – and the resulting structure resembles a PC-CE-PC 
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trilayer. The formation of the trilayer structure may hinder the vesicle 

formation from the folded structure, but could on the other hand promote 

CE-filled PC-lipoparticle formation and detachment from the monolayer 

(Figure 7). 

 

7.3.4 Effect of Changing the PL Head Group  

 
Additional simulations were carried out for other multi-component systems 

including also PE (such as PE:PC:TG 40:40:20, PE:PC:TG 45:45:10, PC:TG 

80:20, and PE:TG 80:20) ([41, 208], data not shown). Their results were 

consistent with the above and did not provide new insight. All transitions 

were shifted towards smaller molecular areas, as the PE head group is 

smaller than the PC head group.  

The difference between 100% PC and 100% PE containing TG systems 

was bigger than the one observed for similar phospholipid systems (Section 

7.3.1 above), being 5-10 Å2 for the whole isotherm, and vanishing only at 40 

Å2. PE content thus had a stronger effect on compressibility in TG 

containing systems than in pure PC systems.  

 

7.3.5 Reversible Collapse 

 
We tested if the stage we reach in the collapse – the folding of the PC and 

PC:CE systems into the water phase, and the formation of the phase 

separation structure in the PC:TG system – is a reversible or an irreversible 

process [208]. All the collapse structures we found were reversible in 

simulations. Even the TG phase separation was essentially reversible, and 

readily reversed itself spontaneously when the system was exposed to a 

mildly expanding constant pressure during the simulation. The surface 

pressures of these collapsed structures are rather high, however – already 

at the limit where experimental monolayers are not reversible any more 

[20, 41]. We propose that the collapsed structures we see are actually 

reversible, but if these deformations are to lead to detachment of vesicles, 

micelles, or lipoparticles from the continuous lipid surface, the layer could 

go through an irreversible collapse seen in experiments. Also, as the 

unfolding of folded structures and insertion of phase separated non-polar 

lipids back to the monolayer during the layer expansion is a slow process, 

that could explain some of the hysteresis seen in the experimental pressure-

area isotherms for these systems [20, 41, 221].  
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7.3.6 Composition to Mimic Blepharitis Patients 

 

The 4:3:3 PL:CE:TG system, having only 40% of lipids surfactants, never 

shows a monolayer structure in the simulations [41] (Figure 31). A stable 

multilayer structure is seen for low areas per lipid (smaller than 50 

Å2/lipid). For systems having area/lipid values larger than 50 Å2/lipid, the 

lipids form a lipoprotein-like, or tubular particle, where the PLs form the 

surface, and the TGs and CEs form the core of the particle. The PL lipids do 

not cover the whole water-vacuum interface in this structure, but only cover 

the TG and CE lipids, and leave the rest of the interface without any lipid 

coverage.  

 

 

Figure 31. Snapshots for the blepharitis layer [41] with different area per lipid 
values. Air is above and water below the lipid layer. Colour code for the beads shown in the 
plots is as follows: PC phosphate (big grey), tips of the PC hydrocarbon tails (small grey), CE 
ester (blue), TG glycerol (red), and water (light blue mesh). Here, note that in the simulated 
system there are simultaneously two lipid layers at two air–water interfaces, and panels B 
and C are snapshots of these two interfaces at the same moment. Reprinted from [41], with 
the permission of the publisher (copyright holder Soft Matter, RSC Journals 2012), and 
permission of the co-authors.  
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The effect of the PL type to the system was investigated by simulating the 

system with both POPC and DPPC as the PL. The systems behaved 

essentially the same, however. The only difference was that in the presence 

of the unsaturated POPC oleate tails, the system shifted the onset of the 

formation of the tubular / lipoprotein-like structures by ~7 Å2/lipid towards 

higher area per lipid values. 

The simulation results for the 4:3:3 PL:CE:TG layer clearly demonstrated, 

why this kind of lipid composition could lead to clinical symptoms – the 

ability of such compositions to form a continuous surfactant layer to the 

air-water interface may be severely impaired, and thus lead to aberrations 

in the vision, and also possibly increased evaporation rate of the aqueous 

tears from the eye surface. 

 

7.3.7 Comparing the Simulation Systems – the Roles of CE and TG in 
TFLL 

 
Based on the insight of our simulations, and partly the related experiments, 

the roles of TG and CE in tear film lipid layers can be summarized as 

follows.  

i) The collapse of the TG containing systems happened via phase 

separation of the TG lipids, which formed a bulk phase to the 

vacuum side of the interface. The CO containing and pure PC 

systems collapsed to a folded structure, exerting steep, bilayer- or 

trilayer-like structures into the water side of the interface. 

 

ii) The CO containing system’s collapsed structure could give rise to 

lipoparticle detachment from the lipid layer, and the PC collapse 

structure could lead to either micelle or vesicle detachment from 

the lipid layer. The TG containing system does not seem to have 

such a potential for lipid loss into the water phase. 

 
iii) The lateral diffusion in triglyceride containing layers stayed the 

same for all areas per lipid, whereas for CO containing and pure 

DPPC systems the diffusion was strongly diminished when the 

area per lipid was diminished [208]. 

 

iv) The CO containing and pure DPPC systems went through a highly 

ordered, condensed phase structure before collapsing to the folded 

structure. In the TG containing structure no such lipid phase 

transition was seen. 
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These highly ordered structures in CO containing and pure DPPC 

systems coincided with a high peak in the surface pressure of the 

system. For the TG containing system, the surface pressure never 

peaked, but instead stayed rather constant through all simulated 

areas per lipid.  

 

All these points underline the unique ability of TG to compensate for the 

effects of surface area change to the lipid system. This could be critical in 

the tear film lipid layer system – as the system is indeed exposed to a wide 

range of surface pressures during the blinking of the eye, as the whole layer 

is pushed towards the eyelids, and then let to expand spontaneously back to 

the eye surface after the blink.  

I would like to conclude that both TG and CE seem to be essential as TFLL 

components. TG provides the system with an ability to tolerate the various 

surface pressures the system will be exposed to, and CE on the other hand 

provides the layer with rigidity and an ordering effect when the system is 

not under compression or expansion – i.e. between the blinks. These two 

molecules in the TFLL thus both have their functions in the lipid layer, but 

the functions they serve are very different from each other.  

 

 

 
 

 

 
 

 



  

135 

 

8. Conclusions and Outlook  

The motivation of this study was to understand i) how the physical 

properties of tear film lipid layers depend on their lipid composition, and ii) 

whether one could better understand the cause or implications of certain 

eye diseases based on the lipid compositions in given individuals tear fluid 

lipid layers. To this end, we have here discussed how coarse-grained 

molecular dynamics simulations can be used to shed light on some of these 

issues.  

Overall, the present studies show that the collapse behavior of tear film 

lipid layers varies depending on which lipid molecules (in addition to 

phospholipids) are present in the layer.  

Based on simulations, pure PL systems experienced a steep increase in 

lateral pressure in definite areas per lipid, and after that the layer formed 

steep undulations to the water phase [41, 207-208]. These undulations have 

previously seen to leak lipids to the water phase leading to the collapse of 

the lipid layer [52].  

When adding cholesteryl esters, the DPPC collapse behavior is generally 

the same as for pure DPPC, although the lipid layer is slightly more 

ordered. For both pure DPPC and CO-containing DPPC monolayers, large 

protrusions are formed in response to high lateral pressures [41, 207-208]. 

In TG:PL systems, no such sudden increase in lateral pressure was seen, 

and the system underwent a process to a  more smooth collapse [30, 41, 

207-208].  

Finally, the effect of triglycerides thus have two different stabilizing 

effects: i) to prevent the steep increase in lateral pressure during 

compression, and ii) to prevent the formation of steep, unstable 

undulations into the water phase by promoting the formation of triglyceride 

clusters which bend the lipid layer to form more smooth, lipoparticle-like, 

undulations instead.  

Based on the simulation studies conducted in the Thesis, one can 

conclude that both TG and CE seem to be essential as TFLL components. 

TG provides the system with an ability to tolerate the various surface 
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pressures the system will be exposed to, and CE on the other hand provides 

the layer with rigidity and an ordering effect.  

Altogether, one can conclude that the lipid composition makes a 

difference, but there is yet a long way to go to understand how the changes 

in tear film layers’ lipid compositions could be used as, e.g., biomarkers for 

the emergence of eye diseases such as the dry eye syndrome.  

Having concluded the main results, let me close this discussion with a 

brief self-criticism of the work that has been presented in this Thesis. In 

essence the main question I want to address is how much we can trust the 

simulation results we have found. Also the value of the results of the Thesis 

in serving as a foundation for further simulations and experiments is 

discussed. 

 

 

8.1 MARTINI Parameters Are Not Well Suited for Air Phase 
Simulations 

 
MARTINI parameters are not well suited for air phase simulations. The 

MARTINI parameters used to describe our systems have been determined 

to match thermodynamic partitioning behavior and phase separation 

events in fluid-phase biological or soft matter systems – especially in water 

solutions [188]. In these cases the MARTINI model works very well. 

However, it is less clear that the MARTINI parameterization would be 

appropriate for models studied at air-water interfaces. Given this view, we 

can consider our data in a critical manner. The phase separation of TGs and 

CEs in response to low surface areas is most probably a real effect. 

Meanwhile, the results for phases, which form at high surface areas are 

more questionable. Near the gas phase the lipid tails should interact 

preferably with water molecules, but the MARTINI parameters were not 

designed to do that, so the lipid tail-water interaction is strongly repulsive 

in all circumstances [188]. An interesting test would be to mask the water 

repulsion by adding to the air phase dummy particles, which would show 

equal repulsion to all particles in the system (mimicking the effect of air) – 

this should allow the lipid tails settle closer to the water interface in the 

near-gas-phase structures. This would most probably allow the simulations 

to overlap more with the experimental Langmuir trough measurements, 

and would also confirm if that really is the case that the blepharitis patient 

samples really cannot form a continuous lipid layer on top of the water 

phase.  
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8.2 MARTINI Water Molecules Are Not “Water” in the 
Traditional Sense 

 
MARTINI water molecules are not “water” in the traditional sense. Also, as 

there has been differing hypotheses, and also contradicting evidence, 

whether the TFLL prevents water evaporation from tear film or not [30, 31], 

it would be worthwhile to investigate the system also with atomistic models. 

MARTINI water has not been designed to “evaporate”, but rather to provide 

a liquid water phase with a constant density [188]. Also, penetration of 

MARTINI water beads through the lipid layer is highly penalized as each of 

the beads corresponds to “four water molecules” and insertion of that kind 

of water amount to a lipid layer is much harder than penetration of a single 

water molecule to the membrane in atomistic simulations. Also, in 

atomistic simulations one could use polarizable atoms, which can shift the 

partial charges inside the molecule, making the waters look “less polar” 

while penetrating the layer – which is exactly what happens when small 

molecules penetrate lipid layers. Altogether these points imply that 

consideration of the penetration of water to TFLL layers is a quite delicate 

matter, and it is not obvious that such results found by MARTINI would be 

completely in order.  

 

 

8.3 It Is Hard to Know, Based on These Simulations Alone, 
if TFLL is a Monolayer 

 
It is hard to know, based on these simulations alone, if TFLL is a 

monolayer. Last but not least, there is no consensus that what kind of layer 

the TFLL actually is – is it a monolayer, multilayer, or if the lipids are in 

some other phase than the lamellar one [8, 18-26]. There simply is not 

enough data about the layer yet, and it is hard to know what kind of lipid 

layer there actually is. So, the starting configuration of the simulations, 

which was a monolayer-like structure for all systems, may have tweaked the 

results to show that there indeed “is” a monolayer-like structure, and not 

some other kind of structure in the interface. The time scales, and more 

importantly the length scales, were not big enough to allow large-scale 

phase transition to take place in the systems. Also, there may be proteins 

incorporated in the lipid layer [15-17].  
However, if the TFLL really, or even only partially, does resemble a simple 

monolayer-like structure, the results of the simulations are in my opinion a 
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reliable measure of its behavior, when the surface area and the lipid 

composition of the system are varied. This view is backed up by the fact that 

the simulation results have been largely consistent with experiments, as the 

two have been determined in a concerted manner during this thesis project.  
 

 

8.4 Propositions for Future Work 
 

Finally, let us briefly discuss how the present work could be extended to 

consider a number of new ideas. 

 

i) Fine-graining some or all of the systems simulated here through 
coarse-grained models. The fine-graining to an atomistic 

representation would allow one to explore if there are differences 

in water penetration through the layers. The advantage of this 

would be that the coarse-grained strucures are already 

equilibrated and simulated for 1 μs. If significant differences 

between the lipid compositions would be seen, this would suggest 

a role of the tear film lipid layer in preventing water evaporation – 

if not, it would suggest that the role of the tear film lipid layer is 

more of a mechanical  barrier and a lubricant between the eyelid 

and eye surface during blinking. 

 

ii) Simulating some systems, especially the ones containing a lot of 
nonpolar lipids, with “dummy particles” in MARTINI. If this 

method would prove to be efficient in preventing artifacts in low 

surface pressure simulations of monolayer systems, it would 

enable large scale use of the molecular dynamics software 

packages also for monolayer simulations. It would also make 

comparing experimental and simulation results of monolayer 

studies much more straightforward than it is nowadays.  

 

iii) Constructing experimental systems to investigate if the lipid 

clustering and neutral lipid phase separation in high surface 

pressures really takes place also in reality for systems having the 

same lipid composition as the simulated ones. The GIXS 

measurements done for the systems so far could be complemented 

with additional sets of measurements in higher surface pressures, 

if possible. Also, the lipid tail ordering and orientation of the 

ordered domains could be investigated in Langmuir trough 
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experiments complemented with Laurdan fluorescence probes, 

with which one can resolve the order parameter within the layer, 

as well as the packing orientation of the lipid tails. This depends 

on, of course, if it indeed would be possible to investigate systems 

very close to, or even corresponding to, the very collapse surface 

pressure of the layers.  

 

iv) Building a tool to analyze simulation data in cases, where the lipid 
layer is not entirely a planar configuration but is comprised of 
locally curved regions. Implementing all commonly used 

molecular dynamics simulation tools to use this platform – and 

enabling layer density, RDF distribution, lipid tail ordering, and 

lipid diffusion analysis within this true (locally curved) lipid layer 

plane. 

 

v) Simulating the tear film systems with tear fluid proteins. The effect 

of the proteins to the surface properties of the lipid layers is most 

probably one of the keys into understanding the function and 

dynamics of the tear film lipid layer. Once the force fields 

associated with coarse-grained models of proteins have been 

developed to allow reliable conformation changes (to avoid 

freezing the protein to a solid object), they would be suitable in 

simulations of this kind, which most probably need the proteins to 

show flexibility, as they participate in the formation of a 

continuous lipid layer structure. Another option would be to 

simulate this with atomistic models – but that would be very 

resource demanding, and thus would need to be done in a “grand 

challenge” project, and still it would probably provide only a 

partial picture of the interactions between the lipid and protein 

components of the system.  It may thus be better to continue with 

this part of the project only in a couple of years – the development 

of the hardware and software is so rapid that within a year or two, 

these kinds of simulations may very well be feasible.  
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Appendix A 

Deriving Law of Coulomb from Maxwell’s Equations and 
Force of Lorenz  

 
To be able to represent the interaction between charged particles, we need 

to derive the law of Coulomb from the Maxwell’s equations and the force of 

Lorenz, which are the basic fundamental principles of electrostatics – they 

are like the “Newtonian equations of electrostatics”. These laws explain how 

charges and electricity-related phenomena work in our world. As the laws 

of Newton, also these laws are amazingly simple. 

When constructing the concept of “atomic charge”, we can approximate 

the atom as a sphere, having a point charge at the center of the sphere. Now 

the charge of the atom can be described by a uniform charge distribution on 

the surface of the sphere.  

According to Maxwell’s equations for linearly behaving materials, the 

point charge induces a charge density ρ to it surroundings, and this charge 

density creates an electric field E around the particle. The flux density of 

the electric field describes the strength of the electric force: 

 

 

 (1A) 
 

 

The flux density is dependent on the electric permittivity ε of the media 

surrounding the point charge. For electrically inert materials like air ε is 

close to the permittivity of vacuum ε0. Here below we assume this to hold 

true.  

electric flux density E
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This can be stated in an integral form, describing the electric flux through 

a surface S around the point charge: 

 

           (2A) 

 

Here the infitesimal area unit dA feels the effect of the electric field E, and 

this “electric flux over infitesimal area” is integrated over the whole surface 

area S.  Here Q is the charge of the point charge, and S is the surface area of 

a selected sphere around the point charge. We now define that the surface is 

spherical, and that the point charge is located in the center of this sphere – 

we essentially create a spherically symmetric charge distribution over which 

we are integrating. And, as we were integrating over such a spherical 

surface, having the point charge in the center, we can write the surface 

integral as a volume integral in spherical coordinates and realize that this 

integral is actually constant over any sphere having the point charge Q in 

the origin. Now the total flux through each of these spherical surfaces S 

stays the same, even though the charge density diminishes when moving 

away from the point charge. 

We can see that the integrand can be written also as a constant volume 

integral : 

 

                (3A) 

 

where R is the radial distance from the point charge, and r,θ,Φ are the 

spherical coordinate axes (point charge in the origo of the coordinate 

system).  

From this integral one can solve E: 

 

 (4A) 
 

Here we have made E to be a vector again by giving it direction r along the 

spherical coordinate from the point charge (radius r of any Q-centered 

sphere). Now we can use the law of Lorenz force to find that 

 

 (5A)  
 

Where q is the charge, and v the velocity of the particle. We note that the 

magnetic field B is absent in our system as the charge of the systems stays 

qF E v B

2
0 4 | |
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r
rE
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constant and the point charge moves slowly enough not to induce any 

magnetic fields. This results to the absence of magnetic field B, and 

equation 5A takes the form F = Eq , and we reach 

 

 (6A)  
 

which tells us the magnitude of a force between charged particles, having 

charges of q1 and q2, when separated by distance r = | r |. Here we assumed 

low charge density (permittivity close to ε0), no fast movement of charged 

particles, and also that all charges are constant. 
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2

0 4 | |
q q

r
rF
r



Appendix A 

160 

 

 



  

161 

 

Appendix B 

 

Derivation of the Most Probable Distribution  
 

In molecular dynamics one is to set the initial kinetic energy distribution of 

atoms and molecules in the MD system to resemble as probable state of the 

system as possible. To find out the most probable microstate, which can be 

used as a starting configuration for the kinetic energies, let us consider a 

system having a constant total energy, and constant number of molecules. 

This is the so-called microcanonical ensemble, or the NVE ensemble. Now, 

the energies of single molecules need to sum up to the total energy of the 

system at all times. Now focusing on distinguishable particles, the 

molecules spread to the possible energy states i like this: 

 

 (1B)  
 

where Ni is the number of molecules having the energy state i, E is the total 

energy of the system, and Ei is the discrete energy of the ith energy state. 

Our aim here is to find an expression for Ni at equilibrium.  

There are many ways the molecules can be distributed among the energy 

states Ei, and still reproduce the same total energy E. We wish to investigate 

only that energy distribution which is the most probable one – the 

microstate, which can be “formed from the substrates the most ways”.   

We can start searching for this most probable microstate by defining a 

formula for the weight (W) of the configuration: 

 

 (2B)  
 

 

1 2 i

N!W
N ! N ! ... N !

i i
i

N E E
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Here N is the number of ways to assign the particles over the energy levels. 

For simplicity, we assume degeneracy of one for all energy levels (meaning 

that all particles reside on different, i.e. distinguishable energy levels).  

The higher the W, i.e. the more ways there are to form a given 

configuration, the more probable the state is. The most probable 

configuration can thus be found by searching for the maximum of W. We 

can now write 

 

1 2

ln( ) ln ln ln i
ii

N!W N! N !
N ! N ! ... N !

      (3B) 

 

 

Next, before moving on, we can realize that in our NVE ensemble there are 

conditions  

 

(4B) 

 

for fixed N, and  

 

(5B) 
 

for fixed E. Now based on these we can introduce the constraints  

 

(6B) 
and  

 

(7B) 
 

with some parameters α and β.  

Now, as our total energy and the number of molecules are constant, and 

each molecule is always on one of the allowed energy levels, we reach (using 

the Stirling’s approximation for the factorial): 

 

 

d ln ln( ) d

ln( )  d 0

i i
i

i i i
i

W N N

N E N
    (8B) 
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This implies that now we get  

 

ln( ) 0    ln( )i i i iN E N E    (9B) 
 

and then  

 
iE

iN e             (10B) 
 

Consequently 

 

 
i iE E

i
i i i

N N e e e e       (11B)  

 

Now, we define the partition function Q:  

 

 (12B)  
 

 

which allows us to eliminate α from the equation by noting that
Ne
Q   , 

which allows us to express the occupation level for each energy level: 

 

iE
i

NN  e
Q          (13B) 

 
That is, the distribution of particle number in state i follows the Boltzmann 

distribution. The identification of β as the Boltzmann factor is shown in 

Appendix D.  

If we normalize this (to get weights wi for states ni, and assign them such 

that the sum of all states will be 1), we get  

 

 (14B) 
 

 

We reach: 

 (15B) 
 
Now the expectation value of the energy, the thermodynamic internal 

energy (U) is constant: 

 

1
iE

iw e
Q

i
i

Nw
N

iE

i
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 (16B)  
 

where the weights wi sum up to one (normalized weights), and each 

molecule of the system is always in one of the states i. 
The weights wi can be readily used to determine the distribution of kinetic 

energies of atoms and molecules of our MD system. In Appendix D it is 

shown, how this distribuition is used to create the preferred simulation 

temperature for the system.  

 

 

i i
i

U w E
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Appendix C 

 

Definition of Entropy  
 

Entropy is a thermodynamic entity, which provides a measure for the 

accessible different microstates of the system. 

Let us first define entropy, S, for the microcanonical ensemble: 

 

    log (BS k U)     (1C) 

 

where Ω(U) is the number of different microstates on a tiny range of 

energies dU, and kB is Boltzmann’s constant. Ω(U) thus tells us how many 

different microstates we can create in the tiny energy range. That is, in how 

many different ways we can construct the system with that total energy E 

from the individual molecular energies Ei. That depends on how many 

different values (or small energy ranges) j are available (the total molecular 

energy range available in that state) and also how many molecules there are 

in each energy state. The number of different combinations available in the 

current state of the system is then Ω(U). 
If we wish to formulate an equation for the change of entropy (when the 

system moves from state a to state b), we get: 

 

d d log ( )BS k U                   (2C) 

  d d log ( )
b

B
a

S k U             (3C) 

log( ) log( ) log b
B b a B

a

S k k    (4C) 

 
We see that the change in entropy is a logarithm of the relative change in 

the number of different microstates. So, as entropy is higher, more states 
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are available for molecules. An increase in entropy means an increase in 

energy state configurations, i.e. microstates, available for the system. The 

ratio of the new and old available microstates gives rise to the change in 

entropy.  

We can compare this result to the fundamental equation of 

thermodynamics, which relates the change in system’s internal energy U 

when only heat q is added to the system, at constant temperature: 

 

 (5C) 
 

We see that the change in entropy is linear with respect to the amount of 

heat added. If we think about the microstates, then we can see that the 

number of available microstates increases exponentially. Even a slight 

increase in heat increases the number of available microstates quite 

tremendously.  

So, to get entropy change linearly in respect to the added heat, we need to 

take a logarithm from the relative change of the number of different 

microstates, and define entropy with that. 

 

d d dU q T S
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Appendix D 

 

Boltzmann’s Constant and Distribution 
 

In Appendix B we described the most probable distribution, and in 

Appendix C we defined the thermodynamic quantity entropy. Here we 

combine those two to reach the Boltzmann’s constant and distribution, 

which link the molecular configuration space to the simulation 

temperature, providing means to estimate and set up starting 

configurations for simulation systems.  

 

D-1  Boltzmann's Constant 

 
In Appendix B we reached the relative occupancy, the normalized weights 

wi , for each energy level Ei in the system : 

 

 (15B) 
 
 

where Q is the partition function. (We assumed degeneragy level of 1 for all 

states, i.e. distinguishable particles).  

We saw that the expectation value of the energy, the thermodynamic 

internal energy (U) is constant: 

 

 (16B)  
 

where the weights wi sum up to one (normalized weights), and each 

molecule of the system is always in one of the states i. 
To be able to determine the factor β, we need to formulate the 

fundamental equation of thermodynamics also in the context of the energy 

configuration space. 

i i
i

U w E

1
iE

iw e
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Based on formula 16B, we already know that we can formulate the change 

in internal energy, when only heat is added to the NVE system: 

 

 (1D) 
 

In practice we have now shifted to the NVT ensemble, the so-called 

canonical ensemble, where instead of total energy we hold temperature 

constant by adding and subtracting heat q from the system to maintain 

constant temperature. 

Now we can rewrite this with the use of formula 15B, to yield (for a 

detailed derivation see Berendsen et al. [102]): 

 

 (2D)  
 

 

If we now compare the resulting formula: 

 

 (3D) 
 

 

to the fundamental equation in thermodynamics: 

 

 (4D) 
which links the change in internal energy to temperature T and entropy S, 

we can see that   

 

 (5D) 
 

and   

 

 (6D) 
 
 

And, scaling this to fit other SI system units, we reach a conclusion that the 

factor β, needed to couple the energy distribution to the temperature T of 

the system, is (kBT)-1, where the constant kB (Boltzmann’s constant) is 

needed to express the constant β as a molar, not molecular, quantity. 

d lni i
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d d dU q T S
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D-2   Boltzmann's Distribution – Providing the Kinetic Energy Values 
for MD Simulation 

 
Now we have reached a formula suitable to set kinetic energy values (the 

velocities) for the molecules of our MD system’s starting configuration: 

 

 

 (7D) 
 

 

where β = 1/kBT. 

We can modify this formula so that we can calculate the most probable 

distribution for the molecular kinetic energies. 

This distribution is known as the Boltzmann distribution: 

 

1
iEi

i i i
i

Nw g E e
N Q     (8D) 

 

and it gives the fractions of molecules N in energy states Ei. Here we have 

also taken into account the degeneracy g of each state i , generalizing the 

formula for all configurational states – also the energetically 

indistinguishable ones. 

By setting the velocities of the molecules of the system so that the kinetic 

energy distribution follows the Bolzmann’s distribution, one can reach a 

reasonably good approximation for the starting configuration of the MD 

system. In practice one just starts the NVT simulation with this setup, 

monitors the kinetic energy values, and if needed, corrects or scales the 

velocities of the molecules to reach a constant temperature and an 

equilibrated system during the simulation run. After equilibration the 

system can then be ran longer, and the gathered data can be used to 

investigate the biological properties of the system. 
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Appendix E 

Details of Experimental Studies 
 

Compression Isotherm Experiments 

 

Concerning Section 6.1 about experiments for compression isotherms, let 

us briefly discuss the experimental setups. The compression isotherms were 

measured for the PL and TFLL systems by Langmuir trough (see Figure 

20). The experiment is constructed so that the lipid mixture is pipetted on 

the surface of water, so that in the beginning a homogenous lipid monolayer 

is formed at the very air-water interface. This layer is first in zero surface 

pressure, describing “gas phase” lipid molecules dispersed randomly on the 

surface of the interface, diffusing fast on the surface. The formed monolayer 

is then compressed slowly by the trough, and after a short while a 

continuous lipid layer will form, after which possibly one or several lipid 

layer’s phase transitions can be seen if there should be any concerted 

conformational changes in the organization or tail orientations of the lipids 

as the lipid layer adapts to the slowly compressing surface area. Finally the 

layer will turn to a solid phase, and right after that break, as the lateral 

pressure becomes too high for the lipid layer to adapt.  

During the whole process the surface pressure and the area of the lipid 

layer are measured, and the results are represented as an area/pressure 

curve, where the surface pressure of the system is represented as a function 

of the surface area available (on average) for each lipid of the system 

(area/lipid). 

Here the layers were not compressed to very high surface pressures to 

avoid the layer collapse. The layers were compressed to 40 mN/m surface 

pressure, and right after that expanded to the original area of the layer (in 

the gas phase).   

Additional details are given in refs. [30, 207].  
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