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1. Introduction

A common assumption for the unusual slipperiness of ice includes the

phenomena of surface premelting - the surface of ice already liquefies be-

low its melting temperature [1–4]. Significant effort has been made to

understand the properties of this liquid layer [5], particularly its thick-

ness and atomic structure [6–9]. However, due to the complexity of un-

derstanding the nature of the surface at the atomic scale, very little work

has been done to study friction or slipperiness, of ice at that scale. This

contrasts strongly with the development of the field of atomic friction in

general [10], with Atomic Force Microscopy (AFM) offering the possibility

of characterizing the contact between a few atoms in the tip and the ice

surface.

Despite the importance of ice-ice friction and its relevance to under-

standing the surface properties of ice, studies of ice friction have been

mainly limited to heterogeneous materials [11–17]. The friction of ice on

ice has received little attention - the few existing experimental studies

show generally low coefficients of friction (from 0.05 up to 1.6) at tem-

peratures close to the melting point, with a clear dependence on the slid-

ing velocity and temperature [18–24]. However, low temperature studies

at high pressure showed minimal dependence on temperature and veloc-

ity [25].

Due to the lack of theoretical studies of ice friction, and ice-ice friction

in particular, the aim of this work is to systematically build a model of an

ice-ice interface between two hexagonal ice (Ih) surfaces and use extensive

molecular dynamics simulations to simulate in detail the mechanics of ice

during friction. In order to directly compare with previous experimental

studies, we calculate the frictional properties as a function of tempera-

ture, sliding velocity and load.
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2. Friction

Pursuing the study of friction is not a recent scientific activity. On the con-

trary, due to the engineering aspects, investigation of friction, lubrication,

adhesion and wear has a long history. By 200,000 B. C., Neanderthals

were using friction to generate fire by rubbing wood on wood. Examples

of the simple drill, in which a stick revolves between the palms, can be

found in several of the earliest civilizations.

In early days (1880 B.C.), Egyptians were trying to solve problems aris-

ing while transporting very heavy things, such as large stone blocks and

carved figures used in the construction of pyramids and palaces, by using

lubricants [26].

Figure 2.1. Transporting an Egyptian colossus. Painting from the tomb of Tehuti-Hetep,
El-Bershed (1880 B.C.). Adapted from ref. [26]

The Egyptian method of moving a large stone statue is illustrated in

Fig. 2.1, where the colossus is placed on a sledge. Instead of using rollers

or levers, an old Egyptian is standing at the front of the pedestal pouring

lubricant from a jar on to the ground immediately in front of a sledge.

In summary, techniques developed by early civilizations (Mesopotamia

and Egypt, 3500 B. C.) that are of great tribological significance are listed

below:
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Friction

1. Drills developed for making fire and drilling holes.

2. The potter’s wheel employing simple pivot bearings made from wood

or stone was produced to facilitate the throwing of clay at relatively high

rotational speed.

3. The wheeled vehicle.

4. Lubricants used in a number of applications involving rotation and

translation.

5. Transportation of heavy stone statues and building blocks on sledges.

The field of tribology (another word for friction, wear; Originally comes

from Greek and its direct translation would be “the science of rubbing”.)

has been developed since those days, considering how much we encounter

tribological phenomena in our daily lives and technology [26–31].

The first qualitative studies of friction date back to Leonardo da Vinci

(1452-1519). His contribution to the subject of friction, the development

of bearing materials, studies of wear and ingenious schemes for rolling-

element bearing, has a great scientific importance. A selection of Leonardo’s

notes demonstrate his recognition of the difference between rolling and

sliding friction and the beneficial effect of lubricants.

Figure 2.2. Leonardo da Vinci’s studies of friction. (a) the force of friction between hori-
zontal and inclined planes; (b) the influence of the apparent contact area upon
the force of friction; (c) the force of friction on a horizontal place by means of
a pulley; (d) the friction torque on a roller and half bearing. Adapted from
ref. [26]

8



Friction

After studying sliding friction and its dependence on the area of contact

and applied load he proposed two laws of friction, which later on were

proved by the French physicist Guillaume Amonton (1663-1705) [27].

The laws of friction postulated by Leonardo da Vinci state that the force

of friction is directly proportional to the applied load and the force is in-

dependent of the apparent area of contact for a given load. Leonardo’s

statements are the first recorded scientific studies of friction and the first

statement in scientific history of laws governing the phenomena of fric-

tion.

Later on, Charles Augustin Coulomb (1736-1806) formulated the fric-

tional force as an equation:

F = μFN (2.1)

where F and FN are the frictional and normal forces, respectively, and

μ is known to be the coefficient of friction which, based on observations, is

often nearly velocity independent, in cases where the thermal activation

can be neglected [28]. There is another law for the friction coefficient

which states that μ is also independent of the apparent area of contact.

This means that for the same load, the friction experienced upon sliding

will be the same for a small block as for a large one.

Various experimental methods have been developed over the years to

measure frictional force between sliding surfaces [27, 28, 32–40]. Almost

all sliding devices include a finite mass M, and some elastic spring at-

tached to it.

Figure 2.3. A block sliding on a flat substrate. A spring is attached to the block and the
”free” end of the spring moves with the velocity vs.

The free end of the spring is moving either with a constant velocity or

with a velocity that varies over time. In case of a steady (constant velocity)

sliding, the spring force increases linearly with time up to some thresh-

old FS value that needs to be overcome in order to initiate lateral motion
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(this threshold force is known as the static frictional force FS , while a min-

imum force that must be applied to keep the object moving is the kinetic

frictional force FK) [29, 41, 42]. In such a case, the spring force is equiv-

alent to the frictional force. The motion of the block is either steady or

shows stick-slip behavior depending on the surface structural properties

of the materials, sliding velocity and elastic properties of the spring. The

steady motion of the block is achieved when either the sliding velocity is

high or the spring attached is stiff enough, while a periodic/chaotic stick-

slip occurs when the spring force oscillates and it is not directly associated

with the frictional force. Generally, even if the center of mass of the body

is moving steadily, local stick-slip can occur at the interface between some

group of molecules. Therefore, macrotribology has to be separated from

micro or nanotribology. Cases where we have large mass transport which

is associated with occurrence of wear and influence from the bulk ma-

terial are addressed in macrotribology. However, nanotribology strongly

depends on the material’s surface and operates under very light loads.

Generally, the friction force can be calculated by integrating the shear

stress over the area of real contact ΔA [28]. However, due to the sur-

face roughness, which is present usually on many different length scales,

calculation of ΔA is not straightforward.

When two surfaces of a material come into contact, a single contact area

(junction) is formed. If the pressure, perpendicular to the contact area,

starts to increase, more junctions are formed and the net area of these

junctions is referred to as the area of real contact. Assuming that plastic

deformation occurs at each junction after bringing the surfaces together

and they are in a state of plastic flow, taking into account the penetration

hardness of the material, one can easily calculate the real area of contact,

which is given by:

ΔA = L/σc (2.2)

where L is the applied load and σc is the penetration hardness, or in

other words the largest compressive stress that the material can with-

stand without plastic deformation. However, if the pressure on junctions

is lower than the penetration hardness, the above formulation becomes

inaccurate. This is usually the case for very smooth surfaces.

Nevertheless, further calculations revealed that the area of real con-

tact is proportional to the load due to the continuous formation of new

junctions with increasing load and the average size of micro junctions is

10
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independent of the load [28].

While sliding on dry surfaces, the junctions are immediately formed be-

tween surface asperities and the frictional force is the force necessary to

shear these junctions [27,28,43]. In case of lubricated surfaces, the effect

from shearing the direct contact areas is small and the main contribution

to the frictional force comes from shearing the lubricant film itself. The

case when two sliding surfaces are separated by a thick lubricating film is

known as hydrodynamic lubrication and the friction force greatly depends

on the viscosity of the lubricant [28,43,44].

Generally, if the viscosity of the film and/or sliding velocity is not high

enough, due to the applied pressure, the lubricating film can be squeezed

out from the contact area, changing the hydrodynamic to a boundary fric-

tion regime. In the case of boundary lubrication, the frictional force is

usually higher than that in the case of hydrodynamic lubrication, and the

force is nearly velocity independent.

In the early days, it was assumed that when two surfaces slide with

respect to each other, the friction between them increases because of the

surface roughness (a traditional explanation of solid friction, mainly used

in engineering sciences), meaning that asperities of opposing surfaces in-

terlock during sliding. Later on the mechanism of adhesion (intermolecu-

lar forces between contacting surfaces) was proposed as the main source

of sliding friction. In 1940, a model describing the connection between ad-

hesive and friction forces was developed by Bowden and Tabor. According

to the model, when two surfaces are brought into contact, contacting as-

perities experience elastic and plastic deformation. At these small contact

areas, atoms come very close to each other, generating attractive and re-

pulsive interatomic forces. If the shear stress developed over the contact

regions while applying a tangential sliding force is low, then the inter-

atomic forces keep atoms from sliding over each other. However, if the

shear stress reaches some critical value, so-called shear strength s, the

force between atoms can be overcome and therefore sliding occurs. Then

this adhesive force over the total real contact area is given by:

Fadh = Ars (2.3)

In case of elastic deformation, the real area of contact which is propor-

tional to applied load can be expressed as:

Ar � 3
(
R

σ

)1/2 L

Ec
(2.4)
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where R is the average radius of curvature of contacting asperities, σ

the standard deviation of their heights, L the normal load applied and Ec
the elastic modulus.

Now in case of plastic deformation:

Ar � L

H
(2.5)

and,

μadh =
s

H
(2.6)

where H is the material hardness.

As can be deduced from above formulation, in both cases the real area

of contact depends linearly on the applied load.

Historically, the notion that friction is strongly related to adhesion - a

bonding mechanism between atoms that makes it difficult to slide sur-

faces over each other - goes back to studies of Desaguliers in 1734. When

considering how friction originates at the atomic level, it is appropriate to

discuss several models that have been developed over the years in order

to explain the mechanism of friction at small scales [28,44–48].

2.1 Frenkel-Kontorova model

The simple model for studying friction at the atomic scale was proposed

by Frenkel and Kontorova in 1939, known as the Frenkel-Kontorova or

simply the FK model [49–51]. In this model the surface is presented as a

one dimensional chain of atoms, interacting through harmonic potential

with each other, in the presence of an external periodic potential (corre-

sponding substrate potential).

Figure 2.4. Schematic presentation of the Frenkel-Kontorova model: A chain of atoms
placed in a periodic potential.

The spring potential between the atoms in the chain represents the in-

teratomic interactions of the sliding material. If the number of atoms and
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the number of potential minima are equal, then the equilibrium configu-

ration is reached when each atom lies in the bottom of each minima. In

order to slide the chain over the potential surface, one has to apply force

large enough to overcome the potential barrier. Once the force is sufficient

(force necessary to initiate sliding), atoms reach the potential barrier peak

and slide into the next minima. The maximum lateral force, which is nec-

essary to slide the chain, is reached when the density of atoms equals the

substrate potential minima. However, the frictionless sliding is expected

for incommensurate systems. The prediction of ultra-low friction is the

most exciting aspect of the FK model.

However, the model has some limitations, namely it assumes that the

chain atoms are moving only in one direction, also the chain potential con-

sists only of the interactions between the nearest neighbors. The model

also neglects the interactions of the interfacial layer (represented by the

chain) with the rest of the slider body.

2.2 Tomlinson model

An even earlier one-dimensional model for studying friction was proposed

by Tomlinson in 1929 [31,52]. The model consists of atoms that are sliding

over a periodic potential while they are individually connected to a slider

by harmonic springs.

Figure 2.5. Schematic presentation of the Tomlinson model.

In the frame of this model, each atom is dragged by a spring that is

moving with a constant velocity. Once the force is applied to the slider,

initially, the elastic energy builds up in the spring which is converted into

a kinetic energy (atom overcomes the potential barrier) and dissipated as

a heat (sliding into the next energy minimum).

“As the two bodies move relatively, there is a continuous change taking

13



Friction

place in the pairs of molecules bearing the load, and the theory assumes

that when two molecules come into contact, i.e., come into each other’s re-

pulsion field, and then separate, a loss of energy occurs which is manifest

as friction - Tomlinson”.

The interaction potential between each atom with the substrate has a

sinusoidal form for an ideally ordered crystalline surface with lattice con-

stant a. The total potential energy is composed of two terms: the inter-

action between the atom with the substrate potential and its interaction

with the slider:

V (x, t) = −U
2
cos

(
2π x

a

)
+
1

2
k (v t− x)2 (2.7)

where U is the amplitude, x the atom displacement, k the elastic con-

stant of the spring, v velocity of the slider and t time. The dynamics of the

atom in the Tomlinson model is governed by the following equation:

m
d2x

dt2
+mμ

dx

dt
= −∂V (x, t)

∂x
+ ξ (t) (2.8)

where m is the mass of the atom, μ the damping coefficient and ξ (t) the

thermal activation force.

While the Tomlinson model for friction has been widely used for many

systems, it fails in description of interactions between the slider surface

atoms.

In recent years, molecular dynamic (MD) simulations have been applied

to three dimensional systems to study friction at the atomic scale and its

dependence on the atomic structure of the sliding materials and inter-

atomic interactions.
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2.3 Friction at the small scale

A nanometer is roughly ten times the size of an individual atom, there-

fore nanotribology is the study of friction/wear at atomic length and time

scales. The main feature by which nanotribology differs from tribology is

the involvement of atomic forces in the determination of the final behav-

ior of the system. Significant efforts to determine the nanoscale origins of

the tribology phenomenon has been made in the 20th century, facilitated

by the development of new experimental and theoretical techniques for

characterizing materials at that scale [46,49].

The study of the microscopic origins of friction becomes difficult due to

the nature of the contact. Generally, contact between sliding materials oc-

curs at the apexes of small asperities which are sandwiched between two

solids, and therefore it is inaccessible without application of proper tech-

niques. The atomic and friction force microscopies (AFM/FFM), the sur-

face force apparatus (SFA) and the quartz-crystal microbalance (QCM),

have become principle tools for investigating nanoscale contacts and fric-

tional forces.
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Figure 2.6. General design of the AFM instrument, most widely used for nanoscale
single-asperity studies. A sharp tip with a radius between 10-100nm is
brought in close proximity to the sample surface. Forces between the tip
and the sample cause the cantilever deflection which leads to the laser beam
deflection reflected off the back of the cantilever and collected by a detector.

In addition, the dramatic increase in computer performance in recent

years has made molecular dynamics simulations applicable for directly

addressing the atomistic origins of friction. Access to the new, micro-

scopic level of investigation involves the study of the contacts themselves

in terms of chemical bonding and the process of excitation and energy
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dissipation [53]. The relative importance of electronic and phononic con-

tributions is a matter of particular interest [54].
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Figure 2.7. Schematics of the MD simulation of friction. The top and the bottom sub-
strate layers are separated by a lubricant, driving force is applied only to the
top rigid substrate while the bottom substrate is fixed. Adapted from ref. [49]

Studies of frictional processes show substantial differences in the be-

havior at the molecular level and that observed in macroscopic devices.

Macroscopically, contact mechanics is mostly based on continuum elastic-

ity theory (e.g. Hertzian Theory of Elastic Deformation that relates the

circular contact area of spheres to the elastic deformation properties of

the materials while neglecting any surface interactions such as near con-

tact van der Waals or contact adhesive interactions [55]) which is poorly

applicable at the microscopic level due to the discrete nature of matter

that cannot be overlooked [56].

It is well known that a macroscopic contact is rough, containing a large

number of smaller contacts (asperities) and the total area of these con-

tacting asperities is much smaller than the apparent area of contact. The

frictional force is proportional to this true contact area:

Ff = τ
∑

Aasp (2.9)

where τ is the interfacial shear stress, thus representing the frictional

force per interfacial atom. In order to isolate surface roughness from other

parameters that influence friction, many experiments focus on single as-

perity (typically from tens of nanometers to micrometers in size) studies.

These measurements have been very successful due to the possibility that

deformation of an asperity can be described in the framework of contin-

uum mechanics theories. As predicted by the Hertz theory, the contact

area is not linearly proportional to the load, but rather varies with L2/3,

which is in contrast to macroscopic observations. However, deviations

from single asperity theories have also been observed in experiments at

these small scales due to the large sensitivity of contact behavior to spe-
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cific experimental conditions such as surface chemistry or tip geometry.

Even though these issues can be eliminated in molecular dynamics sim-

ulations, results regarding friction laws are still contradictory. For in-

stance, based on the studies of Wenning and Müser [57] for commensu-

rate interfaces Ff ∼ L, while for incommensurate non-adhesive contacts
Ff ∼ L2/3, which disagrees with the later simulations by Gao [58], who

found that Ff ∼ L. According to Wenning and Müser, friction is not de-

fined by the contact area itself. Rather, the friction experienced by an in-

dividual atom at the interface is caused by the local normal stress which is

influenced by the atomic structure of the interface, thus giving a distinct

power law dependence for each atomic arrangement.

Later on, molecular dynamics simulations of SFM experiments of an

amorphous carbon tip sliding on a diamond surface under a normal load

and with a presence of adhesion at the interface demonstrated that single-

asperity theories break down at the nanoscale [59]. According to the re-

sults Aasp ∼ L0.7 and Ff ∼ L, resulting in Ff �= τAasp. According to

the authors, the breakdown of single-asperity theories of friction is due

to the fact that at these length scales the real contact area (the sum of

contact areas per atom (see Fig. 2.8) is different from Aasp and the friction

laws should be defined in terms of Areal. They demonstrate that a single

nanoscale contact still consists of smaller atomic size contacts and there-

fore its behavior can be described via macroscopic theories of roughness.

Atomic scale wear is another topic of interest as it changes the land-

scape of the interface and therefore affects friction [60]. Many tribology

experiments and simulations have reported a wearless friction regime at

the atomic scale. However, few studies have been dedicated to the atomic

origins of wear. Large enough adhesive forces at the sliding interface can

be responsible for rupture within the body of material instead of the in-

terface which leads to a change of the material surface. Such transfer has

been seen in MD simulations of Si/Si [61] interfaces and of Cu/Cu [62]

contacts. The transfer phenomena can have a dramatic effect on friction,

either reducing or increasing it. Atomic scale wear was also found in ex-

periments performed by Gnecco with a Si SFM tip, in UHV, scanning the

KBr (001) surface [63]. It was observed in the experiment that sliding,

accompanied with removal and rearrangement of ion pairs, caused con-

tinuous increase of the lateral force due to formation of regular terraces

with the same periodicity and orientation as the substrate. Generally, if

wear is due to material transfer, then the mechanisms and the amount
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Figure 2.8. Contact between an amorphous carbon tip and a diamond sample. (a) Far
view showing contact geometry. (b) Close view. (c) Contact area definition.
Contact area per atom is represented by gray hexagons. Real contact area
is the sum of the areas of the hexagons. The contact area of an asperity is
enclosed by the edge (solid line) of the contact zone. Adapted from ref. [59]

of transferred material will depend on the relative humidity, applied load

and the chemistry (bonding strength at the interface and in the bulk) of

the material itself. The possible mechanisms that commence wear have

been summarized as follows: formation and propagation of voids, fracture,
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and nucleation and motion of dislocations. The primary process initiating

wear was suggested to be the formation of voids under the indenter, which

grow together to cracks providing nucleation sites for dislocations [56].

The MD technique has been a primary tool for investigating the atomic

scale friction and wear process. When the size of a single contacting asper-

ity reaches nanometers, the process governing friction and wear cannot be

fully understood without atomistic simulations.

Atomistic simulations are quite useful for understanding not only single-

asperity contacts, but nanotribology in general. Through their ability to

follow the motion of each individual atom, simulations have determined

the atomic origins of many experimental results. However, molecular

modeling of any tribological system has its challenges [49]. The major

issue which deserves particular focus is the availability of accurate inter-

atomic potentials (force fields) to describe the interactions between all the

atomic sites in the system. The force acting on an atom is defined as a

negative gradient of the total energy of the system, which is a function of

all atomic coordinates. Unfortunately, an accurate description of the total

energy involves the quantum mechanics of electrons that raises complica-

tions for big (typically containing more than hundreds of atoms) systems.

Therefore, most of the tribological MD simulations are carried out with

empirical force fields which must be chosen carefully as each force field

is developed to fit a given set of experimental data. However, in real tri-

bological situations involving wear, atoms are essentially changing their

coordination, chemistry and sometimes charge which requires a potential

capable of describing chemical reactions and process of interface wear.

Another great challenge of investigating frictional behavior of a system

through MD simulations is description of energy dissipation during slid-

ing. The kinetic friction involves energy generation at the sliding inter-

face which must be transferred through the bulk, converted to the inter-

nal degrees of freedom and the heat produced has to be removed from

the system. In MD simulations, the excitations generated at the slid-

ing interface travel through the system and are reflected back by the cell

boundaries. In order to avoid overheating of the system the heat must

be removed. A solution to this problem is to modify the equations of mo-

tion inside the simulation cell. A standard approach in such situations is

the introduction of a thermostat (such as velocity rescaling, Nose-Hoover

or using Langevin equations of motion [64–66]). On the other hand, us-

ing such unrealistic damping dynamics may lead to unphysical motion of
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atoms in the system. Therefore, a dissipation scheme where the motion of

all the atoms near the sliding interface are described via Newtons equa-

tion and the boundary atoms are treated as Langevin atoms (experienc-

ing friction and random forces) has been widely applied. A realistic way

to minimize accumulation of the heat during non-equilibriumMD simula-

tions has been proposed by Benassi, through implementation of the non-

Markovian Langevin terms in the equations of motion of the dissipative

boundary layer [67].

Despite some complications that arise while studying tribological sys-

tems via MD simulations, it can explore some extreme frictional situa-

tions. For instance, MD simulations can be used for studying the flash

temperature regimes caused by local heating through a wear process where

surface melting takes place. Such regimes cannot be explored experimen-

tally by AFM, since the surface melted layer wets the tip before the con-

tact. Besides the ability of accessing high temperatures, the MD simu-

lations are useful for high speed nanofriction studies. While the AFM

experiments operate with lower speeds than 1 m/s, molecular dynamics

studies of gold clusters sliding over graphite surfaces demonstrated a new

ballistic nanofriction regime [68] at higher speeds than 10 m/s where the

temperature dependence on sliding friction is opposite from that found in

case of low speed drift sliding.

Generally, MD simulations are able to more directly correlate micro-

scopic interactions to sliding behavior, but they are still unable to cover

length and time scales of macroscopic experiments.

In the end, MD simulations as well as experimental techniques have

their challenges and each of the approach is related to a different aspect

of the problem. Ultimately, more simulations and experiments need to be

performed in order to bridge nanotribology to macroscopic behavior.
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Ice or snow covers a small, but significant part of the Earth’s surface,

both land and sea, and plays an important role in our atmosphere. Ice

is not a static medium, but a dynamical one showing strong variations

of its characteristics with time and place, as can also be experienced by

any human. A better understanding of the structures and properties of

ice (most of its properties have been interpreted in terms of its crystal

structure) is therefore a topic of current research in physics.

However, compared to liquid water, ice is fairly well understood. Through-

out the last century, properties of ice such as crystal structure, the forces

between its constituent molecules etc., have been experimentally ana-

lyzed by ellipsometry, X-ray scattering, proton channeling, nuclear mag-

netic resonance (NMR), scanning tunneling microscopy (STM) and atomic

force microscopy (AFM).

The ordinary ice known from every day life is in the so-called ice Ih

phase (there exist a number of other ice phases for lower temperatures

and higher pressures) and this work has been mainly dedicated to the

investigation of the surface properties of ice Ih as it has been a matter of

great importance in physics, chemistry and many technical applications.

3.1 Water

Water is necessary both for the evolution of life and its continuation. It

possesses particular properties that cannot be found in other materials

and that are required for life-giving processes. Besides the fact that wa-

ter covers two-thirds of the planet’s surface and controls its climate, its

extremely simple chemical formula shows numerous unusual (anomalous)

properties. It has been stated that life depends on these anomalous prop-

erties. The large heat capacity, high thermal conductivity and high wa-
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ter content in organisms contribute to thermal regulation and prevent

local temperature fluctuations. The large heat capacity of water allows

oceans and seas to act as heat reservoirs so that sea temperatures vary

only a third as much as land temperatures, therefore moderating climate.

Hence the study of the properties of water has been a fundamental scien-

tific challenge for many years [69–71].

The water molecule is the smallest molecule containing more than one

atom. The experiments of Cavendish and Lavoisier in the 1780’s, estab-

lished that a water molecule is composed of the elements hydrogen and

oxygen. Later on, it was found that 11 per cent of the weight of liquid

water is hydrogen and 89 per cent is oxygen.

Molecular dimensions such as, the bond angle and the bond lengths of

the molecule are known with remarkable accuracy. The arrangement of

the nuclei in a molecule forms a triangle with an H-O-H angle of 104.5◦

and 0.957 Åbond length.

Figure 3.1. Schematic representation of a water molecule.

These values are obtained for a vibrationless and rotationless water

molecule, in other words for the equilibrium state of the molecule when

even zero-point vibrational energy (a residual vibrational energy possessed

by a molecule) is excluded [69].

The molecule consists of 10 electrons, eight from the oxygen atom and

one from each of the hydrogen atoms. Of these ten electrons, two occupy

the 1s state and remaining eight fill 2s and 2p states. Each hydrogen atom

shares an electron pair with the p orbital of the oxygen atom. This results

in complete occupation of the first shell of the hydrogen atom and the

second shell of the oxygen atom. Therefore, atoms in the water molecule

are considered to be covalently bonded.

The fact that the oxygen atom is more electronegative than the hydrogen

results in the arising of electrostatic forces of attraction between hydro-

gen and oxygen atoms. Two of the four outer orbitals of oxygen atom are
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directed towards two hydrogens and other two orbitals are on the oppo-

site side from the hydrogen nuclei, these orbitals are called the lone-pair

orbitals. Therefore, the configuration of these four orbitals have a tetra-

hedral shape.

The bond that arises when a hydrogen atom interacts with oxygens in

another molecule is called a hydrogen bond. This is considerably weaker

than covalent bond and considerably strong relative to the natural ther-

mal energy. When two water molecules form a hydrogen bond O-H–O, the

hydrogen nuclei stay covalently bonded to one of the oxygen atoms and

the H–O distance is much larger than the length of the covalent bond. In

other words, a hydrogen bond in a water molecule is the attractive inter-

action between hydrogen and oxygen atoms. In a hydrogen bond, a hy-

drogen atom is called bond donor while a negative oxygen atom in called

a hydrogen bond acceptor. It is also possible that a hydrogen atom forms

two bonds rather than one, in this case the bond is called a bifurcated

hydrogen bond.

The consequences of the deviation of the hydrogen bond strength in wa-

ter from its natural value appears to be essential. The behavior of water

changes dramatically upon strengthening (water would behave similar to

a glass) or weakening (water would be a gas, existing as a liquid only

at sub-zero temperatures) of the hydrogen bond [72]. The bond strength

strongly varies with the hydrogen bond length and angle, which can be

affected by polarization shifts in different hydrogen-bonded environments

also with binding of a water molecule to ions. Further investigations re-

vealed that the hydrogen bond strength becomes almost linearly depen-

dent on the bond length (shorter length gives rise to stronger bonding)

if the H-O-H angle reaches 180 ◦. The hydrogen bond strength also de-

pends on temperature and pressure, as it has been reported by Doughety

in 1998 [72], due to the fact that the bond length increases with tempera-

ture increase and decreases with pressure increase.

An important feature of the hydrogen bond is that it possesses direction

and accommodation of these directions creates an expanded arrangement

of water molecules. Such a change in structure takes place at low temper-

atures and leads to a stronger binding of water molecules.

Water is not simply a liquid with hydrogen bonds between its molecules,

rather it is a substance with these bonds forming a three-dimensional net-

work. It has been often stated that the hydrogen binding is responsible for

some of the unusual properties of water. Its unusual high viscosity, high
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melting and boiling temperatures, negative slope of the melting curve,

density maximum of a liquid water slightly above the freezing point, gen-

erally the fact that many properties, such as volume, heat capacity, com-

pressibility, viscosity, diffusion coefficient, depend non-monotonically on

temperature and pressure and many others are considered to be anoma-

lous.

It must be mentioned that some of its anomalies are not unique for wa-

ter, for instance the negative slope of the melting curve, which is a con-

sequence of the fact that the volume of water increases during freezing,

also characterizes Si and Ge showing low-density structures in the solid

state [73]. However, the set of unusual properties of water is exceptionally

large for one substance.

3.2 Bulk ice

The tendency of the hydrogen bond to form an open tetrahedral network

at low temperatures is responsible for the configuration of solid water

[74–76]. Some scientists believe that there is a three dimensional net-

work in water perturbed by thermal motion [73]. Molecules fall into cavi-

ties, at high enough temperatures, of the network which results in higher

density of water compared to ice. Others reported that water is a mixture

of distorted ices Ih and III [73].

Statistical physics shows that the probability to meet any particular

configuration in the ensemble is proportional to the Boltzmann factor

e−
E
kT . The fact that energies E of all ice configurations are very close,

leads us to assume that water can contain any number of ice configura-

tions, but water structure does not exhibit long-range order [73].

The solid phase of water is a three dimensional network of water molecules

that form hydrogen bonds between each other. Molecules are packed with

fourfold coordination, which leads to a diamond structure of the ice crys-

tal. While in liquid water, each molecule is hydrogen bonded to approxi-

mately 3.4 other molecules.

Hexagonal ice (known as ice Ih) has a very open, tetrahedrally coordi-

nated lattice structure, with O−O distances of 2.76 Å and O−O−O angle

of 109 degrees. The open crystalline structure of ice causes its low density

(0.931 g/cm3) compared to a liquid water (1.00 g/cm3), explaining the fact

of ice floating on water. Amongst a number of well known crystallographic

structures of ice, the hexagonal configuration (ice Ih) is most prevalent in
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Figure 3.2. Crystalline structure of ice Ih.

nature. There exists a statistical model for the structure of ice based on

the following assumptions:

• Each oxygen atom has two hydrogen atoms attached to it, at distances

of about 0.95 Å, thereby forming a water molecule.

• Each water molecule is oriented so that its two hydrogen atoms are di-
rected approximately towards two of the four oxygen atoms which sur-

round it tetrahedrally.

• The orientations of adjacent water molecules are such that only one

hydrogen atom lies between each pair of oxygen atoms.

• Under ordinary conditions, ice Ih can exist in any one of a large num-

ber of configurations, each corresponding to a certain distribution of the

hydrogen atoms with respect to the oxygen atoms.

The above formulation is known as the Bernal-Flower rules [77]. Based

on these rules, in ice Ih, each oxygen atom is surrounded by four nearest

neighbors and involved in hexagonal rings. However, it is well known that
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bulk ice is orientationally disordered, meaning that there are a number

of proton configurations which meet hydrogen bonding rules. In 1935,

Pauling suggested that all possible arrangements that satisfy the ice rules

are equally probable and by estimating the number of configurations in

two different ways calculated a residual entropy [78].

If we consider a system of crystalline ice withN number of molecules per

mole andWN number of accessible configurations, the residual entropy is

given by:

S0 = k ln (WN ) (3.1)

where k is the Boltzmann factor. A molecule can be found in six different

orientations in a tetrahedral structure satisfying ice rule 2. However, the

chance that adjacent molecules allow location of both hydrogen atoms of

the original molecule according to the given orientation is 1/4, therefore

the total number of accessible configurations is:

W1 = (6/4)
N = (3/2)N (3.2)

Now only fulfilling the ice rule stating that one hydrogen atom lies be-

tween two oxygens, gives 22N (2N is the number of bonds) number of

possible arrangements. In addition, there are sixteen possible arrange-

ments of the four hydrogen atoms surrounding any given oxygen atom,

ten of which lead to generation of (H4O)
++ ; (H3O)

+ ; (OH)− or O−−,

leaving only 6/16 = 3/8 number of the possible hydrogen configurations.

Consequently the same result is obtained for the total number of configu-

rations:

W2 = 2
2N (3/8)N = (3/2)N (3.3)

and the calculated residual molar entropy equals:

SPauling = R · ln(3
2
) = 0.80574 . . . J K−1mol−1 (3.4)

where R is the universal constant. This result is in good agreement with

experimental value. It is believed that disordered arrangement of hydro-

gen atoms gives ice its high dielectric constant and additional stability to

the solid phase.

Studies of the electrical polarization of ice when an electric field is ap-

plied led N. Bjerrum (1952) to specify crystallographic defects, known as
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Bjerrum defects (L and D defects). Formation of the L or D orientational

defects involves violation of one of the ice rules.

Assuming that there are two or zero hydrogen atoms per bond gives us

a D or L defect. All this results in non-zero entropy of ice [79].

After Bjerrum, many scientists studied the defect formation and their

arrangement in the ice crystal. In 1999, R. Podeszwa and V. Buch sug-

gested that formation of L and D defects is confined by electrostatic re-

pulsive forces that arise between two positively charged hydrogen atoms

in D defect and two electronegative oxygen atoms in L defect [80]. They

carried out molecular dynamic simulations of large enough ice structures

and found out that initially introduced idealized Bjerrum defects migrate

with a lowmigration barrier. The figure below shows a molecular dynamic

study of a jump of defects in an ice lattice. The drift is not random but

rather presenting preferred migration paths.

Figure 3.3. A jump of D and L defect in ice crystal at 230 K. Adapted from ref. [80].

Based on their studies, the number of possible defect arrangements is

actually quite large. As we have mentioned before, solid water is polymor-

phic. Each crystalline modification obeys ice rules and involves molecules

forming hydrogen bonds with the surrounding four neighbors. Most of

the ice modifications, except hexagonal ice, exist under high pressure or

at very low temperatures. Polymorphism is not unique for ice, there are
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several different crystalline modifications of Si and Ge known, but un-

like ice, the transition from one to another crystalline phase involves the

change of intermolecular forces and causes transitions from semiconduc-

tors to metals [73]. The transformation of ice from one phase to another

causes changes in crystal structure, density, symmetry and dielectric con-

stant. Most of the high pressure modifications are metastable at ambient

pressure and low temperatures.

When ice Ih is subjected to a pressure around 2.20 kbar at tempera-

tures between -30 and -50 ◦C ice III is formed, which is denser than ice Ih

because of reduced volume and occupies the smallest (p, T ) region on the

ice phase diagram. At temperatures below −70◦C ice Ih transforms into

ice II.

Discoveries of ice II and ice III were made by Tammann in 1900. In-

vestigations of high pressure ice modifications were carried out later by

Bridgman at higher pressures than 2.20 kbar. According to his findings,

at pressures 3.7 kbar ice V is formed, which remains stable roughly be-

tween 210 and 270 K. A further increase of pressure (6.3 kbar) results in

the formation of ice VI [81].

Investigations were continued and so far 16 different crystalline phases

are known. It is also important to mention that all modifications contain

H2O molecules, except ice X, which is an ionic crystal. In ice X, the dis-

tance between oxygen atoms is shorter than that of all the other config-

urations mentioned before and protons are equidistant from the oxygen

atoms. Protons in ice X rapidly swap, thus creating short lifetime ions,

OH−and H3O
+. In addition the crystalline structure of ice X looks identi-

cal from all three directions.

It was known long ago that not only liquid water has a density maxi-

mum, but the density of ice Ih reaches its maximum at 80 K at ambient

pressure, which is again not unique for solid water, but characterizes also

Ge, ZnS etc. Accordingly, not only hydrogen bonds are responsible for

anomalies of solid water but also their arrangement inside the crystal.

Amongst the many remarkable properties of solid water is one known as

the premelting of ice - the existence of a liquid water at the surface of ice

at temperatures well below melting point. Premelting was suggested first

by Faraday as an alternative explanation for the unusually low friction of

ice and has received considerable attention in recent years.
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3.3 Ice surface

The slipperiness of snow and ice has been the basis for some of the old-

est forms of transportation and has also found an important place in the

field of winter sports. Nevertheless, its unusual slipperiness sometimes

present difficulties to automobile or foot travel. These concerns have moti-

vated scientific studies of snow and ice for many years and still the field is

not completely understood. The slipperiness of ice has prompted the com-

mon speculation that lubrication is supplied by a water film. Since then,

understanding of the origin of such a lubrication and generally, studies

of the surface structural properties of ice has been a subject of system-

atic experiments. Some of the experimental findings are reviewed in the

following sections.

3.3.1 Surface melting of a material

The theory of the stable existence of liquid at the surface of a solid mate-

rial below its normal transition temperature implies lowering of the free

energy due to melting. Various mechanisms explaining the surface melt-

ing (also known as surface premelting), as well as the experimental proof

on many classes of solids such as metals, semiconductors, rare gas crys-

tals etc., have been provided.

The first experimental evidence of surface premelting was seen in ion

backscattering experiments of lead (100) carried out by Frenken and van

der Veen in 1985 [82].

The surface premelting of Al (110) was observed by W. Theis and K.

Horn (1994). Core-level photoemission was applied to study the density

and long-range order of Al in order to distinguish a liquid-like layer from

the crystalline bulk. The surface disorder was found to start at 150 K

below the melting point and the logarithmic increase of its thickness with

temperature was established [83].

In 1987, anisotropy of the surface melting was detected in a single crys-

tal of Pb, exposed with different faces [84]. Later on, similar behavior was

found in computer simulations of copper. According to the results, the

(110) face disorders first followed by the (111) face while the (100) face

does not show premelting at all [85]. Generally, the anisotropy of surface

melting is strongly related to the order and packing density of different

faces of a crystal.

Other experimental techniques have been applied for direct surface mea-
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surements, such as X-ray [86], low-energy electron diffraction [87], neu-

tron diffraction [88], and He atom scattering methods [89]. Along with

the experiments, computer simulations have also provided the evidence

for the existence of the structural disorder at a solid surface [85, 90–92],

beginning from the surface/vapor interface due to the weaker binding and

anharmonicity of the outermost atoms and its stable existence. This very

thin liquid film is often called ’liquid-like’ due to the crystalline ordering

of the bulk affecting its dynamic and thermodynamic properties namely,

lowering its mobility and causing a decrease in entropy, and it remains as

an intermediate between the bulk solid and liquid phases.

3.3.2 Premelting of ice

One of the many remarkable properties of ice is its low friction co-

efficient. It is generally accepted that ice is slippery because of a liquid

layer that covers its surface, but the mechanism of formation of such a

lubricating layer has been a matter of systematic study since the 19th

century [1,3].

In attempts to understand the unusual slipperiness of ice, Michael Fara-

day (1850) proposed a theory of surface premelting, the spontaneous for-

mation of a liquid layer at the surface of ice well below its melting tem-

perature [1, 3, 4]. However, the theory soon became controversial - an

alternative approach was proposed by James Thomson (1857) who formu-

lated the linear dependence between the freezing point depression and

applied pressure, and suggested a mechanism of pressure melting as an

explanation for liquid layer formation [4]. For many years pressure melt-

ing was considered to be the main reason responsible for the low friction

coefficient of ice, but later calculations (Bowden and Hughes, 1939 [11])

revealed that in standard sliding scenarios, the pressure effect is not suf-

ficient to cause surface melting and the biggest contribution comes from

frictional heating.

However, neither pressure melting (at very low temperatures) nor fric-

tional heating explains why ice can be slippery when one is standing mo-

tionless on it. Therefore, a number of experimental techniques, such as

atomic force microscopy (AFM), nuclear magnetic resonance (NMR), X-ray

diffraction, and photoelectron spectroscopy, have been used to study the

structural properties of the surface of ice [82,93–100]. Most of the exper-

iments provided evidence for the existence of structural disorder at the

surface at temperatures below the bulk melting point. The fact that the
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periodic crystal structure terminates at the surface results in relatively

weaker bonding and therefore higher mobility of the surface molecules at

temperatures as low as 200 K, consequently the surface molecules show a

more disordered arrangement. However, the temperature range in which

the premelted layer is seen in experiments, as well as its thickness, varies

over the techniques applied, as each of them measures different physical

properties of the system.

Experiments focused on using AFM to measure the thickness of the liq-

uid film, by studying the ”jump-in” distance of the tip, induced by capillary

forces, revealed that the temperature dependence on the layer thickness

can be described with d ∝ − log �T , where �T is the difference between

the melting temperature and the actual temperature [95].

In typical force experiments, the sample is moved toward the tip and the

interaction forces between the tip and surface cause a deflection of the

cantilever which is then used for force calculations. While approaching

the ice surface, at a certain distance the tip jumps through a layer which

is identified with the liquid-like layer and the jump-in distance is assumed

to be its thickness. However, the van der Waals attraction may cause a

jump-in before the tip touches the surface, which is the case if the gradient

of the attraction exceeds the spring constant of the cantilever. The second

unfavorable situation rises from the vapor condensation possibility, which

may take place between the tip and the ice surface causing local increase

of the premelted layer thickness. Therefore, determination of the exact

thickness of the liquid layer includes few corrections that have to be done

in order to avoid possible artifacts.

The model developed for the liquid layer thickness calculations is based

on division of the ice-vapor interface into the ice-liquid and liquid-vapor

interfaces. The importance of this model lies in its ability of describing the

temperature dependence of the layer thickness that contains information

about the intermolecular forces causing its formation.

The combination of the interface energy of the ice-liquid γSL and liquid-

vapor γLV interfaces, along with the term containing the liquid layer

thickness �γ, gives the total surface energy γ of the system. The equi-
librium thickness of the liquid-like layer is then derived from the Gibbs

free energy as follows [95]:

qm
�T
Tm

= −�γ
ρL

∂f

∂d
(3.5)

where qm is the latent heat of fusion, �T is the difference between the
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melting Tm and actual T temperatures, ρL is the density of the liquid and

d is the liquid layer thickness.

For van der Waals forces acting at the interface, with σ interatomic dis-

tance, f (d) = d2/
(
d2 − dσ2), and the thickness can be expressed as:

d =

(
−2σ

2�γ Tm
ρL qm�T

)1/3

(3.6)

and for an exponentially decaying force f (d) = 1− exp (−d/λ):

d = λ ln

(
− �γ
ρL qm λ

Tm
�T

)
(3.7)

Strictly thermodynamically speaking, the model is limited due to the

assumptions that have been made while developing it. Nevertheless, the

logarithmic dependence of the liquid layer thickness on�T has been con-

firmed by more detailed calculations.

The orientation disorder of the surface dangling bonds, which is the di-

rect consequence of the crystal structure termination at the surface, has

been studied by sum-frequency generation (SFG) vibrational spectroscopy

for the temperature range 173-271 K. According to the author’s report,

the disorder is first seen at around 200 K and becomes more and more

detectable with the temperature increase [101,102].

Nuclear magnetic resonance (NMR) studies provided an additional evi-

dence for the disordered arrangement of molecules at the surface. Their

results showed that the rotational frequency for the surface molecules is

five orders of magnitude greater than that for the bulk molecules [97].

In addition to the experimental studies, extensive molecular dynam-

ics (MD) simulations have been performed on the surface of ice, demon-

strating the presence of a quasi-liquid layer at the surface, although it’s

thickness and temperature dependence is somewhat a function on the

parametrization of the potential that is applied in simulations to repre-

sent the intermolecular interactions [103].

Simulations carried out with the TIP4P/Ice potential demonstrated the

surface melting dependence on the crystallographic face orientation, namely

the basal face showed the first indication of the surface disorder at about

-100 ◦C [8].

Here again, we use the term ’liquid-like layer’ instead of water layer.

The reason is the same as in case of any other material - premelted liq-

uid phase does not possess usual water properties. It is an intermediate

phase between the solid and liquid which is caused by the proximity of

the ordered crystallographic structure of ice (phenomena known as the
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proximity effect). Motion of the surface molecules is limited by Coulomb

interactions with the bulk, therefore exhibit more ordered structure which

falls off approximately exponentially with distance, with a characteristic

length typically equal to a few molecular diameters [3].

3.4 Ice friction

Generally, the amount of friction encountered during sliding strongly de-

pends on the different physical properties of the sliding materials. One

of the most important parameters affecting properties of a material, and

therefore friction, is temperature. When the temperature is raised, ei-

ther by setting a system of investigation near the melting point or locally

at the contact region by pressure melting/frictional heating, most of the

materials become soft, creating larger areas of a real contact. Since the

frictional force is the result of the local adhesions at the sliding interface,

increasing temperature leads to high values of the frictional force (as has

been observed in case of two gold surfaces sliding relative to each other).

However, the situation is reversed if the melted fluid possesses a low vis-

cosity leading to a condition of lubricated sliding. Ice is a solid having

these properties, demonstrating very low friction upon sliding.

Friction plays a critical role in both terrestrial and extraterrestrial ice

mechanics [22]. Examples include fracture of the Arctic sea ice cover

[104–114], brittle compressive failure during interactions between natu-

ral ice features and engineered structures [115,116] and tectonic activity

of ice-encrusted bodies within the outer solar system [117–125]. For most

of these systems, it is the friction of ice sliding upon itself that dominates

the mechanics and heat generated at the interface. However, the knowl-

edge obtained from the studies of ice friction in other field applications,

such as ice sports or winter transportation, where ice against different

materials are investigated, can be applied to the areas mentioned above

and may offer a better insight into the driving mechanism of ice friction.

Generally, the complexity of a problem increases with the number of

parameters influencing it. Existing experimental data show generally

low coefficients of friction (from 0.05 up to 1.6) at temperatures below

the melting point, with a clear dependence on the sliding velocity, temper-

ature and applied load.

As we have discussed before, solid surfaces are always covered with as-

perities. Sharing bonds (chemical and/or physical nature) that are formed
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between these asperities when surfaces are brought into contact deter-

mines the amount of friction during sliding. In addition, the surface of ice

also has a thin premelted layer, which increases in thickness during slid-

ing due to the frictional heating. This water film reaches its steady-state

thickness because if it becomes too thin the friction and consequently heat

generation increases and if it becomes too thick the friction is reduced.

The regime in which friction operates changes based on the liquid-like

layer thickness, causing a change of the friction coefficient itself.

Figure 3.4. Friction coefficient as a function of the film thickness. Adapted from ref. [126]

Figure 3.4 shows the friction coefficient in different regimes character-

ized by the thickness of the interface liquid layer [126]. The boundary fric-

tion regime describes a case when the interface layer thickness is much

smaller than surface roughness and the friction is the result of solid-solid

adhesion. Once the thickness of the liquid layer increases, the friction be-

comes partly caused by sharing the lubricating layer itself, which is the

case of the mixed friction regime [29].

Finally, in the hydrodynamic regime, the surface is completely covered

by a liquid layer. Hence, there is no solid-solid contact and the main con-

tribution to the frictional force comes from the capillary drag forces be-

tween the slider and ice surface.

Thus temperature is one of the crucial parameters in defining the fric-

tion regime that takes place during sliding. Early findings of the influ-

ence of temperature on the friction of ice originate in the experiments

conducted by Bowden and Hughes in 1939, showing the reduction of the
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kinetic friction (more pronounced from 0◦C to−40◦C) with increasing tem-
perature, for the range of 0◦C to −160◦C. However, the simple supposition
that the lubricating action of a water layer at the surface of ice reduces

friction contradicts the experimental data. It has been established that

in the case of repeated sliding on the same track, when the lubricating

layer can only increase in thickness, friction does not decrease but, on the

contrary, increases.

A mathematical model based on the assumption that the very low fric-

tion between ice and different materials is caused only by viscous shear of

a water layer between them has been developed by Oksanen and Keinonen

in 1982 [18].

Based on their assumption, the friction is formulated as follows:

Fμ = τ A = η0
v

d
A (3.8)

where τ is the shear stress, A the contact area, η0 the viscosity of water,

v the velocity of the slider and d the thickness of the water layer. The

frictional energy generated during a time interval b/v ( b being the length

of a rectangular slider, fig. 3.5) is given by:

Qf = μFN v
b

v
(3.9)

Figure 3.5. Schematic drawing of a rectangular slider moving on smooth ice with a ve-
locity v.

The generated heat is partially conducted in to the slider and partially

used for melting the ice surface. The amount of heat transferred in to ice

during the same time interval b/v, can be estimated as:

Qc1 =
λ1 a b�T1

δ

b

v
(3.10)

where λ1 is the thermal conductivity of ice, �T1 the temperature differ-
ence between the interface and the bulk and δ the thickness of the layer
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into which the heat is conducted. Equation (3.10) can be re-written in

terms of the density ρ1 and the specific heat capacity of ice c1 as:

Qc1 = ρ1 a b δ c1
�T1
2

(3.11)

The heat conducted in to the slider can be calculated similarly and then

the total heat flow is obtained as:

Qc = Qc1 +Qc2 = a b

(
b

2 v

)1/2 {
�T1 (λ1 c1 ρ1)1/2 +�T2 (λ2 c2 ρ2)1/2

}
(3.12)

(where the subscript 2 corresponds to the slider). Considering the en-

ergy required for melting of ice:

Qm = a b d h ρ0 (3.13)

where h is the latent heat of melting and ρ0 the density of water and

combining eq. (3.9), (3.12) and (3.13) one can formulate the coefficient of

friction as:

μ = n1/4H
−3/4
1 F

−1/4
N

1

2

1

(2 v)1/2

{
�T1 (λ1 c1 ρ1)1/2 +�T2 (λ2 c2 ρ2)1/2

}
+

n1/4H
−3/4
1 F

−1/4
N

[
1

8 v

{
�T1 (λ1 c1 ρ1)1/2 +�T2 (λ2 c2 ρ2)1/2

}2
+ η0 v h ρ0

]1/2
(3.14)

where the parameter H1 = FN/A is the indentation hardness of ice.

Considering the case when the temperature difference �T1 is large, the
constant term in eq. (3.14) can be ignored and the friction coefficient be-

comes:

μ = n1/4H
−3/4
1 F

−1/4
N

1

(2 v)1/2

{
�T1 (λ1 c1 ρ1)1/2 +�T2 (λ2 c2 ρ2)1/2

}
(3.15)

so in this case the friction is determined simply by the heat conducted

in to the sliding materials.

Now if the temperature differences are small then the viscous term in

eq. (3.14) becomes dominant and the friction coefficient is determined as:

μ = n1/4H
−3/4
1 F

−1/4
N (η0 v h ρ0)

1/2 (3.16)

According to the model, at low temperatures, the coefficient of friction

decreases linearly with v1/2, while at higher temperatures (close to 0◦C)
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it increases linearly with v1/2. The experimental data by Oksanen and

Keinonen indicate that hydrodynamic effects become dominant at around

−1◦C and the same behavior was shown by Forland and Tatinclaux for ice

against steel experiments at −1.5◦C ± 1◦C.
The effect of temperature studied by Evans in friction experiments car-

ried out for 10 mm diameter rods of various materials sliding on about

120 mm diameter ice also showed a non-linear drop of the friction with

temperature increase. The hydrodynamic drag component of friction that

tends to increase as the temperature approaches 0◦C states the possible

reason for the results.

The ice friction experiments that have been carried out with different

sliding materials by various researchers are summarized in fig. 3.6 [127–

131].

Figure 3.6. Friction coefficient as a function of temperature. Adapted from ref. [126]

At first friction drops with increasing temperature due to decreased

solid-solid contact and increases again close to the melting temperature,

indicating an increased contribution from the capillary drag forces. In

general, measurements are very sensitive to the techniques and materials

used in experiments, which explains existing differences in the reported

results.

From a theoretical point of view, friction should decrease also with in-

creasing sliding velocity because at higher velocities more frictional heat

is generated, resulting in more melting and thicker lubrication at the con-
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tact zone.

Figure 3.7. Coefficient of friction as a function of sliding velocity. Adapted from ref. [126]

The data shown in fig. 3.7 confirms the theoretical predictions in frames

of boundary lubrication [14,16,127,128,131]. Here again, once the friction

regime becomes hydrodynamic, the dependence changes dramatically and

friction begins to increase.

As was already mentioned above, according to the mathematical model

by Oksanen and Keinonen [18], the coefficient of friction is proportional to

v1/2, for temperatures close to the melting point. Other researchers have

confirmed these findings and experimental results of ice against different

sliding materials are illustrated in fig. 3.8.

Another important contributor to overall friction force is the applied

load. The reduction in the coefficient of friction with increasing load

is a well known feature of many materials and ice is not an exception

[11,14,17,18].

Fig. 3.9 represents the data obtained by Oksanen and Keinonen in their

ice against ice experiments, indicating that the coefficient of friction de-

creases with increasing normal force. Nevertheless, at higher tempera-

tures decrease of the friction coefficient becomes less evident [126].

A numerical model for polyethylene sliding on ice including dry friction

and water film generation has been proposed by Bäurle. Generally, dry

friction hardly characterizes ice, nevertheless, during sliding on snow or

ice, there are regions at the interface which are poorly lubricated and

the friction arises from elastic and plastic deformation of the surface and
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Figure 3.8. Friction coefficient as a function of sliding velocity showing contribution of
drag forces. Adapted from ref. [126]

Figure 3.9. Friction coefficient dependence on applied normal force. Adapted from ref.
[126]

shearing a very thin lubricating water film.

The frictional heat is generated while sliding on ice, by converting ki-

netic energy in to heat, which can cause local increase of the temperature
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at the sliding interface (so-called flash temperature). The heat generated

is partly conducted into slider and ice, depending on their thermal con-

ductivity and partly consumed in the phase change process. Now, the dry

friction can be calculated as:

μdry =
η v

hwf σ0
(3.17)

where η is the viscosity of water at 0◦C, v the sliding velocity, hwf the

thickness of the lubricating water film and σ0 the perpendicular stress

at the contact region. In the case of dry friction, heat generation at the

contact region is given by:

Pdry = μdry FN v (3.18)

where FN is the normal force. Once sliding becomes lubricated, the heat

generation is then determined as:

Pwet = η

(
∂v

∂z

)2

hwf
η v2

hwf
(3.19)

and an energy balance determining behavior of the water layer, accord-

ing to this model, is governed by:

∂hwf
∂t

=
1

L

(
η v2

hwf
− λ ∂zT |z=0

)
(3.20)

This differential equation describes the progression of the water layer.

The model was further extended, using comparisons with tribometer ex-

periments, in order to include the dependence of the friction coefficient on

normal force:

∂hwf
∂t

=
1

L

(
η v2

hwf
− λ ∂zT |z=0

)
− 8h3wf σ0

3 η D2
(3.21)

Here σ0 is the perpendicular pressure and D the contact-spot diameter.

Simulations with two different loads revealed that a maximum water

layer thickness is calculated for lower loads and a lower value of the fric-

tion coefficient corresponds to the higher load. While there have been

extensive studies of the friction of ice at the macroscopic scale, there

exists data only a few experimental investigations of ice friction at the

nanoscale.
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3.5 Nanoscale friction of ice

Typically, studies of the surface properties of ice at the atomic scale are

motivated by the fact that a real contact between materials, sliding rela-

tive to each other, occurs at a small fraction of the apparent area. There-

fore, understanding what happens at a single contact is a matter of great

importance for friction analyses.

The Atomic Force Microscope (AFM) has been proven to be very effective

for the atomic scale investigation of surfaces, providing the possibility of

determining a single asperity contact.

The AFM has been used by Döppenschmidt to study velocity-dependent

friction of ice, at a constant load of 5 nN, in the velocity range of 0.2 -

60 μm/s. The friction force was measured by using the voltage difference

between reversed and direct line scans:

�Ufr = U retrace
fr − U trace

fr (3.22)

where U retrace
fr and U trace

fr are a detector output voltages due to the con-

stant lateral deflection of the tip during scanning the surface. Experi-

ments showed high values of friction at low velocities (at 0.2 μm/s sliding

velocity, friction was more than one order of magnitude higher than at

60 μm/s), which can be possibly explained by the fact that at low veloci-

ties the tip penetrates more into the ice causing higher resistance during

sliding.

Later on, investigations of the surface frictional properties of nanometer-

thin ice islands was carried out by Bluhm, using AFM, in the temperature

range from −24◦C to −40◦C. Experiments showed that the contribution

from pressure melting or frictional heating was negligible to the mea-

sured friction. The results for the friction coefficient, of value 0.6, was

found to be comparable to the static friction measured in experiments at

the macroscopic scale. The high friction has been explained by the fact

that a liquid-like layer with 8 nm thickness, present at the surface of ice,

is squeezed out due to the low scan speed (micrometers per second).
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4. Methods

Molecular modeling is the science of representing molecular structures

numerically and simulating their behavior by solving equations of quan-

tum and classical physics. Very often, solving a problem in classical or

quantum mechanics, electrodynamics etc., through a simple analytical

approach is not possible, instead evaluation of complicated equations is

necessary. However, computer performance has become very powerful in

recent years, which gives us possibility of simulating complex physical

problems in a reasonable time [132].

Despite the fact that nowadays the majority of simulations are con-

ducted within the framework of classical molecular dynamics [132–134],

some processes such as electron transfer, tunneling, etc. are beyond the

classical limits.

Handling a molecular problem using quantum mechanics involves solv-

ing the Schrödinger equation for particles [132, 135, 136]. In a most sim-

ple case, when a single particle moves in one dimension, the Schrödinger

equation is a normal differential equation. Nevertheless, considering a

problem of many interacting particles moving in more than one dimen-

sion arises additional complications, since in such a case solving of the

partial differential equations will be needed. Therefore, some approxima-

tions must be introduced in order to extend the utility of the method to

more complex systems. The first approximation is the Born-Oppenheimer

approximation that aims to discriminate electrons and nuclei, which is

done by considering nuclei as a heavy and nearly motionless particles rel-

ative to electrons, so that a physical system is considered as electrons

moving in a field of fixed nuclei. The potential energy surface is obtained

by calculating the effective electronic energies for different nuclei coordi-

nates and the lowest energy point on the surface is considered to be the

ground state energy of the molecule.
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Generally, the quantum mechanical description of the system would be

preferred but, for relatively large scale simulations (systems with large

number of particles) a classical mechanical approach is more common [66,

132].

4.1 Molecular dynamics simulations

Molecular dynamics (MD) is a widely used method for studying classical

many-body systems (by classical we mean systems for which the motion of

particles obeys laws of classical mechanics). The MD method integrates

a number of equations of motion in order to predict the time evolution

of a physical system [66, 137]. We start by selecting the system of inter-

est for study and as an initial step of the MD simulation, we calculate

Newton’s equations for the system until its properties reach some equilib-

rium values. Only after the system has been equilibrated, an actual MD

simulation can be performed. The algorithm takes initial atom positions,

velocities and interaction potential between particles (the mathematical

description of the potential energy surface) as an input. Once the time

step is defined (usually 10−15 second or 1 femtosecond. It is expected that

the efficiency of the MD simulations is maximized by using the smaller

time step compared to the period of the highest vibrational frequency of

the molecule.) forces between each particle pair are calculated (taking

the negative gradient of the potential energy function). This is followed

by updating of the positions.

There exist many integration schemes for calculating equations of mo-

tion in order to find new positions of particles and one of the most popular

is the Verlet algorithm [66,138], which takes the Taylor expansion of the

coordinate of a particle at times t+Δt and t−Δt , so that we have:

r (t+Δt) = r (t) + v (t) Δt+
f (t)

2m
Δt2 +

Δt3

3!

d3r

dt3
+O

(
Δt4

)
(4.1)

and,

r (t−Δt) = r (t)− v (t) Δt+ f (t)
2m

Δt2 − Δt3

3!

d3r

dt3
+O

(
Δt4

)
(4.2)

where O
(
Δt4

)
is the truncation error that varies as Δt4. Summing of

the last two equations gives us a new position:

r (t+Δt) ≈ 2 r (t)− r (t−Δt) + f (t)
m

Δt2 (4.3)
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The algorithm does not directly generate velocities. Knowledge of these

is required for kinetic energy calculations (in order to verify correctness

of the MD simulation, the conservation of the total energy needs to be

tested). The velocity calculations are done as follows:

v (t) =
r (t+Δ t)− r (t−Δ t)

2Δ t
(4.4)

As ameans to handle velocities somewhat better, the velocity Verlet scheme

[66, 139] has been developed that has the benefit of having positions and

velocities at the same time:

r (t+Δ t) = r (t) + v (t) Δ t+
a (t) Δ t2

2
(4.5)

v (t+Δ t/2) = v (t) +
a (t) Δt

2
(4.6)

a (t+Δ t) = − (1/m) ∇V (r (t+Δ t)) (4.7)

v (t+Δ t) = v (t+Δ t/2) +
a (t+Δ t)Δ t

2
(4.8)

The calculations are done in every pre-defined simulation time step,

which is a very crucial aspect of any integration algorithm. The aim is

to follow the real trajectory of the system. Therefore, if the integration

time step is too large, the system will follow a trajectory that seriously

deviates from the real trajectory of the system, while choosing too small a

time step will result in a very long simulation.

4.1.1 Periodic boundary conditions

Since the physical systems, for which the MD simulations are usually

performed, are quite small, they exhibit size related limitations. This

means that the system can have many unwanted boundaries with vac-

uum which can lead to a unrealistic situation, unless we really want to

simulate a cluster of atoms. This can be avoided by applying periodic

boundary conditions (PBCs) where motion of particles is explicitly consid-

ered in the so-called supercell, while the supercell is surrounded by its

infinitely replicated, periodic images [132].

Hence if, during the simulation, a particle leaves the supercell, one of

its images will enter the cell from the opposite face, ensuring that the

number of particles in the supercell is conserved.
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It is also implied that through PBCs, each particle in the cell interacts

not only with other particles in the cell, but also with their images in

neighboring cells and having a short interaction range for the potential

ensures that number of interacting pairs won’t increase tremendously.

However, sometimes applying PBCs to a system that has no periodicity

(eg. gases, solids) can also cause some errors, but normally those errors

are less severe than those caused by the edge effects.

4.1.2 Ensembles

The most common ensembles in statistical physics such as the micro-

canonical (NV E), canonical (NV T ), and isothermal-isobaric (NPT ), refer

to a distribution of initial conditions [140,141].

The microcanonical ensemble is used to treat the case of an isolated

systems only, where the total energy (E) stays constant along with the

volume (V ) and number of particles (N ). Hence every system in the en-

semble possesses the same energy (every system has an energy which lies

in the small range between E and E +�E).
If number of accessible microstates isW (E), then the probability that a

system will be in any of these microstates is equal to 1/W (E). Then the

statistical entropy is given by Boltzmann relation:

S = kB lnW (E) (4.9)

where kB is known as Boltzmann’s constant. Using eq. (4.9), other ther-

modynamical quantities can be calculated for the system. Considering

the thermodynamic definition of the temperature
(
dS
dE

)
N,V

= 1
T , one can

obtain the microscopic definition of temperature:

β =
1

kBT
=

(
∂ lnW

∂E

)
N,V

(4.10)

Most of the time, simulations are performed under the conditions of con-

trolled temperature and/or pressure rather than total energy. The case of

a system with a constant number of particles (N ), volume (V ) and tem-

perature (T ), is referred to as the canonical ensemble.

In real systems, keeping the temperature constant is achieved by bring-

ing the system in contact with a larger heat bath, so that heat exchange

is established caused by the collisions of the particles. In this case the

probability to find a system in a microstate with energy Ei is given by:
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pi =
e−βEi

ZN
, β =

1

kBT
(4.11)

ZN =
∑
i

e−βEi (4.12)

where ZN is so-called canonical partition function for a system contain-

ing N particles which defines the free energy of an NV T system as:

f = kBT lnZN (4.13)

Another statistical ensemble which is widely used in molecular dynam-

ics simulations is the so-called isothermal-isobaric ensemble which de-

scribes a system with a constant number of particles (N ), pressure (P )

and temperature (T ). The system is coupled to an infinite thermal reser-

voir as was done for the canonical ensemble and also subjected to the

action of a movable piston under the influence of an external pressure

P . In this case, both the temperature of the system and its pressure will

be controlled, and the energy and volume will fluctuate accordingly. The

state function for the NPT ensemble is the Gibbs free energy:

G (N, P, T ) = −kBT lnQ (N, P, T ) (4.14)

The isothermal-isobaric partition function Q (N, P, T ) can be expressed

in terms of the canonical partition functions as follows:

Q (N, P, T ) =
∑
ν

e−βPV Z (N, V, T ) (4.15)

Several MD methods have been developed in the past which ensure that

simulations are carried out in a correct ensemble and some relevant meth-

ods for this work will be discussed later on.

4.1.3 Intermolecular interactions

Forces between unbonded atoms and molecules are referred to as physi-

cal forces, giving rise to physical bonds. During physical binding the elec-

tron charge distributions of the molecules do not change entirely so that

molecules remain distinct which is unlike the forces of chemical binding

(the chemical bonds within an individual molecule) where atoms merge

completely, via sharing the electrons, and form a molecular unit [142].

Besides sharing the electrons, the chemical or covalent bonding charac-

terizes as directional - defining the orientation of a molecule and short
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ranged - holding atoms tightly together and the crystalline structures

which are made up by the covalent bonds cannot melt without breaking

them entirely.

Usually, such specificity is missing in the definition of physical bonds,

the molecules can move and rotate, but still remain bonded. One of the

strongest physical forces between charged particles is estimated by the

Coulomb law.

Let us consider the electric field of a charge Q1 at a distance r:

E1 =
Q1

4π ε0ε r2
(4.16)

where ε0 is the permittivity of vacuum and ε the dielectric constant.

Then the force by which Q1 acts on another charge Q2 is given by the

Coulomb law:

FCoulomb (r) = Q2E1 =
Q1Q2

4π ε0ε r2
(4.17)

The electrostatic or Coulomb interaction is a strong (depending on a par-

ticular situation the strength of the interaction can become comparable,

or even stronger, to that of covalent binding), long-range interaction that

is significantly weakened in media of high dielectric constant [142].

Another type of interaction that arises between molecules is the so-

called van der Waals (VDW) interaction. The net van der Waals force

between atoms and molecules consists of the forces between rotating per-

manent dipoles (Keesom force), a permanent dipole and corresponding in-

duced dipole (Debye force), and between instantaneously induced dipoles

(dispersion force) [142]. The Keesom, Debye, and dispersion interaction

all have the same distance dependence, each varying with the sixth power

of the distance.

Molecules with a nonuniform charge distribution posses an electric dipole,

which can change substantially depending on their environment and the

interaction between such permanent dipoles, averaged over different ori-

entations due to the thermal motion of the molecules, is described by the

Keesom interaction, also known as the orientation interaction. Such polar

molecules can induce a dipole in a nonpolar molecule and their interaction

is often referred to as the Debye or the induction interaction.

The physical process that leads to the interactions between nonpolar

molecules is the occurrence of the instantaneous dipoles. These instan-

taneous dipoles occur from random, momentary shifts in charge given by

the constant movement of electrons, in other words it is a temporary con-
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dition of a charge separation in a molecule due to the environment. The

dispersion term is the most important of the three contributions, as it is

always present, regardless whether permanent dipoles take part in the

interaction or not.

The most commonly used mathematical approximation that describes

the energy of interaction between two nonbonding atoms or molecules is

the Lennard-Jones potential:

ULJ = 4 ε

[(σ
r

)12 −
(σ
r

)6
]

(4.18)

where, ε is the depth of the potential well, σ is the distance at which the

potential becomes zero and r is the distance between interacting molecules.

While the term 1/r6 describes the attractive interaction, the term 1/r12 is

due to the Pauli repulsion caused by overlapping electron orbitals at short

distances [142].

Usually, non-bonded interactions are divided in short and long-range

interactions based on the force/distance dependence. Simulations dealing

with short-range interactions are performed by introducing a cut-off to the

potential at which it decays to zero. However, long-range interactions are

more problematic, since not only the simulation cell must be taken in to

account but also the effect of its every periodic image must be considered.

Later, some of the techniques developed specially for dealing with long-

range forces will be discussed.

4.2 Mercedes-Benz model of water

A large number of potential models have been proposed for molecular dy-

namics simulations of water. The general purpose of these models is to

provide a realistic description of intermolecular interactions to mimic the

structure and behavior of a real water [143–148]. Development of a model

simple enough so that it does not require heavy computational calcula-

tions and simultaneously gives physically sound results, which are in good

agreement with experiments, is not so trivial.

One of the simplified potentials which reproduces the main structural

and thermodynamic properties of water is the so-called 3DMercedes-Benz

model (3D MB) that represents water molecules as Lennard-Jones (LJ)

spheres having four arms tetrahedrally oriented [149].

The interaction potential between the LJ spheres is composed of two

Lennard-Jones and Hydrogen Bond (HB) terms. Thus the mathematical
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description of the model is as follows:

U

(→
Xi,

→
Xj

)
= ULJ (rij) + UHB

(→
Xi,

→
Xj

)
(4.19)

here
→
Xi represents the coordinates and orientation of the ith particle

and rij is the distance between centers of LJ spheres. The first term is the

Lennard-Jones interaction potential, with εLJ depth and σLJ the contact

distance, given by:

ULJ (rij) = 4 εLJ

[(
σLJ
rij

)12

−
(
σLJ
rij

)6
]

(4.20)

and the second term is the HB term of the total interaction potential:

UHB

(→
Xi,

→
Xj

)
=

4∑
k,l=1

Ukl
HB

(
rij ,

→
Ωi,

→
Ωj

)
(4.21)

where the interaction of HB arms is defined as:

U kl
HB

(
rij ,

→
Ωi,

→
Ωj

)
= εHB G (rij − rHB) G

(→
ik
→
uij − 1

)
G

(→
jk
→
uij + 1

)
(4.22)

G (x) = e−x
2/2σ2

(4.23)

where →
uij and

→
ik represent the unit vectors along the distance rij and

along the kth arm of the ith particle, respectively.

Such a mathematical characterization of the model ensures that the

strongest hydrogen bond is formed when the arms of two neighboring

particles are aligned. However, it has been shown that the original 3D

MB model does not reproduce the correct structure (the set of potential

parameters used to reproduce the Ice-Ic structure resulted in a much too

compact configuration) unless some improvements are made [150].

Later on, an additional parameter has been introduced in the HB term

of the potential [151]:

U c
HB

(→
Xi,

→
Xj

)
= b (zi)

4∑
k,l=1

Ukl
HB

(
rij ,

→
Ωi,

→
Ωj

)
(4.24)

where zi is the coordination of the ith particle and b (zi) is an environ-

ment dependent parameter that penalizes the hydrogen bond when the

interacting particles have more than four neighbors. So that b (zi) = 1 if

zi ≤ 4 and b (zi) =
(

4
zi

)ν
when zi > 4. The atom coordination is given by:
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zi =
∑
k �=i
f (rik) (4.25)

f (rij) =

⎧⎪⎪⎨
⎪⎪⎩

1, r < R−D
1
2 − 1

2 sin
(
π
2 (r −R) /D

)
, R−D < r < R+D

0, r > R+D

(4.26)

Such a coarse-grained formalism of a potential model, that drops de-

tailed description of water molecules and does not take into account the

long-range Coulomb interactions, makes it less computationally demand-

ing and therefore more attractive for long simulations.

4.3 Cashew

The Cashew (Coarse Approach Simulator for Hydrogen Bonding Effects

in Water) program was developed for studying the dynamical properties

of the Mercedes-Benz model of water through molecular dynamics simu-

lations [151]. The forces and torques (since particles are able to rotate in

space) acting on MB particles are computed by differentiating the total

energy with respect to displacement and rotation of the particle.

In order to achieve the correct ensemble calculations, the Langevin ther-

mostat and Berendsen barostat have been implemented in the program.

The Langevin thermostat replaces the Newton’s equation of motion with

the Langevin equation of motion which has an additional frictional and

random forces [152,153].

ma = f − γ mv + frandom (4.27)

where m is a particle mass, a is an acceleration, f is a force acting on a

particle, γ is a friction constant, v is a velocity of the particle and frandom is

a random force. The velocity dependence of the friction term in eq. (4.27)

is due to the strong time correlation effects that the particle motion ex-

hibits. The random force, which is defined from a Gaussian distribution,

ensures that even without an external force, the effect of the particles’

Brownian motion is taken into account. The random force is balanced

with the frictional force and maintains the system at the desired temper-

ature.

In the framework of this program, the pressure control is performed

through the Berendsen barostat which uses the volume as a dynamical
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variable during calculations in order to accommodate the pressure change

in the system [152, 154]. To maintain constant pressure throughout sim-

ulations, the system is coupled to a constant pressure reservoir and the

pressure change is described by the following equation:

dP

dt
=

1

τP
(P0 − P ) (4.28)

where τP is the time constant of the barostat, P0 is the target pressure

and P is the system pressure given by:

P =
2

3V
(Ek − Ξ) (4.29)

here Ek is the total kinetic energy, V the system volume and Ξ the in-

ternal virial for pair-potentials:

Ξ = −1
2

∑
i<j

rij · fij (4.30)

fij represents the force acting on the ith particle form the particle j with

a separation distance between them being rij .

According to the Berendsen pressure coupling scheme, the equation dx
dt =

v is modified as:

dx

dt
= v + αx (4.31)

so the volume changes as:

dV

dt
= 3αV (4.32)

The isothermal compressibility β is related to the pressure change through:

dP

dt
= − 1

β V

dV

dt
(4.33)

and now combining equations (4.32) and (4.33) and taking into account

the equation (4.29) gives the modified equation of motion of the Berendsen

method:
dx

dt
= υ − β (P0 − P )

3 τP
x (4.34)

In order to accommodate the change in pressure, the volume of the sim-

ulation box is scaled along with the particle coordinates and the scaling

factor μ is given by eq. (4.34):

μ = 1− β�t
3τP

(P0 − P ) (4.35)
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As has been tested by the authors of this method, the variations of mag-

nitude of the time constant significantly influences pressure/volume fluc-

tuations in the system. The most typical choice for the time constant is

0.1 ps, that provides reliable thermodynamic properties of the system.

4.4 TIP4P model of water

From a computational standpoint, another very attractive potential func-

tion for water is the TIP4P (4-point-transferable-intermolecular-potential)

function. It involves rigid water molecules (where the internal angles and

distances are fixed so the interactions are considered only between points

of different molecules) with four interaction sites contributing to the po-

tential energy, proposed by Jorgensen [155–157].

Figure 4.1. Schematic representation of the TIP4P water molecule.

In this model the oxygen site carries no charge but participates in the

Lennard-Jones interactions, two positive charges are placed on hydro-

gen atoms while the negative charge is moved 0.15 nm away from the

oxygen along with the bisector of the HOH angle. Bonds in the TIP4P

molecule are formed at a rigid angle giving rise to a dipole. The pair-

wise potential function includes the Coulombic interactions between all

intermolecular pairs of charges and the Lennard-Jones interactions be-

tween oxygen atoms. Since the model has four interacting sites ten dis-

tances are required for calculating the potential function, which increases

the computational cost of the model over the preceding potentials, which

are presented with fewer interaction sites. However, later analysis of the

results obtained with six different potentials (ST2, Bernal-Fowler (BF),

SPC, TIPS2, TIP3P, TIP4P [77,158, 159]) and their comparisons with ex-

perimental data showed that the TIP4P yields better estimates for num-
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ber of thermodynamic properties (eg. intermolecular energy, heat of va-

porization, isothermal compressibility etc.) and provides relatively good

structural description (eg. oxygen-oxygen radial distribution function) of

the liquid water. However, TIP4P has a very low melting point (for study-

ing solid phases of water), critical point and temperature of maximum

density.

Later on, reparametrization of the original TIP4P model gave another

set of water potentials (TIP4P-Ew, TIP4P/2005 and TIP4P/Ice [160]), pro-

viding the possibility to cover larger range of properties and conditions for

simulations. The TIP4P-Ew [161,162] has been obtained through modifi-

cation of the total potential energy equation by introducing a long-range

correction term in the Lennard-Jones potential using a mean-field approx-

imation in order to account for neglected contributions in the LJ term.

The model has been characterized to reproduce well the bulk-density and

the enthalpy of vaporization along with other thermodynamic properties

of the liquid water over the temperature range of 235.5 - 400 K.

Another specialized TIP4P-like potential that has been developed, by

tuning the values of the original TIP4P potential parameters in order to fit

the temperature of maximum density, is the so-called TIP4P/2005 [163].

The model gives better predictions for the density, isothermal compress-

ibility, thermal expansion coefficient, heat capacity at constant pressure,

heat of vaporization etc., over TIP4P-Ew model, results of which are also

known to be in good agreement with the experimental data.

The development of another potential, with the ability to provide a rea-

sonable description of solid phases of water, was a further improvement

of the TIP4P-like models. The parameters of the new TIP4P/Ice poten-

tial has been chosen to reproduce the phase diagram of ice by analyzing

their dependence on the properties of ice [164–166]. The new model repro-

duces not only the hexagonal ice form (the only stable form found on the

earth) but also all the other stable phases included in the phase diagram.

The main advantage of the model is its melting temperature which ap-

pears to be very close to its experimental value (Tm = 272.2 K - TIP4P/Ice,

Tm = 273.15 K - Experimental). It also provides very good predictions for

the melting enthalpy along with the volume phase change.

The difficulty of developing a water potential lies in simplifications (trun-

cation of the long-range Coulomb interactions, constraining molecular ge-

ometry to a rigid one with constant angle and bond lengths, etc.) that

have to be made in order to achieve better computational effectiveness.
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On the other hand, increasing computational power allows one to decrease

the number of restrictions and provide a better potential model for study.

However, in spite of these restrictions, the TIP4P-like models give quite

acceptable predictions for thermodynamic properties of water and ice.

4.5 Gromacs

Gromacs is a programming tool for performing simulations that uses clas-

sical mechanics to describe the motion of atoms [167]. Electronic motions

are ignored under the assumption that they immediately adjust to atomic

positions (once the position of atom changes) and remain in ground state

throughout simulations. The general algorithm (the leap-frog integrator

by default) takes interaction potential, positions and velocities of atoms as

an input, calculates forces, updates the configuration and gives an output.

The forces are calculated as a sum of non-bonded pair interactions with

the cut-off that is not larger than half of the simulation box size (this

method is called the ’minimum-image convention’, according to which,

only one image of each particle is taken into account in pair-interactions).

The program uses the so-called pair list that contains information about

pairs of particles for which the non-bonded forces are calculated. This

pair list is generated by defining a cut-off radius, the range within force

calculations are performed, and updated in every pre-defined step.

4.5.1 Temperature control in Gromacs

Gromacs has several techniques available (Berendsen [152,168], velocity-

rescaling [64] and Nose-Hoover [65,66,152,168,169] schemes) for temper-

ature control in order to achieve the right ensemble simulations.

The velocity-rescaling scheme alters the system’s temperature by scal-

ing velocities. Relation between temperature and kinetic energy is given

by:

N∑
i=0

| pi |2
2mi

=
kBT

2
(3N −Nc) (4.36)

where Nc is the number of constraints, so then 3N − Nc gives the total

number of degrees of freedom. Once the velocity changes (assuming by a

factor λ), the corresponding temperature change can be calculated using

eq. (4.36) as follows:
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�T = 1

2

∑
i=1

2
mi (λυi)

2

(3N −Nc) kB
− 1

2

∑
i=1

2
miυ

2
i

(3N −Nc) kB
(4.37)

�T = (
λ2 − 1)T (t) (4.38)

λ =
√
T0/T (t) (4.39)

where, T0 and T (t) are the desired and current temperatures, respec-

tively.

According to the velocity-rescaling scheme, temperature is controlled

through simply multiplying velocities, at each time step, by the factor λ.

This approach uses the kinetic energy per particle as a measure of the

instantaneous temperature, however, does not include temperature fluc-

tuations which are present in the canonical ensemble. This is an obvious

disadvantage of the scheme, since the condition of constant temperature

does not mean that the kinetic energy per particle remains constant.

Another method to perform isothermal molecular dynamics simulation

was proposed by Nose (1984) and further developed by Hoover (1986),

nowadays known as the Nose-Hoover thermostat.

The system is presented to be coupled with a thermal bath with its fric-

tion parameter ξ. So now the equation of motion is given by:

d2ri
dt2

=
fi
mi
− pξ
Q

dri
dt

(4.40)

where, pξ is the momentum of the heat bath parameter and character-

izes with its own equation of motion:

dpξ
dt

= (T − T0) (4.41)

again T and T0 represent the desired and current temperatures of the

system and Q is the so-called ”mass parameter”, the magnitude of which

determines coupling between the system and the heat bath and it is di-

rectly related to the period τT of the oscillations of kinetic energy between

them:

Q =
τ2T T0
4π2

(4.42)

The Nose-Hoover approach provides an oscillatory relaxation (heat can

flow in and out of the system in an oscillatory fashion) resulting in nearly

periodic temperature fluctuations.
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4.5.2 Pressure control in Gromacs

Generally, systems at constant pressure are ones that can exchange vol-

ume with their surroundings. Due to the fact that its often desirable to

perform simulations in the isothermal-isobaric ensemble, different baro-

stat techniques have been implemented in Gromacs for keeping a desired

pressure constant through adjusting the simulation volume. One of the

techniques is the Berendsen barostat which was described already in sec-

tion 4.2.1. In Gromacs, the inputs for the Berendsen barostat include the

target pressure and the time constant of coupling to a constant pressure

reservoir.

Another choice is the so-called Parrinello-Rahman pressure coupling

[170], where the simulation box vectors are following the equations of

motion and are represented by the matrix b. The equation of motion for

the matrix is defined by:

db2

dt2
= V W−1b′−1 (P − Pref ) (4.43)

where V the is the volume of the box, W is the matrix parameter and

P, Pref are the current and reference pressures, respectively. Then the

modified equation of motion for particles is given by:

d2ri
dt2

=
fi
mi
−M dri

dt
(4.44)

M = b−1
[
b
db′

dt
+
db

dt
b′
]
b′−1 (4.45)

As an input the program takes isothermal compressibility βij and the

time constant τP , which are related to the matrix parameter with the

following equation:

(
W−1)

ij
=
4π2βij
3 τ2P L

(4.46)

where L is the largest matrix element of the simulation box. Practically,

the instantaneous pressure will oscillate around the target value with a

frequency that strongly depends on the matrix parameter.

4.5.3 Non-bonded interactions

An empirical potential energy function that contains information about

molecular interactions, such as bond stretching, bending, torsion and non-

bonded interactions, is called a molecular mechanics force field. As was
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mentioned before, the interactions between non-bonded atoms are usually

described through van der Waals (commonly expressed by Lennard-Jones

potential) and Coulomb potentials.

In Gromacs, the Lennard-Jones interaction between molecules i and j

can be expressed by:

VLJ (rij) = 4 εij

((
σij
rij

)12

−
(
σij
rij

)6
)

(4.47)

Based on the combination rule applied, εij and σij parameters can be

calculated via arithmetic and geometric averages as follows:

σij =
1

2
(σii + σjj) (4.48)

εij = (εiiεjj)
1/2 (4.49)

or using a geometric average for defining σij as well:

σij = (σiiσjj)
1/2 (4.50)

Calculation of non-bonded interactions for a system containing N parti-

cles is computationally one of the most demanding tasks, due to the fact

that interactions must be calculated for each pair of particles in the sys-

tem. This results in a problem scaling as N2. In order to reduce the

computational cost, the interaction potential is usually truncated (set to

zero) at some cut-off distance [66, 132]. In general, introducing a cut-

off distance creates a discontinuity in a potential function (may lead to

an unphysical behavior of a system for which the contribution of far away

particles is important). On the other hand, calculating the Lennard-Jones

interactions beyond the distance where the potential itself becomes neg-

ligible (due to its rapid decrease when the separation distance between

particles increases) has no scientific benefit. Another reason for using

a cut-off is to avoid a particle interacting with itself due to the periodic

boundary conditions, which are most commonly applied in simulations.

Further simplifications for short-range interactions are done through

creating a neighbor list which contains only the group of particles that

fall within some user defined radius that is typically less than or equal

to the potential cut-off. The program updates the neighbor list typically

after every 10 time steps, in order to account for the motion of particles

during the simulation, and computes the interactions for the pairs that

fall within its radius [167]. The aim of creating such a list is to avoid

58



Methods

calculations of the distances between every particle pair in order to de-

termine whether they must be included in the potential calculations or

not.

As we already mentioned before, the inverse 6th power attractive term

∼ 1/r6ij in the Lennard-Jones potential operates at far distances unlike the
repulsion interaction. Therefore, if the cut-off for the potential is defined,

part of the dispersion energy is neglected during simulations. In order to

account for the long-range effect of the dispersion interaction, Gromacs

applies corrections to the pressure and energy of the system [153].

If we consider a system of N particles with a density ρ and a radial

distribution function g (r), then the long-range contribution to the energy

Vlr can be expressed as:

Vlr =
1

2
N ρ

∞∫
0

4π r2 g (r) (V (r)− Vc (r)) dr (4.51)

where, Vc (r) and V (r) are dispersion energies with and without cut-off,

respectively.

By assuming that the radial distribution function is unity beyond the

cut-off distance, the dispersion correction to the energy is given by inte-

grating eq. 4.51:

Vlr = −2
3
πN ρC6 r

−3
c (4.52)

Similar corrections are performed for pressure. The pressure is ex-

pressed by a virial as follows:

P =
2

3V
(Ekin − Ξ) (4.53)

where the virial is given by:

Ξ = −1
2
rij · fij = 3C6 r

−6
ij (4.54)

and the long range correction to the virial is then:

Ξlr =
1

2
N ρ

∞∫
0

4π r2 g (r) (Ξ− Ξc) dr (4.55)

Again, integration of the eq. (4.55) under the assumption that g (r) = 1

beyond the cut-off defines the correction to pressure as:

Plr = −4
3
π C6 ρ

2 r−3c (4.56)
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So the basic idea is to divide interactions to short and long range and

treat them separately in order to increase computational efficiency in sim-

ulations. Significant effort has been also made in order to improve the

efficiency of estimating long-range electrostatic potential. To state a prob-

lem that arises while dealing with long-range Coulomb interactions, let’s

consider a system with N particles in vacuum, placed at r1, . . . rN loca-

tions with point charges q1, · · · qN . Then the total interaction energy of a

system is written as:

E =
1

4π ε0

∑
(i,j)

qi qj
| rij | (4.57)

where rij is the distance between particles, and ε0 the vacuum permit-

tivity.

Now applying the periodic boundary conditions means that each particle

has a periodic image particle located at ri+n1 c1+n2 c2+n3 c3, with c1, c2,

and c3 being simulation box vectors. Now the total interaction energy for

such a periodic system includes the interactions between periodic images.

For simplification the vector n1 c1 + n2 c2 + n3 c3 can be replaced with

nL. Where L represents the characteristic length of the box. Considering

a cubic supercell, the total Coulomb interaction energy can be written as:

E =
1

4π ε0

1

2

∑
n

N∑
i=1

N∑
j=1

qi qj
| rij + nL | (4.58)

The factor 1/2 appears to make sure that each interacting pair is counted

only once. To overcome a slow convergence of the above sum, the Ewald

Summation method has been developed [171]. It separates the part of

the electrostatic interaction which decays fast (part that can be ignored

beyond the cut-off distance) from the part which has larger decay dis-

tance. Such decomposition of the interaction potential allows summation

of the short-range competent in real space and the long-range component

in Fourier space.

The computational cost of the the summation can be further reduced

by using the Particle-mesh Ewald method (PME) [172], which performs

Ewald summation of the reciprocal term on an interpolating grid. Then

the accuracy and speed of calculation depend on the determination of the

maximum number of grid points (where the potential is calculated) and

the interpolation scheme.

60



Methods

4.5.4 Constraint algorithm

Generally, constraint algorithms have been proposed because of the high

frequency atomic bond oscillations presented in a molecule. So the explicit

simulation of the intramolecular dynamics adds some limitations to the

time step, which now must be shorter than the period of these oscillations,

making simulations computationally very expensive. The time step in

molecular simulations can be increased by treating atomic bonds as rigid

and solving equations of motions under these constraints.

One of the most popular algorithms for constraint simulations available

in Gromacs is the Linear Constraint Solver (LINCS) [173]. The Newton’s

equation of motion for a system containing N particles is given by:

d2r

dt2
=M−1f (4.59)

where r (t) and f are a 3N coordinate and force vectors respectively and

M is a 3N × 3N mass matrix.

According to the LINCS algorithm the system is constrained by time-

independent constraint equations:

gi (r) = 0; i = 1, . . . ,K (4.60)

Then the constraints multiplied by Lagrange multipliers λi (t) are added

to the potential as a zero term:

−M d2r

dt2
=
∂

∂r
(V − λ g) (4.61)

B =
∂g

∂ri
; −M d2r

dt2
+BT λ+ f = 0 (4.62)

According to the eq. (4.60), the first and second derivatives of the con-

straints can be also set to zero:

dg

dt
= B

dr

dt
= 0 (4.63)

d2g

dt2
= B

d2r

dt2
+
dB

dt

dr

dt
= 0 (4.64)

By introducing a new notation T =M−1BT
(
BM−1BT

)−1 we obtain the
new constrained equation of motion as follows:

d2r

dt2
= (1− T B) M−1f − T dB

dt

dr

dt
(4.65)
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which is then implemented into the integration algorithm applied in

simulations.

4.6 Setup

The system we studied consisted of two parallel slabs of ice Ih, each mea-

suring approximately 3×3×3 nm3, stacked on top of each other along the

z-coordinate of the rectangular simulation box. Both slabs had a similar

orientation, exposing the (0001) surface perpendicular to the z-axis. In

order to control the distance between the two slabs, and account for the

missing macroscopic continuation of the system, the molecules in one of

the outer layers in each slab were restrained in a harmonic potential act-

ing in the z direction. Periodic boundary conditions were applied along x,

y and z, and ∼10 nm of vacuum was added to the simulation box along

z, to minimize spurious interactions with periodic images. In order to

simulate friction measurements at constant sliding velocity, the centers

of mass of the two slabs were pulled in opposite directions along the x

direction, parallel to the surfaces. The harmonic potential in which the

centers of mass were pulled had a force constant of 104 kJ/mol/nm2. The

harmonic potential used to control the inter-layer distance, as well as the

applied load in the friction simulations, was applied to a single layer of wa-

ter molecules in each slab and had a force constant of 15 103 kJ/mol/nm2.

All quantities of interest were computed from system configurations saved

every 5 ps from 5 ns MD trajectories, after performing a single slab sim-

ulations for 5 ns to study the surface structural properties of ice. The

system is depicted in Figure 4.2.

The two ice slabs were initially well separated in the simulation box and

slowly brought in contact by a constant pulling velocity in the z direction

(v = 0.001 nm/ps). Once at a predefined distance, measured by the con-

strained layers, the z coordinates of these layers were fixed and pulling in

the x-direction could start. The effective load during sliding was then rep-

resented in terms of an average harmonic force acting on the constrained

layer perpendicular to the sliding direction and controlled by varying the

separation.

The TIP4P potential series [155, 160, 163, 164] were used to describe

atomistic interactions, andmolecular dynamics simulations and data anal-

ysis were carried out using the Gromacs (version 4.5.3) simulation pack-

age [167]. The Lennard-Jones and short-range electrostatic interactions
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Figure 4.2. System of two ice slabs separated by a liquid region (sliding interface) used
for friction studies. Harmonically restrained water molecules are repre-
sented by pink beads. Applied load is controlled through their separation
distance in z. Red arrows indicate the pulling direction along x. Published in
ref. [174]

.

were truncated at 0.9 nm, and an analytic correction to the dispersion

term was applied. The Particle-mesh Ewald (PME) scheme was used to

treat the long-range electrostatics. The equations of motion were inte-

grated with the Leapfrog algorithm using a 1 fs timestep. A Nosé-Hoover

thermostat with a 0.1 ps time constant was applied to the system.

The orientational order parameter proposed by Errington and Debenedetti

[175] was used to study the effect of premelting and friction on the ice sur-

faces. It is a measure of the local tetrahedrality around molecule i, defined

as:

qi = 1− 3

8

3∑
j=1

4∑
k=j+1

(
cosφijk +

1

3

)2

, (4.66)

where φijk is the angle between the oxygen atom of molecule i, and the

oxygen atoms on two of its neighbors, j and k. qi takes the value of 1 for

a perfect tetrahedral structure, and 0 for complete disorder. In practice,

the order parameter is about 0.95 in bulk ice and of the order 0.5− 0.85 in
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liquid water.
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5. Atomic level simulations of friction at
an ice-ice interface

Molecular dynamics simulations have long been applied to study non-

equilibrium atomistic processes such as friction. Atomistic mechanisms

of the frictional stick-slip behavior have been studied by several authors,

using various materials [176]. The behavior was observed while sliding a

Si tip on a Si(111) surface, a Cu tip on a Cu(100) surface as well as be-

tween two hydrogen-terminated diamond surfaces [176–179]. The study

of an adhesive contact formation during sliding and wear phenomena (re-

construction, material transfer) has been a matter of great interest and

various results have been reported in this area [177,180].

The simulations have been performed to demonstrate the energy dis-

sipation during sliding caused by the plastic deformation in the near-

surface regions. A typical ’plowing’ process was observed due to the dif-

ferences in the intermolecular forces of the sliding materials, which were

used in simulations [181]. Furthermore, the nanoscale roughness and its

role in calculated friction has also been addressed through the molecular

dynamics investigations [182].

The above discussion focuses on the studies of the frictional behavior on

dry surfaces. In this work, we present the MD simulations of friction of a

smooth ice-ice interface, which is determined by the lubricating effect of a

liquid-like premelt layer (completely separating the surfaces) between the

sliding ice sheets. So far, studies of lubricated sliding have been mainly

concentrated on the properties of the lubricant itself [183–185]. We study

the effect of the liquid-like premelt layer thickness on the resultant fric-

tional force. In general, increasing temperature or load leads to a thicker

lubricating layer and lower friction, while increasing the sliding velocity

increases friction due to viscous shear.
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5.1 Ice surface

Firstly, the nature of a free surface of ice, using the three dimensional

Mercedes-Benz (MB) model, was examined in order to establish the sur-

face premelting. The main advantage of the MB model, over other atom-

istically more accurate models, such as transferable intermolecular poten-

tial (TIP), simple point charge (SPC) and others, lies in its simplicity of de-

scribing water molecules. While the model follows the nature of freezing

and melting of water quite accurately (e.g. freezing into an open-packed

configuration at ambient temperature, increasing density upon melting

until the temperature of maximum density is reached) it does not follow

the dynamics of the surface structure in response to temperature change.
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Figure 5.1. Simulations of the ice surface with MB model of water at 270 K. Water
molecules in the last couple of layers were fixed during simulations. Cal-
culated density as a function of a crystal height.

Simulations showed that below the melting point, the crystal structure

remains perfectly ordered, however, as the temperature increases close to

the melting point evaporation of the surface molecules is observed (see

Fig. 5.1). The set of potential parameters were tuned with the purpose of
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weakening the interaction between molecules but this led to similar re-

sults and we concluded the MB model was unsuitable for surface studies.

The investigation to establish a good model of ice was continued by ex-

amining other, most popular, potentials for water. For comparison, we

used the SPC, TIP4P, TIP4P/2005 and TIP4P/Ice with melting tempera-

tures of 190 K, 232.0 K, 252.1 K and 272.2 K, respectively [8].
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Figure 5.2. Calculated order parameter for TIP4P, TIP4P/2005, TIP4P/Ice and SPC mod-
els of water below their melting temperatures.

Due to the differences in melting points, also the premelting temper-

atures (temperature at which the disordered layer thickness reaches 1

Å [8]) were seen to depend on the potential, but in all cases the thickness

of the premelted layer increases with temperature and typically stays in

a range of a few molecular layers in the simulations. The thickness of

the premelted layer observed in different experiments shows a wide vari-

ability, depending on measurement techniques used. However, values ob-

tained in our simulations, within the temperature range of 240 - 270 K, for

the basal plane of ice, are in a good agreement with the results reported by

Bluhm (photoelectron spectroscopy studies) and Conde (molecular dynam-

ics studies) [8, 99]. Figure 5.2 shows the order parameter, calculated as a

function of surface depth, for the SPC, TIP4P, TIP4P/2005 and TIP4P/Ice
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water potentials at temperatures below their melting points illustrating

the similarity in premelting behavior. The number density profiles calcu-

lated for the TIP4P/Ice system at minimum (230 K) and maximum (270

K) temperatures indicate a layered structure of the premelt (see Fig. 5.3).

Figure 5.3. Time-averaged number density map perpendicular to the ice-vacuum inter-
face, at a temperature of 230 K (a) and 270 K (b), illustrating the structural
difference between bulk ice and premelt layer at the surface. Lateral density
maps within the surface and bulk regions indicated in red are shown in Fig.
5.4. Published in ref. [174]

In addition, density profiles calculated separately for the bulk and the

surface layers, at 230 K and 270 K temperatures, show the difference

between the crystalline order and the surface disorder (see Fig. 5.4), more

pronounced close to the melting point (see Fig. 5.4 (b) and (d)).
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Figure 5.4. Time-averaged lateral number density maps within slabs of bulk ice at 230
K (a) and at 270 K (b), and within the surface premelt layer at 230 K (c)
and at 270 K (d). At 230 K, the surface (c) still exhibits lateral order similar
to that in bulk (a), whereas close to the melting point, the premelt layer is
quasi-liquid like (d), while the bulk is still solid ice (b). Published in ref. [174]

We chose TIP4P/Ice, which matches the experimental melting tempera-

ture [164], for further studies of friction and do not expect the results to

depend significantly on the flavor of the TIP4P model beyond the temper-

ature scale.

Since the premelting varies with the facet orientation of a crystal, due

to differences in packing densities, we compared the surface dynamics of

basal and prismatic faces. The surface simulations were performed for

each facet orientation separately at 270 K during the 10 ns simulation
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time. The calculated order parameter shows a clear difference between

progression of the surface disorder (see Fig. 5.5). The premelting estab-

lishes (liquid-like layer reaches its equilibrium thickness) faster when the

basal face is exposed to vacuum.
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Figure 5.5. Variation of the average local order parameter q along the cross-section of
a thin slab of TIP4P/Ice model for basal (top figure) and prismatic (bottom
figure) faces exposed to vacuum.
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5.2 Ice-ice surface

When the formation and growth of the liquid layer at the surface of ice is

greatly influenced by the temperature, then its frictional behavior is also

expected to be temperature dependent.
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Figure 5.6. Temperature dependence of frictional force, at constant sliding velocity v=4
nm/ns, in the repulsive load regime (separation distance 5.4 nm) (a). Calcu-
lated order parameter for each temperature, along the z-coordinate perpen-
dicular to the sliding direction (b). Published in ref. [174]
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Figure 5.6 (a) shows the temperature dependence of friction for a ”mod-

erate load” case. The lowering of friction as temperature rises can be un-

derstood in terms of increased lubrication. Generally, the molecules at the

interface will form hydrogen bonds between each other resisting sliding,

but in the premelt the molecules are less coordinated (q is lower, see Fig.

5.6 (b)) and so are also more weakly bound. The thickness of the premelt

layer increases with temperature resulting in better lubrication at the ice

- ice interface. Also, due to the increased thermal motion of the molecules

at higher temperatures, the average hydrogen bond strength effectively

weakens [72].
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Figure 5.7. Frictional force as a function of sliding velocity for different temperatures
with the distance between harmonic layers of ∼ 5.4 nm. Existing larger gap
between frictional forces from 250 to 255 K is due to the rapid increase of the
interfacial liquid layer thickness at that temperature interval. Snapshots of
the sliding interface and calculated order parameters for (a) v = 1 nm/ns, (b)
v = 5 nm/ns and (c) v = 10 nm/ns at 240 K. Published in ref. [174]

Similarly also the sliding velocity influences friction, since it is directly

related to the frictional heating and therefore plays significant role in the

resulting lubrication. At higher sliding velocities, more frictional heat is

generated, increasing the thickness of the interfacial water layer. During

sliding, frictional heating will locally raise the temperature at the contact
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layer. However, in order to separate the effects of heat and sliding velocity,

the temperature of the liquid layer was also kept approximately constant

with the thermostat during simulations. Friction is seen to increase lin-

early with increasing sliding velocity, which can be interpreted to be due

to viscous shear in the liquid layer between sliding surfaces.

Next, we examine the effect of load on friction. As the two ice slabs

are brought together, the thickness of the liquid layer between them de-

creases initially. This happens because when the ice sheets are far apart,

in the negative load regime, water molecules fill the small void between

the surfaces. As the slabs are pressed together, the liquid layer is at first

confined in a smaller space, increasing the density, until at a high load

the amount of liquid starts to increase due to pressure melting. At this

point the thickness of the liquid layer starts to increase again. Further-

more, the diffusion coefficient (computed using the Einstein relation) of

water molecules confined at the interface decreases with the slab separa-

tion (see Fig. 5.8)

Figure 5.8. Diffusion coefficient of water molecules confined between ice slabs, as a func-
tion of separation distance between harmonically restrained layers, with the
sliding velocity of 4 nm/ns, at temperatures of 230 K and 240 K. Published in
ref. [174]

The correspondence between effective load and slab separation is shown

in Figure 5.9. Also here, it is apparent that we cross from attractive
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regime (negative load) to repulsive regime (positive load) when the con-

straining force changes sign.
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Figure 5.9. Separation distance between harmonically restrained layers represented as
an effective normal force. Dashed lines separate positive (repulsion) and neg-
ative (attraction) load regimes. Published in ref. [174]
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Figure 5.10. Frictional force as a function of normalized separation distance between
harmonically restrained layers for different sliding velocities at 240 K.
Snapshots of the sliding interface and calculated order parameters for (a)
−0.63, (b) −0.14, and (c) 0.16 separation distances with sliding velocity of
v = 1 nm/ns. Published in ref. [174]

76



Atomic level simulations of friction at an ice-ice interface

����

���

���

����

����

���

�

	

�� 
 � �� �� 
 � ��� 
 � �

�
����

��� ��� ���

���
 ���� ���� ���� ���� ���� � ���
��������� 
 �!"����
����

�

���

����

����

#
��
�"
��
�
��

$
�
��
�

�%
&'
�
�
�'
�
�
� ���
(

���
(
���
(
���
(
���
(
���
(
�
�
(

Figure 5.11. Frictional force as a function of normalized separation distance between
harmonically restrained layers for different temperatures with sliding ve-
locity of v = 4 nm/ns. Snapshots of the sliding interface and calculated
order parameters for (a) −0.63, (b) −0.24, and (c) 0.16 separation distances
at 245 K. Published in ref. [174]

The effect of load on friction is shown in Figures 5.10 and 5.11 in tan-

dem with both the sliding velocity (see Fig. 5.10) and temperature (see

Fig. 5.11). In all cases, in the attractive regime, friction decreases weakly

as the slabs are brought closer. Near the crossover to the repulsive regime,

we see a rapid drop of friction followed again by fairly weak load depen-

dence in the repulsive regime. Finally, by transforming from separation

to load using the dependence of Fig. 5.9, we can calculate the coefficient

of friction. This is shown in Fig. 5.12 where the friction coefficient is seen

to decrease linearly with temperature and increase with velocity. The co-
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efficient is also found to decrease as the applied load increases (see Fig.

5.13), whereas the effect of adhesion is seen at lighter loads.

Figure 5.12. Coefficient of friction as a function of temperature and sliding velocity. Pub-
lished in ref. [174]
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Figure 5.13. Coefficient of friction as a function of separation distance between harmon-
ically restrained layers (applied load) at 240 K, 250 K, and 260 K temper-
atures. The coefficient increases rapidly around 5.6 - 5.5 nm separation
where the load goes from attractive to repulsive regime as the slabs are
pressed together. This can be explained by the attraction between interface
water molecules at smaller loads resisting sliding. Published in ref. [174]

5.3 Frictional heating

The mechanism of easy sliding on ice and snow has often been under-

stood in terms of a layer of water formed by pressure melting. This was

supported by the fact that generally the real area of contact between two

surfaces is only a small fraction of the apparent area, so the entire load

is carried by these minute contacts at the interface, greatly increasing

the pressure locally that can easily reach a value of the flow pressure of

a material [11, 27]. This situation is mostly seen in metals while with a

powder such as snow, which can pack down under applied load and shape

around the slider, the area of real contact is expected to be greater. Later,

experience showed that the pressure melting during sliding on ice and

snow (skating or skiing) is considerable only at temperatures close to the

melting point.

The development of heat at the sliding interface by friction is another
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phenomenon that can produce appreciable surface melting of ice. Sliding

friction is usually regarded to be the force acting in the opposite direction

of motion involving very complicated mechanisms of energy dissipation.

A simple assumption that friction arises from interlocking surface asper-

ities or interacting surface molecules does not provide a satisfactory de-

scription of how exactly do these interactions lead to energy dissipation

which is manifested as heat in the system. The mechanism is easy to ex-

plain in terms of plastic deformation and material damage, however in

cases where no plastic deformation and wear occurs the nature of energy

dissipation becomes obscure [186].

According to David Tabor [186], who summarized the fundamental con-

cepts of frictional heating for elastic and near elastic sliding, atoms at the

sliding interface are moved from their equilibrium position and therefore

reach an unstable arrangement. When they adapt a new equilibrium con-

figuration the strain energy releases in the form of atomic vibrations that

devolve to heat.

Simple calculations of the heat released at the interface when sliding

on ice, performed by Bowden and Hughes, showed surface temperature

increase from −20 to 0◦C. These calculations were carried out for real

macroscopic systems, but very often interfacial friction is modeled at the

atomic scale in order to find microscopic origins of this complex phenom-

ena [11]. Through such atomistic models friction is defined as the energy

’lost’ or in other words converted to heat while surfaces move across some

distance of atomic dimensions.

In our system, the heat that is possibly generated at the interface is

taken away from the system by the thermostat that is applied to all atoms

in order to simulate frictional steady state. The thermostat guarantees

oscillatory relaxation of the system to the target temperature while the

strength of coupling is controlled by the period of these oscillations. As a

first test different coupling times (periods) were applied.
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Figure 5.14. Frictional force as a function of temperature for different coupling times of
the Nose-Hoover.

Figure 5.14 shows almost no difference in calculated frictional force as

a function of temperature for different coupling times, therefore we used

0.1 ps in all cases.

Now, it is important to mention that such an artificial equilibration of

the system could lead to incorrect atomic trajectories and therefore de-

scription of the process. In order to check the validity of our results a

different approach of thermostatting the system was applied in the sim-

ulations. In particular, as a test, the thermostat was applied only to a

couple of layers, far away from the interface, in each slab. Calculated

dependences of the frictional force on temperature, sliding velocity and

applied load for both coupling schemes are illustrated in Fig. 5.15.
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Figure 5.15. Schematic presentation of the locally thermostatted system of two slabs of
ice in sliding contact. Comparison between frictional forces as a function of
temperature (left), sliding velocity (right) and applied load (middle) when
the system is locally and fully coupled to the thermostat.

No significant differences between results is either due to no frictional

heating in our system or can be also related to the size of our system being

small relative to the coupling strength of the thermostat. This means that

if the frictional heat is generated during sliding, heat transfer through the

system (from the interface to the thermostatted layer) establishes faster

than interfacial melting.

According to B. Persson [28], the temperature rise at the sliding inter-

face due to frictional heating is defined through the heat diffusion law as

follows:

�T = 2 J

λ

(
κ t

π

)1/2

(5.1)

where�T is the temperature increase at time t and J is the heat current
that flows into the contacting solids. The thermal diffusion coefficient κ is

defined as:

κ =
λ

ρCv
(5.2)

here λ is the thermal conductivity of a material, ρ the mass density, and
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Cv the heat capacitance.

In order to achieve steady sliding of surfaces with the shear stress of σk
required for sliding with the relative velocity of v, energy of v σk is nec-

essary. Now assuming that entire energy is converted into heat, and the

system of interest consists of two identical materials then by symmetry:

J1 = J2 =
v σk
2

(5.3)

Calculations performed for ice sliding against ice system for two differ-

ent values of the kinetic friction coefficient (μk = 0.02 corresponding to

sliding with a water film and μk = 0.3 sliding without a water film) which

is used to define the shear stress as:

σk = μk σ0 (5.4)

with a yield stress of σ0 = 0.4×108 N/m2, ρ = 1000 kg/m3, Cv = 2100 J/kg

K, and λ = 2.3W/m K, showed that the temperature raise at the junction

of 100 μm diameter for 1 m/s speed is 2 K for lubricated sliding and 30 K

in the absence of the liquid film.

Based on these calculations no significant temperature rise should be

expected in our system due to its nanoscale dimensions and the friction

regime that is always hydrodynamic. Calculation results of the average

velocity for each atomic layer in the system is shown in Fig. 5.16.
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Figure 5.16. Calculated average sliding velocity (averaged over 5000 ps simulation time)
of each atomic layer in the system while the thermostat is applied to the
entire system (a) and locally to couple of layers far away from the sliding
interface (b). Simulations were performed at 230 K temperature and for
maximum (v=10 nm/ns) and minimum (v=1 nm/ns) sliding velocities.

Firstly, coordinates of each atom were obtained and corresponding veloc-

ities calculated in every 1 ps. This was followed by calculating the average
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velocity of each monolayer in our system and then averaged over simula-

tion time. Analyses were performed for minimum and maximum sliding

velocities at 230 K and for both approaches of the temperature control.

Calculations showed no increase of the velocity and therefore tempera-

ture at the sliding interface.
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6. Friction of contaminated ice-ice
system

The coefficient of friction of ice during sliding is about one order of mag-

nitude lower than that of other solids, nevertheless it is not constant and

can be affected by many factors such as temperature, sliding velocity, and

applied load. Significance of ice surface premelting in friction was pointed

out in the previous chapters. Furthermore, a theoretical analysis by J.

Wettlaufer suggests that the premelted layer thickness can be extremely

sensitive to small impurity concentrations [187]. A number of recent ex-

periments clearly demonstrate the important role of surface contamina-

tion in enhancing the extent of premelting. A recent molecular dynam-

ics study further demonstrates how impurity ions at the ice surface can

reduce the inhibition of molecular vibrations at the surface and conse-

quently increase the thickness of the premelted layer [188]. Therefore, in

this chapter the effect of Na+ and Cl− ions on the surface premelting as

well as sliding friction will be discussed.
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6.1 Setup

The method of simulating contaminated ice friction is very similar to that

used in case of pure ice (see section 4.4). The MD simulations were per-

formed using the TIP4P/Ice potential with the Gromacs 4.5.3 software

package. The Lennard-Jones and electrostatic interactions were treated

similarly. The only difference is the introduction of an ion-ion and ion-

water interactions to the potential.

The potential parameters for water molecules, previously used for all

friction calculations, were adopted from the OPLS-AA force field included

in the software (σoxygen = 0.31668 nm and εoxygen = 0.8822 k J/mol). Pa-

rameterization of the Lennard-Jones interactions for sodium and chlo-

ride in combination with the force field has been developed by M. Pa-

tra and M. Karttunen and applied in our simulations (σCl = 0.4417 nm,

εCl = 0.4929 k J/mol and σNa = 0.333 nm and εNa = 0.0117 k J/mol).

Furthermore, the mean values of σ and ε were taken for ion-water inter-

actions (σO−Na = 0.3242 nm, and εO−Na = 0.0.0866 k J/mol, σO−Cl = 0.3785

nm and εO−Cl = 0.5653 k J/mol, σNa−Cl = 0.3874 nm and εNa−Cl = 0.0757

k J/mol).
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6.2 Friction simulations

Firstly, the surface premelting of an ice-NaCl system was studied and

compared with previously simulated pure ice premelting Fig. 6.1.
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Figure 6.1. Comparison between the order parameters calculated for pure ice and with
different ion concentrations (n) at temperatures 230 K, 250 K and 270 K.

89



Friction of contaminated ice-ice system

Analyses were carried out within the same temperature range of 230 -

270 K as previously and two different concentrations of Na+ and Cl− ions

placed at the same surface. As illustrated in Fig. 6.1 a noticeable differ-

ence in the surface ordering is seen only at higher impurity concentra-

tions and at around the melting temperature. This explains similarities

in calculated frictional forces for each system Fig. 6.2.
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Figure 6.2. Frictional force as a function of temperature, sliding velocity and load (sep-
aration distance) for pure ice and ice with different impurity ion concentra-
tions.

Next we studied the effect of ion distribution on the surface premelt-

ing, namely Na+ and Cl− ions were placed at the opposite surfaces of an

ice crystal (see Fig. 6.3 (b)). A phase transition between liquid and solid

states of water under applied electric field has been seen in a number of

computational and experimental studies. Mainly, crystallization of water

confined between two parallel plates due to electric field induced realign-

ment of the dipoles of water molecules has been reported [186, 189–191],

however recent studies showed that an electric field can be responsible for

the reversed process (ice melting) as well [192].
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(a)

(b)

Figure 6.3. Surface premelting for different ion distributions for simulation time of 9 ns.
(a) Ions distributed at the upper surface of ice and (b) Cl− distributed at the
upper surface and Na+ at the lower surface of ice. Number of sodium and
chloride is the same in both cases.

Comparisons made between the order parameters calculated for each

system and at different temperatures demonstrate that such a separated

distribution of the ions indeed lowers the melting temperature of ice (see

Fig. 6.4).
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Figure 6.4. Order parameter for pure ice, ice with different ion concentrations and dis-
tributions at temperatures 230 K, 250 K and 270 K.

In order to check how fast the system undergoes a phase transition from

solid to liquid state the order parameter after each nanosecond of the sim-

ulation was calculated. As can be seen in Fig. 6.5 the system reaches its

final liquid phase quite fast, after 1 ns.
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Figure 6.5. Progression of the surface premelting over simulation time of 9 ns for a sys-
tem with separated ion distribution at 270 K.

The concept of electromelting (an electric field induced melting) was fur-

ther examined by placing NaCl on both surfaces of ice to exclude the sup-

position that impurity concentration on both surfaces promotes melting

rather than an electric field.
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Figure 6.6. Progression of the surface premelting over simulation time of 9 ns for a sys-
tem with equal concentration of Na+ and Cl− ion on both surfaces.

Similarly to the pure ice simulations, dynamics of the surface melting

for contaminated ice remains stable after the first nanosecond of the sim-

ulation and no melting is seen at 270 K as illustrated in Fig. 6.6.

The long range interactions between positive and negative ions located

at the opposite surfaces could also be responsible for melting of ice due

to the interruption of the ordered hydrogen-bond network between water

molecules. Therefore, at the same time the system with harmonically

restrained surface ions was studied and compared with the behavior of

the system without any restraints (Fig. 6.7).
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Figure 6.7. Surface premelting of contaminated ice system with free (a) and harmoni-
cally restrained ions (b).

Since the results are similar for free and restrained ions, melting due
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to ion displacement throughout the system and resultant disruption of

hydrogen-bond network can be eliminated. Furthermore, the ion concen-

tration dependence on ice melting was studied (Fig. 6.6). As expected,

the melting temperature decreases as the concentration of impurity in-

creases. We chose the system of lowest concentration (n=10) of ions for

further studies of friction to be able to use wide range of other affecting

parameters such as temperature, sliding velocity and load.
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Figure 6.8. NaCl concentration dependence on the surface premelting of ice shown for
230K, 240K and 250K temperatures.

The frictional force for ice-NaCl system was calculated the same way as

for the pure ice (see chapter 4.4). Figures 6.9, 6.10, and 6.11 show the

frictional force as a function of temperature, sliding velocity and separa-

tion distance between harmonically restrained layers or in other words

applied load for the pure and contaminated ice systems.
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Figure 6.9. Frictional force as a function of temperature, at constant sliding velocity v=4
nm/ns, in repulsive load regime (separation distance 5.4 nm) for pure and
contaminated (separated ion distribution) ices. Calculated order parameter
perpendicular to the sliding direction at 230 K, 240 K, and 250 K for both
systems. Snapshots are taken at the end of each simulation for the contami-
nated ice system.

Figure 6.9 shows the lower sliding friction for ice-NaCl system at all

temperatures. This is due to the increased lubrication (indicated by the

calculated order parameters at 230K, 240K, and 250K temperatures) of

the interface when the ions are introduced in the system. Similar behav-

ior is seen in calculated frictional force for different sliding velocities and

separation distances (see Fig. 6.10 and Fig. 6.11).
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Figure 6.10. Velocity dependence of frictional force at 240 K, in repulsive load regime
(separation distance 5.4 nm) for pure and contaminated (separated ion dis-
tribution) ices. Calculated order parameter perpendicular to the sliding di-
rection for (a) v = 1 nm/ns, (b) v = 5 nm/ns, and (c) v = 10 nm/ns sliding
velocities. Snapshots are taken at the end of each simulation for the con-
taminated ice system.
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Figure 6.11. Frictional force dependence on separation between harmonically restrained
layers at constant temperature of 240 K and 4 nm/ns sliding velocity for
pure and contaminated (separated ion distribution) ices. Comparison be-
tween the order parameters for both systems calculated perpendicular to
the sliding direction at different d separations. Snapshots are taken at the
end of each simulation for the contaminated ice system.

Similar trends are shown in all cases, however the frictional force is

always lower for contaminated ice than that for the pure system which

can be explained by the strong influence of separated ion distribution on

surface melting of ice.
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7. Conclusions

Experimental studies have shown that generally friction on ice surfaces

is influenced by temperature, sliding velocity and applied load [11,14,17,

18, 128]. However, when comparing the presented simulations to experi-

ments, it should be noted that the simulated interfaces are atomistically

smooth and always separated by the liquid premelt layer. This suggests

we are simulating a hydrodynamic friction regime, where friction is due to

viscous shear of the liquid film, corresponding to experiments done close

to the melting point where thick premelt layers are expected.

Pure viscous shearing would imply a frictional force proportional to the

sliding velocity. However, the simulations show there is also a temper-

ature dependent static friction component - a minimum force needed to

move the ice sheets at low velocities, making the premelt act more like a

Bingham plastic [193] rather than a Newtonian liquid. Simulations were

also carried out with a constant sliding force, chosen to be lower than the

minimum force calculated from constant velocity simulations, verifying

that a finite force is necessary to initiate sliding. This is explained by the

tendency of the interface liquid layer to solidify between the ice sheets.

The lower the temperature, the stronger the pulling force needs to be to

prevent the system from freezing to a single piece of solid ice.

Experimentally, friction between ice surfaces decreases with increasing

sliding velocity due to increased frictional heating and thicker liquid layer

at the interface. However, close to the melting point, the coefficient of

friction becomes proportional to v
1
2 [18] once the interface is completely

covered in liquid and viscous shear becomes dominant. For temperatures

close to the melting point our simulations show a similar dependence (the

relative root mean square error and the correlation coefficient is 0.07 and

0.1, respectively) of the frictional force on sliding velocity. At low temper-

atures the difference between experimental and simulation results can be
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understood to be due to the surface roughness present in experimental

systems, missing from the simulations.

Ice friction experiments performed at the macroscopic scale show a de-

crease in the friction coefficient with increasing normal load, with a con-

siderable difference between results depending on the material sliding

over ice surface as well as temperature and velocity [11, 14, 15, 17, 18].

Similar trends are also seen in the simulations which also show a de-

crease in the frictional force with increasing load, although in all cases

(regardless of temperature or sliding velocity) the dependence becomes

less pronounced as the load increases.

The molecular dynamics simulations have been usually applied to stud-

ies of the properties of ice, such as cutting ice with a nanowire using

the Mercedes-Benz model of water [194] or investigations of the surface

premelting of ice using TIP-like models [3, 6, 8, 103]. However, its fric-

tional properties have been mostly addressed experimentally. This work

presents the study of the ice friction from a molecular dynamics approach.

The ice friction model discussed in this research, as well as the findings,

can be applied to many other tribology systems (e.g. ice-polymer, ice-

metal). Furthermore, the effect of material properties like roughness, can

be introduced in the system for investigating different friction regimes.
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