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interconnect wire models in a circuit design 
with smaller representations, resulting in a 
reduced circuit model that is easier and 
faster to simulate. 
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Abstract 
 With advancing technology of integrated circuits, the interconnects and their non-ideal 

parasitics between active elements play an increasingly important role for the signal behavior. 
In a typical design flow, extraction tools are often used to generate a circuit netlist from the 
original chip topology for post-layout verification simulations. To reach desired accuracy, the 
interconnects and their parasitics need to be modeled with high precision that generates huge 
RLCK netlists, which in turn poses significant run-time and memory problems for the design 
process. One avenue to speed up the verification step is to apply model-order reduction (MOR) 
algorithms to the extracted netlists attempting to model the system with a reduced-size 
representation. 

 This thesis details the research of partitioning and macromodel-based MOR approach for 
linear RLCK circuits. Using partitioning in MOR to first divide the circuit into smaller 
subcircuits makes it possible to use low-order approximations per each partition and still 
retain a good overall approximation accuracy for the total reduced circuit, when the 
individually reduced partitions are recombined. This use of low-order approximations in turn 
guarantees numerical stability and allows the approximations to be matched with relatively 
simple positive-valued RLCK macromodels, resulting in a realizable RLCK-in–RLCK-out 
reduction. 

 Partitioning is known to provide the MOR also many other benefits, such as block-level 
sparsity, facilitated terminal node handling, reduced computational memory demands, and an 
option for natural parallel processing. Thanks to the many desirable features provided, this 
thesis aims to show that the presented MOR approach is highly efficient and well comparable 
to previously published MOR methods, especially in the case of typical interconnect RLCK 
circuits. 

 The publications of this thesis first discuss the development of efficient RC and RL MOR  
methods, and the hierarchical approach to MOR offered by partitioning. Then, an RLC MOR 
method, PartMOR, using the same approach is presented. The latter four publications of this 
thesis focus on refining the presented methods and solving common difficulties in MOR:  
Singularity-generating structures in the original circuit can be avoided by isolating such 
structures with partitioning. Dense coupling of mutual inductances and capacitances between 
interconnects can be reduced with partitioning and a two-stage approximation. Finally, 
combining the presented methods together results in a complete RLCK-in–RLCK-out MOR 
algorithm package. 
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Tiivistelmä 
 Mikropiiriteknologian kehityksen myötä liitosjohtojen epäideaalisten ilmiöiden vaikutukset 

ovat nousseet signaalinkulun kannalta yhä tärkeämmäksi tekijäksi. Jotta piirien simulaatioissa 
päästäisiin vaadittuun realistisuuteen, on näitä epäideaalisuuksia mallinnettava suurella 
tarkkuudella, mikä voi tuottaa helposti tuloksenaan valtavia RLCK-piirikuvauksia. Mallien 
suuri koko puolestaan aiheuttaa simulaatioihin numeerisia ongelmia. Eräs keino helpottaa 
ongelmaa on käyttää malliredusointia, joka pyrkii approksimoimaan alkuperäistä kuvausta 
toisella, pienemmällä mallilla. 
  Tämä väitöskirja esittelee malliredusointiin soveltuvan algoritmikokoelman tutkimus- ja 
kehitystyön, jonka kantavana ideana on hyödyntää piirijakoa ja makromalleja. Käyttämällä 
piirijakoa alkuperäinen piiriongelma voidaan jakaa pienempiin osiin. Tämä mahdollistaa 
piirijakojen approksimoinnin matalan asteluvun malleilla, jotka säilyttävät silti riittävän 
approksimaatiotarkkuuden, kun kyseiset mallit yhdistetään redusoinnin lopuksi takaisin 
yhdeksi kokonaisuudeksi. Matalan asteluvun mallien käyttäminen puolestaan takaa redusoin-
nin numeerisen stabiiliuden ja mahdollistaa mallien esittämisen positiivisarvoisilla RLCK-
makromalleilla. Näin malliredusointivuo pystyy tuottamaan tavallisilla piirielementeillä 
realisoitavia malleja ja varmistaa siten redusointitulosten helpon jatkokäytön. 

 Piirijako auttaa malliredusointia tutkitusti monin tavoin, kuten tuottamalla lohkotasolla 
harvoja matriiseja, helpottamalla moniporttisten piirien redusointia, vähentämällä muistin-
kulutusta ja tarjoamalla luonnollisen keinon rinnakkaisprosessoinnille. Tämä väitöskirja 
pyrkii osoittamaan, että esitetty piirijakoon ja makromalleihin pohjautuva lähestymistapa 
malliredusointiin on tehokas ja vertailukelpoinen vaihtoehto aiemmin julkaistuihin redusoin-
timenetelmiin verrattuna — erityisesti liitinjohtotyyppisten RLCK-piirien tapauksessa. 
  Työn ensimmäiset julkaisut käsittelevät tehokkaiden RC- ja RL-redusointimenetelmien 
tutkimusta ja kehitystä, sekä piirijaon mahdollistamaa hierarkista lähestymistapaa mallire-
dusointiin. Tämän jälkeen esitellään yleisempään RLC-redusointiin sopiva menetelmä, 
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rakenteet voidaan eristää redusoinnista piirijaon avulla. Tiheät kapasitiiviset ja induktiiviset 
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Symbols

0 zero matrix

A system or generic matrix

Ã reduced order A

B MNA matrix containing current variables for KCL equations

B1 non-zero submatrix of B

B̃ B after congruence transformation

B̃1 B1 after congruence transformation

b vector containing inputs, e.g., voltages

b̃ reduced order b

C capacitance

C MNA matrix containing capacitance and inductance stamps

C11 MNA submatrix containing capacitance stamps

C̃ C after congruence transformation

C̃11 C11 after SPRIM reduction

CK total node capacitance, sum of ciK
ciK i:th capacitance branch connected to node K

c′ij approximating capacitance for node K between nodes i and j

G conductance

G MNA matrix containing conductance stamps and current vari-

ables

G11 MNA submatrix containing conductance stamps

G12 MNA submatrix containing KCL current stamps

G21 MNA submatrix containing KCL current stamps

G̃ G after congruence transformation

G̃11 G11 after congruence transformation

G̃12 G12 after congruence transformation

G̃21 G21 after congruence transformation

GK node conductance, sum of giK
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Symbols

giK i:th conductance branch connected to node N

g′ij approximating conductance for node K between nodes i and j

H MNA matrix containing inductance stamps

I identity matrix

Ia,b current running in branch between nodes a and b

Iin current entering a branch

Iout current exiting a branch

iN vector containing MNA port currents

i index or current

j index variable

K number of partitions between the terminal ports or the central

node to be eliminated in TICER

k index variable

L selector matrix

L22 MNA submatrix of C containing inductance stamps

L̃22 L22 after congruence transformation

L inductance

L̃ L after congruence transformation

Mi ith block moment of Y

MΣ total (approximated) mutual inductance between two branches

mij
n (i, j):th element of the nth block moment

N MNA matrix containing conductance stamps

N number of ports in a circuit, also the dimension of the block moment

n dimension of a matrix

ne number of external nodes

ne,p number of external nodes in a partition

ni number of internal nodes

nL number of inductances

p number of partitions

Q MNA matrix containing capacitance stamps

q order of reduction

qp order of one y-parameter element

qred total order of a cascaded (reduced) circuit system

R resistance

TK node time constant

Uk voltage of port k

Ua,b voltage between nodes a and b

uN vector containing MNA port voltages
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Symbols

v vector containing node voltages

X n× q matrix obtained from block Arnoldi iteration

X1 (ni + ne)× q submatrix of X

X2 nL × q submatrix of X

X̃ n× 2q projection matrix used by SPRIM

x vector containing unknown variables, e.g. voltages

x̃ reduced order x

xn vector containing MNA node voltages and currents

Y admittance matrix

Y(s) Y-parameter matrix in Laplace form

yij (i, j):th element of the Y matrix

yijk (i, j):th element of the Y matrix of the kth cascaded block

yAk yAk =y
11
k +y12k , an admittance element

yBk yBk =y
22
k +y12k , an admittance element

α number of elements or number of mutual inductances

β number of self inductances

Γ nodal analysis matrix containing stamps for inductances

γ number of self inductances

δ number of resistances

ζ number of resistances
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Abbreviations

APLAC an object oriented analog circuit simulator and design tool

(originally Analysis Program for Linear Active Circuits)

BVOR a block-structure-preserving MOR method

BSMOR a block-structure-preserving MOR method

CPU central processing unit

DC direct current

EDA electronic design automation

hiePrimor a partitioning-based Krylov-subspace RLC MOR

method

HiPRIME hierarchical and passivity reserved interconnect

macromodeling engine for RLKC power delivery

hMETIS a software package for manipulating hypergraphs

IC integrated circuit

KCL Kirchhoff ’s current law

MATLAB matrix laboratory, a programmable numerical calculation

environment

METIS a software package for manipulating graphs

MNA modified nodal analysis

MOR model-order reduction

NA nodal analysis

PartMOR a partitioning and macromodel-based RLC MOR method

POD proper orthogonal decomposition

PRIMA passive reduced-order interconnect macromodeling algo-

rithm

PVL Padé via Lanczos

PWL piecewise-linear

ReduceR efficient reduction of resistor networks

RLCSYN RLC equivalent circuit synthesis for structure-preserved
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Abbreviations

reduced order model of interconnect

ROM reduced-order model

SparceRC a partitioning-based RC MOR method

SPICE simulation program with integrated circuit emphasis

SPRIM structure-preserving reduced-order interconnect macro-

modeling

TBR truncated balanced realization

TICER time constant equilibration reduction

VCCS voltage-controlled current source
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1. Introduction

1.1 MOR in general

When studying a phenomenon in a mathematically rigorous fashion, it

is often useful to formulate a descriptory model to capture some key fea-

tures of the system under study. Once this is done, the phenomenon may

be observed in a controlled environment by virtual simulations, typically

using a computer. However, in the case where the phenomenon is very

complex, and accurate representation is required, the describing model

may become too heavy to simulate in a reasonable time.

The idea of model-order reduction (MOR) is to simplify the original accu-

rate models by approximating the model with another simpler model. In

the best case, the reduced-order model (ROM) is of small size compared to

the original but retains those characteristics of the original model that are

most important to the user and still describes the original phenomenon

with sufficient accuracy. In practice, the reduction process generates some

error in a trade-off for a smaller, lighter system.

As a field of science, MOR is relatively young, but its applications are

wide and interdisciplinary. In circuit design, one typical application of

MOR is in the verification simulation step of large integrated circuit (IC)

designs.

1.2 MOR in circuit design

With advancing IC technology, the level of miniaturization (Fig. 1.1) is

constantly increasing. To verify that the result of the IC design process

works as expected, the behavior of the physical circuit model is simulated

as a computational model before actual production. This is important
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Figure 1.1. Size of circuit features in typical integrated circuits. ICs are typically placed
on circuit boards (left figure) in the size range of ten centimeters. The di-
mensions of a typical IC are around a few centimeters (center figure). The
minimum line widths of individual features in ICs (left figure) are currently
well below 1 μm. With future technologies and advancing miniaturization,
the dimensions are expected to decrease further. Left image: screen capture
from KiCad EDA Software, center and right images: [1, 2]

because at the scale of microchips, various new interaction phenomena

arising from the physical circuit layout need to be taken into account in

the circuit design, such as signal delay and crosstalk in the connection

lines between the active elements of the circuit. These non-ideal para-

sitics are typically added to the original circuit design by using an extrac-

tion tool to generate a per-unit-length-type RLCK circuit (a circuit con-

taining resistances, inductances, capacitances, and mutual inductances)

representation for the physical circuit board design. Depending on the

level of precision and the connectivity in the circuit, the extraction gen-

erates thousands to millions of circuit elements that need to be added to

the original designer-created circuit description (Fig. 1.2). This puts a

heavy additional demand on the CPU and memory requirements for the

verification simulation.

One solution to this problem is to use MOR. By accepting an error mar-

gin to the extracted RLCK model, the model is approximated such that

only the most important characteristics of the parasitic phenomena are

included in the model simulations, and less important factors are left out

(Figs. 1.2 and 1.3). This simplifies the RLCKmodel to a more manageable

size and speeds up the simulation considerably.

The reduction in system size is possible, in principle, because not all

of the individual system characteristics generated by, e.g., the per-unit-

length-type discretizations are typically of vital interest. For example, in

a transmission line discretization — a non-ideal model of a short circuit —
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Figure 1.2. Parasitic elements and MOR. (a) Ideal design of a (part of a) circuit. (b)
Non-ideal parasitic phenomena need to be taken into account when design-
ing circuits with small physical size. This turns, e.g., short circuits between
devices into lossy transmission lines. (c) In order to verify that the circuit
works as intended, a typical approach is then to generate a per-unit-length-
type discretization of the model for simulation purposes. (d) MOR can be
used to approximate this discretization, resulting in a simpler model (shown
as generic boxes) that focuses on the critical characteristics of the original
model.
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Figure 1.3. The concept of MOR: the RLCK circuit is approximated with a smaller model.
This speeds up the simulation but generates error. Connections to other (e.g.,
nonlinear) parts of the circuit design are not affected.

the individual nodal voltages along the transmission line are reduceable,

because a user is typically interested mainly in the input–output behavior

of the model, i.e., of the voltages at the ends of the transmission line. Now,

a simpler model can be devised by exploiting the idea that the model needs

to provide only the relation between the two voltages.

This can be further illustrated in system-matrix terms, where the origi-

nal system Ax = b is reduced to Ãx̃ = b̃. If the reduced system-variable

vector x̃ contains only the unknowns for input and output ports, also the

size of Ã and b̃ can be reduced considerably, because the size of Ã is

quadratically dependent on x̃ (for minimum well-defined systems).

1.3 A short review of the MOR development in circuit theory

This sections gives a brief desciption of the development of MOR methods

in circuit theory. A more detailed discussion on the topic can be found in

one of the textbooks, e.g., [3, 4].

A typical target circuit for MOR is a linear RC circuit extraction of on-

chip wiring [5]. More modern extraction tools (e.g., [6]) can also generate

RLCK circuits, where the inductive effect is included in the circuit model.

Thus, traditional MOR methods have been aimed mostly at the reduction

of linear frequency independent RC and (more recently) RLCK circuits.

With advancing technology, to achieve even more accurate verification

simulations of the IC designs, the circuit models may need to be mod-
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eled as frequency dependent R(f)L(f)C(f)K(f) circuits [5]. Similarly,

the development of MOR methods has to answer the problems generated

by these representations. This is the specialized field of parameterized

MOR (e.g., [7, 8]), which aims to create ROMs that can have multiple vari-

able parameters. At the moment, however, even the more straightforward

MOR of RLCK (or RC) circuits has still many open questions needing im-

provement in order to be used as a reliable and efficient tool in industrial

scale circuit problems. To this end, the focus of this thesis is on the MOR

of linear RLCK circuits.

Starting from the success of the asymptotic waveform evaluation (AWE)

[9] in 1990, a large number of projection-based MOR methods have been

proposed for the reduction of linear circuit systems. The AWE algorithm

used the concept of moments to measure the accuracy of the reduced sys-

tem compared to the original one. In essence, the method attempted to

match a number of moments of the original system by using a Padé-like

approximation resulting in a reduced-order model. However, the direct

matching of high-order moments was shown to cause numerical unsta-

bility problems, and improvements to AWE were needed. An answer to

overcome the unstability problem was to use implicit moment matching.

The idea here was to project the original moment space onto an orthonor-

mal Krylov subspace. The first such attempt was to use the Pade via

Lanczos (PVL) [10] (1995) method, where the Lanczos process is used to

generate the Krylov subspace. This approach was further extended, e.g.,

in [11, 12]. An alternative to the Lanczos was to use the Arnoldi pro-

cess to generate the subspace [13]. Later, the Arnoldi process was used

also in the passive reduced-order interconnect macromodeling algorithm

(PRIMA) [14] (1998). Here, by using the Krylov-subspace vectors to obtain

a projector matrix, a congruence transformation is used on the original

system, which leads to a provably passive reduced-order model. The easy

implementation and guaranteed passivity properties soon made PRIMA

the typical general-purpose MOR method of choice. An important im-

provement to PRIMA was made in structure-preserving reduced-order in-

terconnect macromodeling (SPRIM) [15] (2004) and second-order Arnoldi

method for passive order reduction of RCS circuits (SAPOR) [16] (2004) by

adding a structure-preserving feature to the process, thus also preserving

the reciprocity of the system.

A different approach to MOR is by means of local nodal elimination.

This was explored, e.g., in time constant equilibration reduction (TICER)
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[18, 19] (1999) for RC circuits, which was extended to general RLC circuits

in [20] (2003). The idea here is to locate those nodes in a circuit that con-

tribute least to the input–output-behavior, approximate the local impact

of the said nodes to neighboring nodes with low-order macromodels, and

then remove the nodes. This allows the MOR to operate relatively locally,

such that small reductions can be typically made to even those circuits

that are difficult to reduce with other MOR methods. A more general idea

of node reduction, using the Y –Δ transformation, was presented in [21]

(2003).

A third major branch of MOR is to use control theory-based truncated

balanced realization (TBR) methods, where the weaker state variables are

truncated to achieve the reduced models [22]–[29] (starting from 1981).

The fourth approach to MOR is to use partitioning in the reduction pro-

cess, which is the main topic of this thesis. This means dividing the orig-

inal circuit into subcircuits or system matrices into submatrices and re-

ducing each subcircuit/submatrix at a time. Partitioning in itself does not

reduce the size of the system, which means that one of the above three

other approaches must be used in conjuction with partitioning. However,

by using partitioning in addition to otherwise limited MORmethods (such

as low-order direct moment matching), the combined MOR method can

overcome the shortcomings of the original approach.

The idea of using partitioning in MOR is not new. The first partition-

ing and macromodeling -based RC MOR method was presented by Liao

and Dai in [30] (1995) with detailed algorithms for circuit partitioning

and approximation by two possible macromodels. Another partitioning

and macromodeling-based RC MOR method was presented in [31] (1999),

where a single macromodel of second order was used. In ReduceR [32]

(2010), the partitioning was done by matrix reorderings on a resistor net-

work such that the partitions were replaced with single resistances. In

this thesis, the partitioning-based MOR approach is discussed for the

most part in conjunction with the direct macromodeling-based approxi-

mation approach similar to the original method by Liao and Dai. Other

published partitioning-based MOR methods are, e.g.: partitioning and

Krylov-subspace-based RLCMORmethods HiPRIME [33] (2002), BSMOR

[34] (2005), hiePrimor [35] (2009), and BVOR [36] (2010). Most recently, a

partitioning-based RC MOR method SparseRC [37] (2011) was presented,

employing a sophisticated partitioning algorithm, extendedmoment match-

ing projection, and using RLCSYN [38] to realize the ROM.
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The above MOR approaches are applicable for linear circuit systems, as

noted earlier. For the remainder of this thesis, it is further assumed that

the circuits to be reduced are either strictly linear circuits or linear parts

of nonlinear circuits that can be reduced separately with partitioning.

MOR methods applicable directly to nonlinear problems also exist, where

the reduceable part may contain also, e.g., diodes. Well-known MOR

approaches aimed at these problems include proper orthogonal decom-

position (POD) based methods and piece-wise linearization (PWL) based

methods (e.g., [39] and [40], respectively).
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2. Formulation of circuit equations

This section describes how a linear circuit network is typically repre-

sented as a system of equations. There are many systematic ways to

formulate the circuit equations [41], e.g., nodal, loop, and cutset analy-

sis, but the most common approach is to use the modified nodal analysis

(MNA) [42].

The nodal analysis (NA) equations result from using Kirchhoff ’s current

law (KCL) and branch constitutive equations between the nodes. Kirch-

hoff ’s current law states that the algebraic sum of all the currents incident

at each node (i.e., coming from incident branches) is zero: Σi = 0. If a cur-

rent i in a branch flows towards a node, it is positive, and negative if it

flows away from the node (and zero, if the branch is not incident to the

node). The lumped circuit elements in a circuit network can then be mod-

eled using Ohm’s law for each branch connected to a node: e.g., i = v/R or

i = dq(v)
dt = C dv

dt , where v and q are the voltage and charge of a given node,

R is the resistance and C is the capacitance of the branch, respectively.

However, NA formulation can not be directly applied to circuit elements

that can not be expressed in admittance form (i = x · v), such as voltage

sources or inductances. To this end, the MNA formulation extends the

NA formulation by representing these elements using additional current

variables. Thus, MNA formulation can be used to describe any circuit

system in a systematic way.

In MOR, a convenient circuit representation concept is the use of admit-

tance or impedance parameters. The idea here is to consider the circuit

as an N -port (system with N external port nodes) and describe the total

admittance or impedance between the port nodes, only. The aim of typical

MOR methods is then to try to keep the admittance or impedance param-

eters the same before and after circuit reduction, while the overall circuit

equation system may be greatly altered.
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To obtain the admittance or impedance parameters for the N -port, the

circuit is excited with voltage or current sources placed at the port nodes.

These new sources are used to generate the admittance or impedance

parameters, only, and are not left in the final reduced circuit. Since

the reduction algorithms discussed in this thesis consider only the linear

(RLCK) parts of the circuit, the original circuit may contain any combina-

tion of original voltage and/or current sources. The original sources are

left out from the MOR and returned to the (ports of the) reduced circuit in

the final steps of the MOR process.

It is worth noticing that the calculation of these parameters results in

a set of slightly different circuit equations depending on the excitation.

The differences are important for MORmethods because they translate to

different matrix structures, which in turn may be an asset or a hindrance

to the MOR method. Depending on the circuit topology, these may also

have implications for system stability [PV].

2.1 Voltage excitation and y-parameters

Figure 2.1. Construction of the MNA matrices for y-parameters from a two-port RLC
circuit example.

The admittance parameters (y-parameters) are derived by using voltage

sources at the input and output ports to excite the circuit, as shown in

Fig. 2.1. The time-domain MNA circuit equations for a linear N -port RLC
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circuit can be expressed as [14]⎧⎪⎪⎨
⎪⎪⎩
C
dxn(t)
dt

= −Gxn(t) +BuN (t),

iN (t) = LTxn(t),

(2.1)

where C and G are the susceptance and conductance matrices, respec-

tively, and xn, uN , and iN denote the MNA variables (nodal voltages and

branch currents of inductances and voltage sources), port voltages, and

port currents, respectively. Here, B = L is a selector matrix consisting of

ones, minus ones, and zeros.

The matrices C and G are positive semidefinite and have a structure:

C ≡
⎡
⎣ Q 0

0 H

⎤
⎦ , G ≡

⎡
⎣ N E

−ET 0

⎤
⎦ , xn ≡

⎡
⎣ v

i

⎤
⎦ , (2.2)

where Q, H, and N, are the matrices containing the stamps for capaci-

tances, inductances, and resistances, respectively; E consists of ones, mi-

nus ones, and zeros, which represent the additional incidence stamps for

branch currents and nodal voltages generated for the MNA equations;

and the vector xn contains the nodal voltages, v, and branch currents, i,

for inductances and voltage sources. For RLC circuits, the dimension of

the C andG matrix is thus n× n, with n = ni + ne + nL +N , where ni, ne,

nL, and N are the number of internal nodes, external nodes, inductances,

and ports, respectively (typically, N = ne, when ports are between a node

and ground). By taking the Laplace transformation of (2.1), solving for

the port currents, and defining

A ≡ −G−1C, R ≡ G−1B, (2.3)

the y-parameter matrix can be written as

Y(s) = LT(I− sA)−1R, (2.4)

where I is the n×n identity matrix. The term (I− sA)−1 can be expanded

into a Neumann series to obtain the block moments of the y-parameters

Y(s) =M0 +M1s+M2s
2 + · · · , (2.5)

where

Mi = LTAiR, (2.6)

having the dimension N × N . Note that the DC behavior is given by

Y(0) =M0.
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Figure 2.2. Construction of the MNA matrices for z-parameters from a two-port RLC
circuit example.

2.2 Current excitation and z-parameters

The impedance parameters (z-parameters) are derived by using current

sources at the ports to excite the circuit, as shown in Fig. 2.2. In a similar

fashion as in the derivation of y-parameters in the previous section, the

MNA equations for a linear N -port RLC circuit can be expressed:⎧⎪⎪⎨
⎪⎪⎩
C
dxn(t)
dt

= −Gxn(t) +BiN (t),

uN (t) = LTxn(t),

(2.7)

where C and G are the susceptance and conductance matrices, respec-

tively; xn, uN , and iN denote the MNA variables (nodal voltages, v, and

branch currents of inductances i), port voltages, and port currents, respec-

tively; matrix B = L is a selector matrix consisting of ones, minus ones,

and zeros; and the vector xn contains the nodal voltages, v, and branch

currents, i, for inductances. For RLC circuits, the dimension of the C and

G matrix is thus n× n, with n = ni + ne + nL.

Taking the Laplace transformation of (2.7) and solving for the port volt-

ages, the z-parameter matrix is given as

Z(s) = LT(G+ sC)−1B. (2.8)

This can be expanded to a series similarly to (2.5) in order to obtain the

block moments for Z(s).
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Noting that the matrices have a block structure,
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

⎛
⎝s

⎡
⎣ C11 0

0 L22

⎤
⎦+

⎡
⎣ G11 GT

12

−G21 0

⎤
⎦
⎞
⎠
⎡
⎣ v(s)

i(s)

⎤
⎦ =

⎡
⎣ B1

0

⎤
⎦ iN (s),

uN (s) =
[
BT

1 0T
] ⎡⎣ v(s)

i(s)

⎤
⎦ ,

(2.9)

and eliminating the branch currents, the system (2.7) can also be ex-

pressed in the second-order form (noting that G21 = G12):

⇒
⎧⎪⎨
⎪⎩

(sC11 +G11 +
1

s
GT

12L
−1
22G12)v(s) = B1iN (s),

uN (s) = BT
1 v(s),

(2.10)

⇒
⎧⎪⎨
⎪⎩

(sC11 +G11 +
1

s
Γ)v(s) = B1iN (s),

uN (s) = BT
1 v(s),

(2.11)

where Γ ≡ GT
12L

−1
22G12. Similarly, the z-parameters can be expressed us-

ing the second-order form as

Z(s) = BT
1 (sC11 +G11 +

1

s
GT

12L
−1
22G12)

−1B1. (2.12)
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3. Conventional MOR approaches

This section describes two projection-based MOR methods, PRIMA and

SPRIM, and a nodal elimination-based method TICER in more detail.

These methods have been used for comparison purposes in the publica-

tions of this thesis.

3.1 Krylov subspace approach

The objective of MOR is to present the system matrices in a smaller form.

In projection-based methods, this is done by projecting the system equa-

tions onto a smaller subspace that spans the same space as the block mo-

ments of the original system, thus reducing the dimension of the system.

The passive reduced-order interconnect macromodeling algorithm

(PRIMA) [14] is a classical example of Krylov subspace-based MOR. The

method uses the block-Arnoldi iteration as a numerically stable method

for generating the Krylov subspace. The generated orthonormal projec-

tion matrix X satisfies the following for the y-parameter circuit equation

formulation:

colsp(R,AR,A2R, ...,AkR) = Kr(A,R, q), (3.1)

where A and R are defined as (2.3), and

colsp(X) = Kr(A,R, q), k = �q/N�. (3.2)

Here, the order of reduction q = N × k is the size of the reduced state

vector, and k is the number of the block moments matched in the Krylov

subspace.

The projection matrix is then used to perform a congruence transforma-

tion on the original system matrices of (2.1). This transforms the original
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circuit equation matrices into smaller, reduced matrices:

C̃ = XTCX, G̃ = XTGX,

B̃ = XTB.
(3.3)

The structure-preserving reduced-order interconnect macromodeling

(SPRIM) [15] improves the PRIMA method by preserving the block struc-

ture of the original matrices in the reduced matrices. To do this, SPRIM

uses z-parameter formulation (2.7) for the circuit equations (in order to

have a simpler matrix structure to start with). After constructing the

projection matrix X similar to PRIMA, SPRIM partitions the matrix into

two parts and a new projection matrix, X̃, is formed, following the block-

structure of (2.9):

X =

⎡
⎣ X1

X2

⎤
⎦→ X̃ =

⎡
⎣ X1 0

0 X2

⎤
⎦ . (3.4)

The system matrices are reduced with congruence transformations, now

resulting in
C̃11 = XT

1C11X1, L̃22 = XT
2 L22X2,

G̃11 = XT
1G11X1, G̃12 = XT

2G12X1,

B̃1 = XT
1B1.

(3.5)

The reduced-order model Z̃(s) is in second-order form (2.12)

Z̃(s) = B̃T
1 (sC̃11 + G̃11 +

1

s
G̃T

12L̃
−1
22 G̃12)

−1B̃1. (3.6)

SPRIM matches even twice as many moments as PRIMA with approxi-

mately the same computational work [15]. However, the most important

benefit of SPRIM is that it preserves also the reciprocity of the original

RLCK circuit. This makes it possible to synthesize the ROM as an RLC

circuit using RLCSYN [38].

3.2 Nodal elimination approach

The idea of nodal elimination inMOR is to apply MOR at a very local level:

one node is considered at a time, and it’s impact to the overall behavior of

the circuit is analyzed. The node under inspection is then removed from

the circuit, and new elements are generated between neighboring nodes

to offset the removal of the node.

The time constant equilibration reduction (TICER) [18] is a locally oper-

ating nodal elimination-based RC MOR method. The method is based on

the assumption that a node with a small time constant, TK , is regarded

32



Conventional MOR approaches

as a less important node in computing propagation delays — and thus

transient behavior — and can be removed. The elements connected to

this node are also removed, and new elements are added to the neighbor-

ing nodes to maintain approximately the same electrical characteristics

of the circuit.

Figure 3.1 presents the rules for generating new elements for each elim-

inated node. The element values are obtained by approximating the con-

tribution of the two branches iK and jK by the first two terms of the

expanded power series, and approximating that |sCK | � |GK |, where

GK =
∑n−1

i=0 giK and CK =
∑n−1

i=0 ciK and n is the number of branches

connected to node K.

To eliminate a node K from a circuit, first all resistances and capaci-

tances connecting other nodes to K are removed. Then, if nodes i and j

were connected to K through conductances giK and gjK , a conductance

giKgjK/GK is inserted from i to j. If node i had a capacitance ciK to K

and node j a conductance gjK to K, a capacitance ciKgjK/GK is inserted

between i and j, instead. Similar equations can also be constructed if

|sCK | � |GK |, but this is a rare case in most typical interconnect circuit

applications.

Figure 3.1. Rules for eliminating a node in TICER.
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4. Partitioning and macromodeling
-based MOR

This chapter introduces the concept of partitioning and macromodeling

-based MOR, which is the main MOR approach discussed in this thesis.

While some MOR methods have employed the approach, notably the Liao

and Dai method, it has not been as well known or widely used as the pro-

jection or nodal elimination-based approaches described in the previous

chapter. Although the partitioning and macromodeling -based approach

has its own limitations, it has also some significant benefits in compar-

ison to the previous two approaches [PIV]: Thanks to partitioning and

low-order matching, the reduction can be realized with positive-valued

elements, which the Krylov-subspace methods are (currently) unable to

provide. On the other hand, elimination-based methods are either com-

putationally intensive or require that the original circuit has a suitable

capacitance-to-resistance element ratio. In addition to the characteris-

tic benefits of the partitioning and macromodeling -based approach, this

thesis aims to show that the presented methods are otherwise well com-

parable in reduction efficiency to previously presented methods using al-

ternative approaches.

4.1 Background

The basic idea of the partitioning and macromodeling -based approach

is to first use partitioning to divide the circuit into small parts. Due to

their small size, these small parts can then be approximated accurately

using relatively simple approximations (typically of zeroth, first, or second

order). In turn, thanks to the simple nature of these approximations, they

can then be realized using lumped element R/RC/RL/RLC macromodels

that have positive-valued elements.

The approach can be conceptually divided into the four main steps de-
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Figure 4.1. Partitioning and macromodeling -based approach as presented in [PIV]: (1)
The circuit is partitioned into subcircuits. (2) For each subcircuit, the y-
parameter moments are calculated. (3) The macromodels of each connection
for each partition are synthesized using one or more moments. The exact
structure of the macromodel depends on the MOR method used. (4) The gen-
erated macromodels replace the original partition and the process is repeated
for each subcircuit. Figure reprinted from [PIV] c©IEEE 2011.
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picted in Fig. 4.1: (a) The circuit is partitioned into N -port subcircuits. (b)

The first few y-parameter moments are calculated explicitly for each sub-

circuit. (c) From these, the element values for a chosen macromodel are

calculated by matching the y-parameter moments with the coefficients of

the Taylor expansion of the macromodel transfer function. (d) After gen-

erating the macromodels for each subcircuit, the subcircuits (and macro-

models) are recombined together.

The size of the subcircuits generated by partitioning (measured in the

number of elements) is critical: if the subcircuit is too large, the low-order

macromodel used is not accurate enough to model the partition and preci-

sion is lost. On the other hand, if the subcircuit is too small, the replacing

macromodel is of the same size as the original subcircuit and no actual

reduction takes place.

By using partitioning to match small sections of the original circuit with

low-order approximations, the possible ill-conditioning and numerical sta-

bility problems related to direct high-order moment-matching approaches

[9] are avoided. When the subcircuits are combined together, the order of

the total reduced circuit is much higher, however, and better accuracy can

be obtained depending on the number of subcircuits (and macromodels)

used between the original external port nodes.

Figure 4.2. A cascaded reciprocal 2-port system described with y-parameters. In the fig-
ure, yA

k = y11
k + y12

k and yB
k = y22

k + y12
k , where k = 1, . . . ,K. Figure reprinted

from [PIV] c©IEEE 2011.

The order of a linear (RLC) circuit is the same as the number of linearly

independent first-order differential equations needed to describe it [41].

In an RLC circuit, these equations are generated by the reactive elements,

i.e., inductances and capacitances, and thus, conversely, the order of the

network is the same as the number of independent reactive elements.

To illustrate the final order of the reduced circuit, a cascaded two-port

system is shown in Fig. 4.2. This could be generated, e.g., from a two-

port network that is partitioned into two-port blocks and reduced by a

partitioning-based MOR method. Here, each y-parameter element may
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contain linearly independent reactive elements that increase the order of

the circuit. For a transfer function y21(s) for the total cascaded system,

the terminal loads yA1 and yBK are ignored, and the upper limit of the order

of the (reduced) circuit is thus

qred = (K × 3− 2)× qp, (4.1)

where K is the number of subcircuits between the two external ports and

qp is the order of one y-parameter element in a partition (in this thesis

qp = 1, typically). For simplicity, it was here further assumed that all the

y-parameter elements are of the same order.

Although (4.1) applies explicitly for a two-port system, only, it is obvi-

ous that the order of the circuit increases in a similar manner when the

number of cascaded blocks (subcircuits) is increased in an N -port system.

Thus, when the circuit is partitioned into small subcircuits, despite the

low-order approximation per partition, high accuracy for the total reduc-

tion can be reached, depending on the number of subcircuits used: if more

precise reduction is required, the original circuit may be partitioned into

even smaller subcircuits for a higher-order total reduction.

Since a macromodel is generated between each pair of ports and ground,

the reduction leads to a full block matrix between the ports. However,

due to partitioning and generation of new external nodes for each par-

tition (which are combined into internal nodes when the partitions are

recombined after MOR), the reduction is capable of retaining the block

structure of the original system; for transmission line -type circuits, e.g.,

this results in a sparse, block-diagonal system matrix, where each block

corresponds to one partition (see Fig. 5.1).

Finally, the partitioning in itself has also several other major advan-

tages in addition those mentioned above that benefit the macromodeling

-based MOR [PIII, PIV]. By using partitioning, the original problem can

be naturally divided into smaller parts that can be processed separately.

This provides a reduction algorithm numerous benefits, such as economi-

cal memory use, natural parallel processing, and facilitated port handling.

In case of very large circuits (e.g., more than 108 elements), processing a

circuit without prior partitioning may be impossible for many computers

due to limiting memory resources.
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4.2 Method limitations

This section describes the general limitations of the partitioning and

macromodeling-based MOR.

4.2.1 Accuracy with complex circuits

As noted in the previous section, the original circuit is matched with a

low-order approximation at each partition. This means that the order

of approximation is low also for the total reduction. Thus, the circuit

needs to be partitioned into small enough partitions such that each of the

partitions can be approximated with sufficient accuracy using the low-

order approximation.

For an intuitive example of how a low-order approximation can still

reach good accuracy even in the case of a high-order original circuit, con-

sider a circuit with α R/L/C/K elements. If the circuit is partitioned into

α partitions, each partition can be modeled error-free with a first-order

representation, since each partition contains only a single element. When

the number of elements per partition increases, a low-order model begins

to approximate the original circuit generating also error.

In general, the partitioning and macromodeling-based MOR works best

with such original circuits that have a large number of similar circuit-

element blocks of relatively equal importance and complexity, such as

typical per-unit-length interconnect line discretizations. If this is not the

case, additional heuristics should be used such that the partitioning dif-

fers in the size of the partitions.

If, for some reason, the circuit can not be partitioned into small enough

partitions such that the low-order approximation captures the essential

characteristics of that partition, the MOR error increases dramatically.

This is for the most part still an open question for the partitioning and

macromodeling MOR, and in these cases the two other MOR approaches

discussed in the previous chapter might well result in better results.

4.2.2 Circuit density and the number of port nodes

As noted in the previous section, the partitioning and macromodeling-

based method generates a dense block of elements between each pair of

ports in a partition. Thus, in the case of a circuit with few internal nodes

between each port, the reduction is less efficient. Using partitioning to
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reduce the number of ports per subcircuit can help ([30] and see Sec. 5.2),

but in the worst case this may result in more elements after MOR than

before.

Similarly, if a dense mesh is partitioned into subcircuits without aug-

mentative methods [PVI–PVIII], the resulting subcircuits typically have

a high number of port nodes, which often have a major negative effect on

the reduction efficiency (see Sec. 5.3).

4.3 The Liao and Dai method

The Liao and Dai method [30] is an example of the partitioning andmacro-

modeling -based MOR approach. The method begins by describing the

circuit with scattering parameters (S-parameters): each circuit element

and multiport circuit node is described in S-parameter terms. Next, these

elements are combined into larger entities using a set of rules in order to

minimize the number of external ports in each of the resulting S-parameter

subcomponent. This generation of suitably sized subcomponents with a

minimum number of external ports results in circuit partitioning.

At each step of building the subcomponents, the S-parameters are up-

dated by calculating new S-parameters for each newly merged subcompo-

nent, and the S-parameter equations describing the subcomponents are

also truncated to the first two low-order terms. After the partitioning

is completed, the S-parameters are converted into y-parameters using a

semisymbolic analysis. The y-parameters are then used to realize of the

subcomponents with RC-macromodels.

For an N -port, the admittance between the ith port and ground is given

by the sum of the ith row (or column) of its Y matrix, Y(s). The admit-

tance connecting ports i and j is −yij . Thus, the circuit synthesis prob-

lem amounts to synthesizing admittances between a port and ground and

between pairs of ports with lumped R and C elements. Once the block

moments M0 and M1 have been calculated (explicitly) using (2.6) for the

N -port, each element of Y(s) can be expressed with a series as

yij = mij
0 +mij

1 s+ . . . ≈ mij
0 +mij

1 s. (4.2)

The Liao and Dai method introduces three macromodels, presented in

Figs. 4.3 and 4.4. Depending on the value of mij
1 , different macromodel is

chosen between ports i and j to ensure that the synthesized elements are

of positive value: The T circuit in Fig. 4.3(a) may be used if mij
1 ≥ 0. If mij

1
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Figure 4.3. The Liao and Dai method macromodels for realizations between ports i and
j.

Figure 4.4. The Liao and Dai method macromodel for port nodes.

is negative, Fig. 4.3(b) must be used instead. In addition, the terminal

macromodel, shown in Fig. 4.4, is used at each port node of the N -port.

The element values for the macromodels are:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Rij1 =
−
√
mjj

1

mij
0 (
√
mii

1 +
√
mjj

1 )
,

Rij2 =
−
√
mii

1

mij
0 (
√
mii

1 +
√
mjj

1 )
,

Cij =
mij

1 (
√
mii

1 +
√
mjj

1 )2√
mii

1m
jj
1

,

(4.3)

for Fig. 4.3(a),

Rij = − 1

mij
0

,

Cij = −mij
1 ,

(4.4)

for Fig. 4.3(b), and

Rii =
1

mi0
0

,

Cii = mi0
1 , where

yi0 = yii −
N∑

j=1(j �=i)

yij = mi0
0 +mi0

1 s+ ...

(4.5)

for Fig. 4.4. These values are obtained by expanding the y-parameters

of the macromodels into Taylor series and matching the series then with
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(4.2). For a more detailed discussion on the matching of macromodel and

block moments, see [PIV].
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5. Current problems in MOR

This chapter describes some important problems and open questions in

MOR of linear RLCK circuits. The publications of this thesis attempt to

solve these problems in the special case of RLCK interconnect circuits

by using the partitioning and macromodeling -based MOR approach. A

more general overview of the current challenges in industrial MOR can

be found in [43].

5.1 MOR efficiency with large circuits

The projection-based Krylov methods have twomajor problems [17]: firstly,

the transformation matrix X is a full matrix that requires prohibitive

amounts of memory with large-scale circuits, and secondly, the resulting

ROMs of these methods are full matrices which makes the approximation

properties of these ROMs suboptimal, because the original circuits are

typically very sparse.

One of the motivations to use partitioning in MOR is to obtain block-

sparse ROMs. In an optimal case, partitioning can retain the sparsity of

the original system and still produce efficient reduction results. Figure 5.1

shows an example of a systemmatrix comparison between original and re-

duced circuits for partitioning-based [PVIII] and projection-based (SPRIM

using RLCSYN realization) reduction. Here, the projection-based method

generated reduced matrices that were highly inefficient due to full matrix

block structures, and the simulation time was worse after reduction than

for the original circuit.
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(a)

(b)

(c)

Figure 5.1. Comparison of original and reduced system matrices of circuit equations
G + sC: (a) original RLCK interconnect circuit, (b) partitioning-based re-
duction, (c) projection-based reduction. Here, the reduced circuits had the
same level of accuracy (measured as the error in transient analysis). Simula-
tion times for the circuits were: original 51.7 s, partitioning-based ROM 1.8
s, and projection-based ROM 89.8 s. For original circuit statistics, see ckt2 in
[PVIII].
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5.2 Circuits with many ports

Projection-basedMORmethods typically have problems with circuits with

many external (port) nodes. In general, such nodes can not be reduced,

because they connect the circuit to other parts of the design, such as non-

linear components, and the behavior at each port needs to be communi-

cated somehow to each other port. The size of the projection matrix X

is quadraticly dependent on ne, and thus, the memory requirements for

MOR increase rapidly if the circuit has many external nodes. Similarly,

the size of resulting ROM increases with increased X, which decreses the

efficiency of the MOR considerably.

With partitioning, the number of port nodes per each partition, ne,p, can

be reduced in certain cases. The goal here is to find partitions that have

ne,p much lower than the total ne of the original circuit [30, 37]. Ide-

ally, in these cases, partitioning may achieve to find a partitioning where

the external nodes are divided between the partitions evenly, such that

ne,p ≈ ne/p, where p is the number of partitions. This way, the memory re-

quirements (per each partition) remain low, and the efficiency of the MOR

can be retained.

5.3 Densely coupled circuits

Nodal elimination and partitioning-based MOR approaches have inherent

problems to reduce a circuit if the original circuit contains relatively dense

mesh-like structures, such as in Fig. 5.2.

Figure 5.2. An RC mesh circuit.
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With partitioning and macromodeling -based methods the problem is

that if a dense mesh is partitioned into subcircuits, the resulting subcir-

cuits typically have a high number of port nodes that connect one subcir-

cuit to other subcircuits. As noted in the previous section, MOR methods

can not reduce these nodes easily, and with large number of ports the re-

sulting ROM becomes large and inefficient. On the other hand, if larger

partitions are used (to improve the ne-to-ni ratio per partition), the low-

order approximation may not be enough for accurate approximation. In

this case, the reduction becomes difficult, and in the worst case, impos-

sible without augmentative methods [PVI–PVIII]. Meshes consisting of

mostly resistances can typically still be reduced efficiently, due to their

simple moment characteristics.

With nodal-elimination-based approaches the problem is that if a node

has more than three connecting elements, elimination of that node gener-

ates more elements to the reduced circuit than in the original circuit. Al-

though the number of nodes could be reduced in this fashion, the resulting

reduced circuit has more elements than the original, and the simulation

time may be even longer than that of the original circuit. With densely

coupled circuits, the nodes have typically a high number of connected el-

ements, and thus, nodal-elimination is inherently inefficent (if capable at

all) in reducing such circuits.

5.4 Realizability of MOR

One often overlooked issue in the development of new MOR methods is

the realizability of the reduced-order models. If a potential MOR method

produces only a reduced mathematical model of transfer function or state

equations, instead of realizable circuit netlists, all downstream analy-

sis and simulation tools need to be modified to handle these represen-

tations. Also the level of realizability is of essence; the macromodel real-

izations for MOR are well studied in [44] but contain voltage-controlled

current/charge sources in addition to standard RLCK elements. Depend-

ing on the design flow, this may severely limit the utility and usability

of MOR [31, 38]. Ideally, the reduced circuit is in the same form after

the reduction as the original circuit: for an original RLCK circuit (with

positive-valued elements), the reduced circuit should contain only RLCK

elements (of positive value).

Realizable RLCK-in–RLCK-out (R/L/C/K-in–R/L/C/K-out) reductionmeth-
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ods have been proposed, some of which are: a nodal-elimination-based

TICER [18] for RC circuits, an RLC extension to TICER [20], more general

RLC node reduction using Y –Δ transformation [21], a moment-matching

driving point RLC realization using macromodels (but not partitioning)

[45], a partitioning and macromodeling -based RC MOR [30], [31], [46],

[PI], a partitioning and macromodel-based RL MOR [PII] and a partition-

ing and macromodeling -based RLC MOR [PIV], with mutual inductance

extension [PVI]. In [32], a partitioning-based realizable MOR for resistor

networks is presented. Finally, RLCSYN [38] presents an RC(L) realiza-

tion algorithm for structure-preserving MOR methods such as SPRIM.

However, unlike the other methods listed above, the RC(L) elements gen-

erated by RLCSYN are often of negative value (yet the complete realiza-

tion is still passive). RLCSYN is employed, e.g., in the RC MOR method

SparseRC [37].
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6. Discussion

The main topic of this thesis is the partitioning and macromodeling -

based MOR approach. The presented publications aim to show that the

approach is efficient and well comparable to projection or elimination-

based MOR approaches when dealing with typical interconnect circuits.

The partitioning and macromodeling -based approach is composed of two

parts: 1) partitioning and 2) macromodel-based approximation. Both of

these present benefits (and some limitations) to MOR.

Partitioning provides a MOR method many assets. Probably the most

important benefit of partitioning is that it allows the manipulation of vir-

tually any size of circuit, because the problem can be divided into smaller

manageable parts. Thus, for very large circuits (e.g., > 109 elements), par-

titioning of some kind is typically required in any case before MOR can be

done. After partitioning, the problem can be processed using parallel pro-

cessing, which can further speed up the reduction process [35]. For MOR,

partitioning is especially useful because it allows the method to retain

the block-sparsity of the original system, which is typically very sparse to

start with. This in turn can increase the efficiency of the reduction, both

in terms of required CPU resources and in achieved reduction efficiency.

The latter has been a major problem especially for the projection-based

MOR.

Using macromodels and explicit moment-matching in MOR is restrict-

ing, and care must be taken when designing prospective macromodels

such that they are numerically robust. Furthermore, in general, if high

accuracy is needed, a large number of moments needs to be explicitly

matched in this fashion, which easily leads to ill-conditioned systems and

cumbersome macromodels. On the other hand, using pre-selected macro-

models ensures that the realization of the ROM is composed of desired

element types, only (here: RLCK elements).
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The publications [PI, PII] and [PIV] in this thesis are centered around

the idea that by combining partitioning with otherwise limiting direct

moment-matching, the number of matched moments can be kept very low

and the macromodels small, with still acceptable approximation accuracy.

Since the macromodels can be chosen such that they have only positive-

valued standard RLCK elements, the resulting MOR methods generate

passive and stable ROMs with good numerical reliability.

The latter portion of this thesis discusses typical problems with MOR

methods and ways to deal with them. Especially, densely coupled circuits

are discussed in the last three publications, because dense coupling is a

serious problem for partitioning and elimination-based MOR approaches

(but not so for projection-based approaches). It is shown that thanks to the

partitioning-based approach, the original dense circuit can be considered

at small sections at a time, and relatively simple approximations can be

employed to overcome the coupling between interconnect lines. Of the

presented methods, [PVII] can be used also as an augmentative tool in

conjuction with elimination-based (or projection-based) MOR approaches.

Taken together, the presented publications present a robust RLCK-in–

RLCK-out MOR algorithm package for interconnect circuits.
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7.1 Study and development of an efficient RC-in–RC-out MOR
method [PI]

This paper presents an efficient partitioning and macromodeling -based

MOR method for RC circuits. Starting from the method by Liao and Dai

[30], the original method is conceptually divided into three parts: circuit

partitioning, moment calculation, and macromodel synthesis. For each

of these parts, alternative approaches are presented. Using test simu-

lations and theoretical analysis, the most efficient solution is then pre-

sented. Preliminary test results as well as a large part of the technical

implementation of these methods are documented in [47].

The comparison resulted in a MOR flow that uses hMETIS [48] as a

circuit partitioning algorithm [49], MNA-based block moment calculation

(see Chapter 2), and the simplified macromodeling method, where a single

resistance was used instead of the model shown in Fig. 4.3(a). This means

that although the presented RC MOR method uses the same original idea

as in [30], all the constituting components are revised for the most part,

resulting in a more efficient MOR algorithm.

The final, revised partitioning-based RC MOR flow was compared to

PRIMA [14], perhaps the most widely used RLC MOR method available,

and to TICER, a well-known RCMORmethod. Comparison of these three

methods showed promising results for the partitioning-based approach:

in the general case, the studied method outperformed TICER by a clear

margin. In case of the studied RC circuits, PRIMA also often showed less

efficient reduction results.

Overall, the presented RC-in–RC-out method performed well in terms

of reduced CPU time and reduction accuracy. The (surprisingly) good per-
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formance of the method served as an incentive for later research with

partitioning-based MOR and many of the publications in this thesis.

7.2 Partitioning-based RL-in–RL-out MOR method [PII]

In this paper, the ideas behind the RC MOR paper presented in [PI] are

applied for RL circuits in a dual fashion, resulting in an RL MOR method.

By using a nodal equation formulation⎧⎪⎪⎨
⎪⎪⎩

(G+
1

s
Γ)xn = BuN ,

iN = LTxn,

(7.1)

the inductances can be stamped in place of capacitances in Γ (as inverses

of the inductance values), mirroringC in (2.1). This allows the y-parameter

moments to be calculated afterwards in a similar manner as in [PI], now

resulting in a series

Y(s) =M0 +M1
1

s
+M2

1

s2
+ · · · . (7.2)

For macromodel synthesis, two macromodels are presented, identical to

those in [PI], except that capacitances are replaced by inductances. The

series (7.2) can then be matched with the Taylor expansion of the macro-

model y-parameters, again similarly as in [30] and [PI].

The test case results of RL circuit reduction for the presented RL MOR

method were good in accuracy and reduction efficiency.

7.3 Hierarchical model-order reduction flow [PIII]

This paper discusses the benefits of performing MOR in a hierarchical

manner. Hierarchy enables dividing the problem into parts which can

be handled separately, thus allowing faster processing (via parallel pro-

cessing) and/or processing the problem with even low-end computational

resources (due to reduced memory requirements). If the circuit contains

repeated structures, with hierarchy they need to be analyzed only once.

Finally, a different MOR method may be chosen for each individual part

of the original problem, if necessary.

Circuit partitioning presents a natural way to benefit from hierarchical

analysis, which was discussed briefly in [PI]. In paper [PIII], the hierar-

chical approach is discussed in more detail and on a more general level,

concerning two MORmethods, the RCMORmethod presented in [PI] and
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PRIMA. Especially, the hierarchical MOR algorithm flow is presented for

implementation purposes.

It is shown that both the MOR methods discussed benefit from hier-

archical analysis, the RC MOR method particularly (as partitioning is a

vital step of the method), but also PRIMA, in the case of very large cir-

cuits.

7.4 PartMOR: Partitioning-based realizable model-order reduction
method for RLC circuits [PIV]

Inspired by the success of the partitioning and macromodeling -based

MOR approach in the previous publications, the paper [PIV] extends the

RC and RL MOR methods from [PI–PIII] and [46] into an RLC MOR

method: PartMOR. The general idea of the method is shown in Fig. 4.1.

In order to achieve sufficient accuracy, two macromodels are presented,

which are used to match three moments of the y-parameters (compared

to the one or two moments matched in [PI] and [PII]). A vital property of

this matching is that it is done simultaneously partly at DC and partly at

infinity. This enables the macromodel to capture the frequency behavior

of the original circuit with much better accuracy, especially in the case of

RLC circuits. The reduction is performed by generating the y-parameter

moment series (see Chapter 2) for the subcircuit branch at DC and infin-

ity,

Y(s) =M0 +M1s+M2s
2 + · · · , (7.3)

Y(s) = N0 +N1
1

s
+N2

1

s2
+ · · · . (7.4)

The series generated at infinity is obtained by transforming the circuit

elements by s → 1/s and then generating the series similarly as for the

DC counterpart. After generating the two series, one or two first terms of

the series are matched with the Taylor expansion of the presented RRC

or RRL macromodel [Fig. 4.1(c)], to obtain the macromodel element val-

ues. The choice between the macromodels is made such that the R/L/C

elements generated in the macromodel are positive-valued. Finally, the

macromodels for each partition are recombined to obtain the total ROM

circuit realization.

Regarding PartMOR, the main advantage of partitioning is that small

enough RLC interconnect circuit partitions can be typically approximated

using few moments with still sufficient accuracy. The use of few moments,
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only, enables using numerically stable explicit matching with low-order

macromodels. As the macromodels in turn can be relatively simple, it is

possible to generate them using positive-valued RLC elements, only.

Additionally, the presented frequency transformation s → 1/s allows

PartMOR to circumvent a singularity in the circuitGmatrix in some typ-

ical cases (see [PV]), which would otherwise cause the MOR to fail.

A wide range of test simulations are presented, showing that PartMOR

achieves excellent reduction results in terms of accuracy and reduction ra-

tio for all types of RC, RL, and RLC circuits simulated. Finally, a compari-

son to SPRIM [15] using the RLCSYN [38] macromodel synthesis method

— an available, state-of-the-art, RLC-in–RLC-out (netlist-in–netlist-out)

MOR method — is presented. It is shown that PartMOR outperforms

SPRIM+RLCSYN in terms of reduction efficiency for the cases shown and

does not have many of the limitations SPRIM+RLCSYN place on the re-

duction.

7.5 Improving model-order reduction methods by singularity
exclusion [PV]

This paper presents a novel stand-alone method for overcoming a singular

system matrix in MOR algorithms, which would otherwise foil successful

algorithm operation and thus reduction. The method is outlined in Fig.

7.1.

The idea of the proposed singularity exclusion method is to analyze the

original netlist as a preprocessing step to the actual MOR, and exclude

those parts of the circuit from the MOR that would generate the singu-

larities to the system matrices. After reducing the remaining circuit, the

excluded parts can be reconnected with the reduced circuit, to obtain the

final (partially) reduced model for the complete circuit. The use of the

method is further encouraged by the characteristic that often the prob-

lematic circuit parts in interconnect circuits that generate the singulari-

ties are located between interconnect segments, and/or consist of few ele-

ments in total. Thus, by locating and excluding these areas from the MOR

with automated processing, high reduction ratio can still be ensured, with

no loss in accuracy.
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Figure 7.1. Exclusion of a singularity using the method in [PV]. The original circuit
is partitioned into subcircuits in a progressive manner. At each step, the
current partitions are evaluated for numerical condition (using Matlab rcond
function). If the partition is ill-conditioned (e.g., if rcond < 1E − 12), it is
partitioned further, and the generated (sub)partitions are analyzed again.
When a suitably small partition size is reached, the partition with the ill-
conditioning structure can be left out from the MOR. After the rest of the
circuit is reduced, the unreduced partition can be reconnected to the reduced
circuit.
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7.6 Partitioning-based reduction of circuits with mutual
inductances [PVI]

As discussed in the previous papers, partitioning is often a desirable,

sometimes even mandatory, processing step in MOR methods. However,

if a circuit contains dense mesh-like structures, such as coupling, par-

titioning becomes difficult or even impossible (Sec. 5.2). This reduces

the usability of partitioning and limits the efficiency of partitioning-based

methods considerably.

This paper presents an augmentative method to reduce the inductive

coupling in a circuit to be used in addition to PartMOR or [PII], effec-

tively turning these methods from RLC and RLMOR into RLCK and RLK

MOR. By using the presented method, dense inductive coupling can be ef-

ficiently partitioned with the two (or other similar) MOR methods.

The basic idea of the presented method is to approximate the original

circuit with a two-stage reduction. The method is outlined in Fig. 7.2(a,

b, c).

First, the original circuit is considered at DC without the coupling as

separate interconnect runs and partitioned into subcircuits. These sub-

circuits are reduced with PartMOR. Then, each pair of subcircuits is con-

sidered again and the inductive coupling between the branches is reduced

separately by approximating that the current through the main branch

stays relatively constant along the branch, such that Iin ≈ Iout.

With the above approximation, the voltage over two branches (a, b) and

(c, d) in Fig. 7.2(c) can be expressed

Ua,b(s)=
∑β

i=1 L
a,b
i Ia,bs+

∑δ
i=1R

a,b
i Ia,b +

∑α
i=1MiIc,ds

≡ La,b
Σ Ia,bs+Ra,b

Σ Ia,b +MΣIc,ds,
(7.5)

U c,d(s)=
∑γ

i=1 L
c,d
i Ic,ds+

∑ζ
i=1R

c,d
i Ic,d +

∑α
i=1MiIa,bs

≡ Lc,d
Σ Ic,ds+Rc,d

Σ Ic,d +MΣIa,bs,
(7.6)

where Ia,b and Ic,d are the currents running through branches (a, b) and

(c, d), and the branches have α mutual inductances, β and γ self induc-

tances, and δ and ζ resistances, respectively. Now, the approximated total

mutual coupling between the branches, MΣ, can be added to the reduced

macromodels generated for the main branches.

Since the reduction is realized with standard mutual inductances, the

method is also easily integratable to any typical design flow using RLCK

netlists.
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7.7 Sparsification of dense capacitive coupling of interconnects
[PVII]

Dense coupling is a problem for partitioning-based MOR approaches (Sec.

5.2). This paper presents a realizable RC(LM)-netlist-in–RC(LM)-netlist-

out method to sparsify and reduce the capacitive coupling in circuits with

interconnect lines. The method is applicable in conjunction with any

partitioning-based model-order reduction algorithms, such as [PI], [PII],

or [PIV], or as a separate stand-alone tool to sparsify only the capacitive

coupling in any circuit simulation application, including other MORmeth-

ods such as TICER and PRIMA. It is shown that by using the method, cir-

cuits with even dense capacitive coupling can be partitioned and reduced

efficiently.

The basic idea of the method proposed is to approximate the original cir-

cuit with a two-stage reduction, conceptually similar to [PVI]. The method

is outlined in Fig. 7.2(a, b, d), where PartMOR is used for the reduction of

main branches.

First, the original circuit is considered without the capacitive coupling

(i.e., as separate interconnect runs) and partitioned into subcircuits. The

subcircuits may be reduced using a pre-existing MOR method of choice.

Then, each pair of subcircuits is considered again — this time including

the capacitive coupling between the subcircuits — and the coupling effect

is reduced separately by considering each pair of subcircuits as a sepa-

rate N -port circuit, where the original capacitive coupling between the

two subcircuits is re-introduced, as shown for branches (a, b) and (c, d) in

Fig. 7.2(d). Now, the capacitive coupling between the two lines can be

expressed with a y-parameter moment series newly calculated for the N -

port at s = 0 as in (2.5).

The series is then approximated by its first two terms. The approxima-

tion is realized using a macromodel of a parallel capacitance Cij
red and a

resistance Rij
red (where i and j refer to the indices of a matrix element),

and the y-parameters of this macromodel are expanded to a Taylor series

at s = 0. By matching the y-parameter moment series for the new N -

port with the Taylor series, the element values for the macromodel can be

then obtained. After generating the reduced macromodel for the coupling,

it can be combined with the ROMs generated for the main branches.

The benefits of the method are that the netlist partitioning can be easily

done, allowing efficient MOR; that even dense capacitive coupling does
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not generate a dense system matrices for the MOR; and finally that the

capacitive coupling is reduced to positive-valued (R)C-macromodels of few

elements. Since the reduction is realized with standard circuit elements,

the method is also easily integratable to existing realizable RC(LM)-in–

RC(LM)-out MOR methods.

7.8 Realizable reduction of interconnect models with dense
coupling [PVIII]

Continuing on the topic of dense coupling in original circuits, this paper

combines the methods for the reduction of dense inductive and capaci-

tive couplings, presented in [PVI] and [PVII], respectively. The paper dis-

cusses the specifics of integrating the two methods with PartMOR into

a complete RLCK-in–RLCK-out MOR flow, capable of handling also typ-

ical densely coupled interconnects. The reduction flow is outlined in Fig.

7.2. Test simulations on interconnect circuits of the 65-nm technology

node containing both inductive and capacitive coupling are presented and

show efficient reduction results for reduced circuits.
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Figure 7.2. Sparsification of dense coupling between interconnects [PVIII]. (a) The orig-
inal circuit with mutual inductive and capacitive coupling. (b) Reduction of
main branch subcircuits (without coupling) using PartMOR. (c) Reduction of
mutual inductive coupling. (d) Reduction of capacitive coupling. (e) The fi-
nal macromodel for the two subcircuits and their coupling. The process is
repeated for each pair of subcircuits that have coupling between the inter-
connect branches. Figure reprinted from [PVIII] c©IEEE 2013.

59



Summary of Publications

60



Bibliography

[1] ZeptoBars. (2013, Feb. 21) Integrated circuit die photo

of a Texas Instruments MSP430F122. File:MSP430F122-

HD.jpg [CC-BY-3.0 (http://creativecommons.org/licenses/by/3.0)]

from Wikimedia Commons [Online]. Available:

http://commons.wikimedia.org/wiki/File:MSP430F122-HD.jpg

[2] D. Carron. (2007, Jan. 25). 3D View of a small inte-

grated circuit standard cell. File:Silicon chip 3d.png [Pub-

lic domain] from Wikimedia Commons [Online]. Available:

http://commons.wikimedia.org/wiki/File:Silicon_chip_3d.png

[3] S. X.-D. Tan and L. Hei, Advanced model order reduction techniques

in VLSI design, New York, NY: Cambridge University Press, 2007.

[4] W. H. Schilders, H. A. Vorst, and J. Rommes (Eds.), Model

order reduction: theory, research aspects and applications,

Berlin/Heidelberg: Springer, 2008.

[5] A. Deutch, P. W. Coteus, G. V. Kopcsay, H. H. Smith, C. W. Surovic, B.

L. Krauter, D. C. Edelstein, and P. J. Restle, “On-chip wiring design

challenges for gigahertz operation,” Proc. of the IEEE, vol. 89, pp.

529–555, Apr. 2001.

[6] NET-AN — Multi-net 3D field solver extraction tool, Version 3.1 Man-

uals, OEA International Corporation, California, 2004.

[7] P. Gunupudi, R. Khazaka, M. Nakhla, T. Smy, and D. Celo, “Passive

parameterized time-domain macromodels for high-speed transmis-

sionline networks”, IEEE Trans. Microwave Theory Tech., vol. 51, pp.

2347–2354, Dec. 2003

[8] L. Daniel, O. C. Siong, L. S. Chay, K. H. Lee, and J. White, “A multi-

parameter moment-matching model-reduction approach for generat-

61



Bibliography

ing geometrically parameterized interconnect performance models”,

IEEE Trans. Comput. Aided-Design Integrated Circuits Syst., vol. 23,

pp. 678–693, May 2004.

[9] L. T. Pillage and R. A. Rohrer, “Asymptotic waveform evaluation

for timing analysis,” IEEE Trans. Computer-Aided Design Integrated

Circuits Syst., vol. 9, pp. 352–366, Apr. 1990.

[10] P. Feldmann and R.W. Freund, “Efficient linear circuit analysis

by Pade approximation via the Lanczos process,” IEEE Trans.

Computer-Aided Design Integrated Circuits Syst., vol. 14, pp. 639–

649, May 1995.

[11] P. Feldmann and R.W. Freund, “Reduced-order modeling of large lin-

ear subcircuits via a block Lanczos algorithm,” in Proc. DAC’95, San

Francisco, CA, 1995, pp. 474–479.

[12] R.W. Freund and P. Feldmann, “Reduced-order modeling of large pas-

sive linear circuits by means of the SyPVL algorithm,” in Proc. IC-

CAD’96, San Jose, CA, Nov. 1995, pp. 280–287.

[13] L. M. Silveira, M. Kamon, and J. White, “Efficient reduced-order

modeling of frequency-dependent coupling inductances associated

with 3-D interconnect structures,” in Proc. EDTC’95, Mar. 1995, pp.

534–538.

[14] A. Odabasioglu, M. Celik, and L. T. Pileggi, “PRIMA: Passive

reduced-order interconnect macromodeling algorithm,” IEEE Trans.

Computer-Aided Design Integrated Circuits Syst., vol. 17, pp. 645–

654, Aug. 1998.

[15] R. W. Freund, “SPRIM: Structure-preserving reduced-order intercon-

nect macromodeling,” in Proc. ICCAD’04, San Jose, CA, Nov. 2004,

pp. 80–87.

[16] Y. F. Su, J. Wang, X. Zeng, Z. Bai, C. Chiang, and D. Zhou, “SAPOR:

Second-order Arnoldi method for passive order reduction of RCS cir-

cuits,” in Proc. ICCAD’04, San Jose, CA, Nov. 2004, pp. 74–79.

[17] R. W. Freund, “The SPRIM algorithm for structure-preserving order

reduction,” in Model Reduction for Circuit Simulation (Lecture Notes

in Electrical Engineering, vol. 74), P. Benner, M. Hinze, and E. J. W.

ter Maten, Eds. Germany, Berlin: Springer-Verlag, 2011, pp. 25–52.

62



Bibliography

[18] B. N. Sheehan, “TICER: Realizable reduction of extracted RC cir-

cuits,” in Proc. ICCAD’99, San Jose, CA, Nov. 1999, pp. 200–203.

[19] B. N. Sheehan, “Realizable reduction of RC networks,” IEEE Trans.

Computer-Aided Design, vol. 26, pp. 1393–1407, Aug. 2007.

[20] C. S. Amin, M. H. Chowdhury, and Y. I. Ismail, “Realizable RLCK

circuit crunching,” in Proc. ICCAD’03, San Jose, CA, Nov. 2003, pp.

226–231.

[21] Z. Qin and C. K. Cheng, “Realizable parasitic reduction using gen-

eralized Y-Δ transformation,” in Proc. DAC’03, Anaheim, CA, Nov.

2003, pp. 220–225.

[22] B. Moore, “Principal component analysis in linear systems: Con-

trollability, observability, and model reduction,” IEEE Trans. Autom.

Contr., vol. 26, pp. 17–32, Feb. 1981.

[23] J. Phillips, L. Daniel, and L. M. Silveira, “Guaranteed passive bal-

ancing transformations for model order reduction,” in Proc. DAC’95,

New Orleans, LA, June 2002, pp. 52–57.

[24] J. Phillips and L. M. Silveira, “Poor man’s TBR: a simple model

reduction scheme,” IEEE Trans. Computer-Aided Design Integrated

Circuits Syst., vol. 24, pp. 43–55, Jan. 1995.

[25] Y. Yuan, B. Wang, and S.-G. Wang, “RC interconnect circuits and its

balanced truncation models,” in Proc. World Congress on Intelligent

Control, Hangzhou, China, June 2004, pp. 190–194.

[26] N. Wong and V. Balakrishnan, “Fast balanced stochastic truncation

via a quadratic extension of the alternating direction implicit itera-

tion,” in Proc. ICCAD’95, San Jose, LA, Nov. 2005, pp. 801–805.

[27] B. Yan, S. Tan, and B. McGaughy, “Second-order balanced truncation

for passive-order reduction of RLCK circuits,” IEEE Trans. Circuits

Syst. II, vol. 55, pp. 942–946, Sept. 2008.

[28] T. Reis and T. Stykel, “PABTEC: Passivity-preserving balanced trun-

cation for electrical circuits,” IEEE Trans. Computer-Aided Design

Integrated Circuits Syst., vol. 29, pp. 1354–1367, Sept. 2010.

[29] T. Reis and T. Stykel, “Lyapunov balancing for passivity-preserving

model order reduction of RC circuits,” SIAM J. Appl. Dyn. Syst., vol.

10, pp. 1–34, 2011.

63



Bibliography

[30] H. Liao and W. W.-M. Dai, “Partitioning and reduction of RC inter-

connect networks based on scattering parameter macromodels,” in

Proc. ICCAD’95, San Jose, CA, Nov. 1995, pp. 704–709.

[31] A. Devgan and P. R. O’Brien, “Realizable reduction for RC intercon-

nect circuits,” in Proc. ICCAD’99, San Jose, CA, Nov. 1999, pp. 204–

207.

[32] J. Rommes and W. H. A. Schilders, “Efficient methods for large re-

sistor networks,” IEEE Trans. Computer-Aided Design, vol. 29, pp.

28–39, Jan. 2010.

[33] Y. Cao, Y. Lee, T. Chen, and C. Chen, “HiPrime: Hierarchical and pas-

sivity preserved interconnect macromodeling engine for RLKC power

delivery,” in Proc. DAC’02, New Orleans, LA, 2002, pp. 379–384.

[34] H. Yu, L. He, and S. X. D. Tan “Block structure preserving model

order reduction,” presented at BMAS’05, Sep. 2005. [Online]. Avail-

able: http://www.ee.ucla.edu/˜hy255/bmas05bsmor.pdf

[35] D. Li, S. X.-D. Tan, and L. Wu, “Hierarchical Krylov subspace based

reduction of large interconnects,” Itegr. VLSI J., vol. 42, pp. 193–202,

Feb. 2009.

[36] H. Yu, C. Chu, Y. Shi, D. Smart, L. He, and S. X.-D. Tan, “Fast analy-

sis of large-scale inductive interconnect by block-structure-preserved

macromodeling,” IEEE Trans. VLSI Syst., vol. 18, pp. 1399–1411,

Oct. 2010.

[37] R. Ionutiu, J. Rommes, and W. H. A. Schilders, “SparseRC: Sparsity

preserving model reduction for RC circuits with many terminals,”

IEEE Trans. Computer-Aided Design, vol. 30, pp. 1828–1841, Dec.

2011.

[38] F. Yang, X. Zeng, Y. Su, and D. Zhou, “RLCSYN: RLC equivalent cir-

cuit synthesis for structure-preserved reduced-order model of inter-

connect,” in Proc. ISCAS’07, New Orleans, LA, May 2007, pp. 2710–

2713.

[39] W. Z. Lin, Y. J. Zhang, and E. R. Li, “Proper orthogonal decomposition

in the generation of reduced order models for interconnects,” IEEE

Trans. Advanced Packaging, vol 31, pp. 627–636, Aug. 2008.

64



Bibliography

[40] M. J. Rewienski, and J. White, “A trajectory piecewise-linear ap-

proach to model order reduction and fast simulation of nonlinear cir-

cuits and micromachined devices,” IEEE Trans. CAD Int. Circ. Syst.,

vol 22, pp. 155-170, Feb. 2003.

[41] J. Choma Jr., Electrical Networks Theory and Analysis, New York:

Wiley, 1985.

[42] C.-W. Ho, A. E. Ruehli, and P. A. Brennan, “The modified nodal ap-

proach to network analysis,” IEEE Trans. Circ. Syst., vol. 22, pp. 504–

509, June. 1975.

[43] J. Rommes, “Challenges in model order reduction for industrial prob-

lems,” in Scientific Computing in Electrical Engineering SCEE 2010

(Mathematics in Industry, vol. 16), B. Michielsen and J. -R. Poirier,

Eds. Germany, Berlin: Springer-Verlag, 2012, pp. 367–375.

[44] T. Palenius and J. Roos, “Comparison of reduced-order intercon-

nect macromodels for time-domain simulation,” IEEE Trans. on Mi-

crowave Theory and Techniques, vol. 52, pp. 2240–2250, Sept. 2004.

[45] C. V. Kashyap and B. L. Krauter, “A realizable driving point model for

on-chip interconnect with inductance,” in Proc. DAC’00, Los Angeles,

CA, June 2000, pp. 190–195.

[46] P. Miettinen, M. Honkala, and J. Roos, “Partitioning-based second-

order model-order reduction method for RC circuits,” in Proc. EC-

CTD’09, Antalaya, Turkey, Aug. 2009, pp. 531–534.

[47] P. Miettinen, “Hierarchical model-order reduction tool for RLC cir-

cuits,” M.Sc. thesis, Dept. Elect. and Commun. Eng., Helsinki Univ.

Tech., Espoo, Finland, 2007.

[48] G. Karypis and V. Kumar, hMETIS, A hypergraph partitioning pack-

age (version 1.5.3). [Online]. Available:

http://glaros.dtc.umn.edu/gkhome/metis/hmetis/download

[49] P. Miettinen, M. Honkala, and J. Roos, “Using METIS and hMETIS

algorithms in circuit partitioning,” Dept. Elect. and Commun. Eng.,

Helsinki Univ. Tech., Espoo, Finland, Tech. Rep. CT-49, Aug. 2006.

65



Bibliography

66



Errata

Publication I

Page 1278: Replace GP, GC, and GI with Gp, Gc, and Gi, respectively.

Publication IV

Page 386: “– partitioning process with hMETIS was very fast in each case,

and negligible compared to the total MOR algorithm CPU-time (<0.01s for

circuits in Table II and III).”

Correction: “– partitioning process with hMETIS was relatively fast in

each case, taking approximately 20–40% of the total MOR algorithm CPU-

time.”
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