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This thesis also includes an analysis and implementation of an active polyphase filter for LO 
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a 1-to-5-GHz APPF that was implemented 
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1. Introduction

1.1 Background

The beginning of the 21st century has witnessed a rapid evolution in wire-

less communication systems. Mobile terminals have evolved from the

single system phones of the 1990s to the current 4G multisystem smart-

phones of today. The role of mobile radio has never been more important

than it is now. Mobile devices define the way we communicate and how

we do business. They are a driving force, an enabler technology, behind

new innovation and economies. Similar to oil, they expedite new growth

and bring wellbeing to societies.

To keep up with growth and development, a higher data transmission

capacity has been continuously demanded. Up until the present, this has

been achieved by introducing new radio bands and communication stan-

dards, by increasing the channel bandwidth, and by using more advanced

modulations. While this has worked well in the past, it has made the

communication devices extremely complex. Designing such devices has

become a massive and costly engineering task to complete. It has been

recognized for a long time that this path of development cannot continue

forever, and recently, new ways of confronting the multisystem problems

have been researched.

The radio frequency (RF) front-end remains to be a bottleneck that lim-

its the combination of the various systems into a general purpose radio, or

a software-defined radio (SDR), as it is often called. In order to succeed,

one of the key obstacles is to minimize the number of external compo-

nents and deal with the implications of this effort. In order to resolve the

RF front-end problems, new structures and solutions are required to re-

place or complement the current solutions. Since the CMOS technology
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evolution is mainly driven by the microprocessor industry, the analog per-

formance is not improving as much with the new process nodes and the

only properties that keep improving are the transistor switching speed

and capacitor layout density. Thus, the key in resolving the RF front-

end problems is to take advantage of the properties of the latest CMOS

technology. This trend already defines radio development and can enable

completely new concepts that revolutionize the way we design and build

handsets. These changes might emerge sooner than we might expect, but

they will keep challenging and motivating future academic and industry

research.

1.2 Objective of the thesis

An ideal radio receiver for a mobile device is a receiver that can be tuned

to any frequency and system while simultaneously using no external com-

ponents and only utilizing a single input. In addition, such a receiver

would consume very little power and silicon area and would have a low

noise figure. Most importantly, the receiver would have an extremely

large dynamic range, meaning that the reception would not be corrupted

by interferers. Unfortunately, such a receiver does not yet exist and many

of the requirements contradict each other. However, if we take a more

practical approach to these requirements, we can then formulate a more

realistic goal for a receiver that takes us one step closer to an ideal solu-

tion.

The main objective of this thesis is to develop practical receiver circuits

for mobile terminals that can operate flexibly across a wide frequency

range and withstand the harsh interference environment faced by a wide-

band receiver. While the transmitter is an equally important part of a

communication system as the receiver, it has been left out of the scope

of this thesis. That implies that many issues related to the receiver-

transmitter operation, for instance in a frequency division duplex (FDD)

system, are not considered. However, the solutions presented in this the-

sis are valid even when implemented together with a transmitter.
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1.3 Organization and contents of the thesis

The fast switching speed of the nano-millimeter-scale CMOS technology

acts as the key enabler for the research performed in this work. By taking

advantage of this property, the author has devised structures that imple-

ment flexible, frequency-tunable, and selective structures. The designed

receiver circuits cover a frequency band ranging from 0.7 to 8 GHz, which

encompasses all of the current and near-future mobile handset cellular

and wireless connectivity frequencies except millimeter-wave frequencies.

In this thesis, aspects of advanced circuit design techniques, mixed-

signal design, and RF design have been used to achieve the results. Dur-

ing verification of the results, extensive work on component, connector,

and printed circuit board (PCB) modeling has been carried out in addi-

tion to the normal prototyping and measurements. The main scientific

contributions are found in the publications [I-VII] and in Chapters 2-7

of this summary, which collects and highlights the obtained results while

providing references to other relevant research done in related fields. This

thesis is organized as follows.

Chapter 2 concentrates on the fundamental basics of wideband receiver

design. The chapter covers the modern receiver architectures, wideband

receiver applications, and receiver design parameters on a general level.

The purpose is not to provide in-depth discussion on all aspects of receiver

design, but to give the basic background information needed to under-

stand the topics covered in this work.

The design principles of wideband, low-noise amplifiers (LNA) and a

comparison of different wideband LNA topologies is presented in Chap-

ter 3. The design trade-offs for the feedback LNA topology used in [I,II]

are presented. A review and comparison of wideband buffer topologies is

also presented. The experimental circuits utilizing the feedback topology

demonstrate the solution in an ultrawideband (UWB) receiver.

The versatility of the N-path filter and passive mixer for frequency-agile

and interference-tolerant receiver structures is presented in Chapters 4

and 5. In Chapter 4, general design principles and the theory of passive

mixers are discussed first. Then a design trade-off study that presents the

effects of the interface impedances around the passive mixer is provided

and, additionally, the effects of the switch sizing are shown. The operating

principle and examples of the N-path filter are presented at the end of

Chapter 4. The N-path filter has been utilized in this thesis in three
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different receivers [III-V] to improve the selectivity and linearity of the

receivers that are presented in Chapter 5. The chapter also discusses the

measured results and compares it to relevant research.

Finally, Chapter 6 presents the design aspects of a local oscillator drive

and quadrature generation for down-conversion mixers. A novel method

of controlling the local oscillator (LO) duty cycle is presented. With this

method, the gain, noise, and linearity performance of the passive mixer

can be adjusted, as has been reported in [V]. The chapter also includes

the active polyphase filter (APPF) analysis [VI] and implementation [VII].

The analysis provides a means for designing stable APPFs with an opti-

mal gain, image rejection ratio (IRR), and bandwidth while still being

stable. This was demonstrated in [VII] where a 1-to-5-GHz APPF was

implemented.

1.4 Main scientific contributions

The novel scientific results obtained in this thesis are related to the field of

integrated receiver circuits that support the operating flexibility needed

in software-defined radio (SDR) and cognitive radio (CR) systems. The

proposed circuits represent improvements to the prior art and also present

new approaches for solving existing problems in flexible and wideband re-

ceiver systems in mobile telecommunications. The main scientific contri-

butions of this thesis to the scientific community are as follows:

1. A novel feedback N-path filter in a wideband 2-to-6-GHz LNA was im-

plemented as part of a receiver. The feedback system was simplified

and analyzed with the help of Y-parameters and a frequency translation

technique. The analysis provided an evaluation of the different design

trade-offs and a guide to design such a system. The experimental results

verified the functionality of the system and showed that the technique

provides results that are comparable to the other state-of-the-art blocker

filtering techniques.

2. A 0.7-to-2.7-GHz, mixer-first receiver was implemented with a wide-

band capacitive coupling element (CCE) antenna. The work highlighted

the key challenges when wideband SDR interfaces are implemented and

suggested a solution for circumventing part of the challenges. Further-

more, the system measurements with the antenna provided valuable
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insights to the implementation of a wideband SDR interface. The in-

tegrated circuit included low-noise and low-distortion baseband stages

that provide good overall performance as well as innovative LO circuits

to enhance the mixer performance.

3. Analysis of the mixer-first receiver input interface was conducted, which

describes the different design trade-offs that are related to the imple-

mentation. The analysis was used to justify the design choices made

during the implementation.

4. An adjustable, duty-cycle circuit for LO signal generation was imple-

mented. The circuit allows for continuous tuning of the LO signal duty

cycle, which greatly affects the passive-mixer performance in down- and

up-conversion. The circuit was implemented as a part of a mixer-first

receiver and its impact on the receiver performance was verified using

measurements.

5. An active polyphase filter analysis for 1- and 2-stage polyphase filters

with simplified transconductance models was implemented. The gain,

stability, and IRR of the filter were analyzed and a design example was

given to show how to design such filters.

6. An active polyphase filter implementation and experimental verifica-

tion. The implementation consists of a high-frequency, adjustable gm

element that is optimized for active PPF. The filter achieves a tuning

range of 1 to 5 GHz with an IRR better than 40 dB.

7. A new dual-feedback LNA topology for an UWB front-end was imple-

mented. The topology enables simultaneous input matching and flat

gain response over a 1.6 GHz reception band while only requiring a sin-

gle inductor in the shunt-peaked load of the LNA.
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2. Overview of wideband receiver
design

This chapter concentrates on the fundamentals of wideband receiver de-

sign. It covers modern receiver architectures, wideband receiver applica-

tions, and receiver design parameters on a general level. The purpose is

not to provide an in-depth discussion on all aspects of receiver design, but

to give the basic background information needed to understand the topics

covered in this work.

2.1 Receiver architectures

The purpose of the receiver is to capture the signal at the antenna and

perform signal operations such that the information at a particular ra-

dio channel can be observed correctly while adding as little interference

and noise on the channel as possible. Typically, this means that the signal

needs to be amplified, down converted, filtered, and analog-to-digital (AD)

converted while maintaining an adequate signal-to-noise ratio (SNR). In

the field of radio frequency integrated circuits (RFIC), the goal is to si-

multaneously perform these tasks with as few external components, as

small an integrated circuit (IC) die size, and as low power consumption

as possible. The tasks of a radio front-end in a receiver include frequency

band selection, low-noise amplification, and frequency down-conversion

onto lower frequencies. How these tasks are partitioned varies between

the receiver architectures and will be covered next for the superhetero-

dyne and direct-conversion architectures. Other architectures, such as

the low-IF [1] and wideband-IF [2] architectures are beyond the scope of

this thesis.
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Figure 2.1. Superheterodyne receiver architecture.

2.1.1 Superheterodyne architecture

Of the wireless receiver architectures currently in use, the superhetero-

dyne receiver architecture has been used for the longest time. This multi-

conversion architecture was introduced by Armstrong [3] to replace the

tuned radio frequency receiver and it offers good sensitivity and selectiv-

ity. The drawbacks of the architecture are that it requires an external

high-Q filter and multiple LO signals. Also the circuit complexity is high

due to the number of filters deployed in the architecture.

In the superheterodyne architecture, shown in Fig. 2.1, the received

signal is first filtered to reject strong out-of-band blockers and then am-

plified by the low noise amplifier (LNA) to suppress the noise of the fol-

lowing blocks. The signal is then filtered by the image reject filter, which

attenuates the noise and interference on the image frequency. The choice

of intermediate frequency (IF) determines the image reject filter require-

ments as well as the requirements of the IF filter through the offset from

the receive band. If Hartley’s [4] or Weaver’s [5] image reject topology is

deployed, then the image reject filter is not required, but this requires

additional hardware and good matching between the circuit components

to achieve sufficient image rejection. The first down-conversion (LO1) to

IF is followed by the high-Q channel select IF filter, which relaxes the dy-

namic range requirements of the baseband. The variable gain amplifier

(VGA) adjusts the level of the signal before the signal is down-converted

by the second quadrature mixer. Before the analog-to-digital converter

(ADC), the signal is further filtered by the baseband filter, which also acts

as an anti-alias filter for the converter.

An interesting development related to the superheterodyne architecture

has to do with the N-path filters, which can, potentially, flexibly imple-

ment the high-Q image-reject and IF filters used in the architecture. The

filter concept has been functionally proven to work, but there are still un-

resolved issues, such as the amount of absolute selectivity and harmonic
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Figure 2.2. Direct-conversion receiver architecture.

down-conversion [6,7]. If applicable, it could have a tremendous effect on

wireless and cellular IC implementations in the future. N-path filters will

be further discussed in Chapters 4 and 5.

2.1.2 Direct-conversion architecture

The direct-conversion receiver (DCR), also called the homodyne or zero-IF

architecture, was first published by F. M. Colebrook [8] in 1924. It then

lay unused for a long time, until the 1980s, when it was used in paging

receivers [9, 10]. By this time, integrated circuit technology had evolved

to a point where many of the challenges (see below) of the DCR could be

addressed. From there, the architecture was widely adopted for cellular

use, to a point where multiple receivers were simultaneously integrated

on the same IC [11].

A block diagram of the direct-conversion receiver is shown in Fig. 2.2.

As the name zero-IF suggests, with a DCR the RF signal is directly con-

verted into a baseband after pre-select filtering and amplification by the

LNA. The mixer needs to perform quadrature down-conversion into I- and

Q-phases so that the signal information on both sides of the LO frequency

is not corrupted [12]. The removal of the image-reject and IF filters results

in hardware and power savings. Moreover, the VGA is typically located at

the baseband and thus it is much more power efficient to implement an

amplifier there than on the IF frequency of the superheterodyne architec-

ture. Furthermore, power is also saved in the LNA, which needs not to

drive the 50-Ω input impedance of the external image-reject filter.

There are a number of challenges with the DCR, with the direct current

(DC) offset being one of them [9,12]. One source of DC offset is the limited

reverse isolation of the mixer and LNA. The LO signal can leak from the

mixer through the LNA or via external bond wires and reflect back from

the antenna or other discrete components. The reflected energy becomes

an in-band blocking signal at the passband of the pre-select filter and the
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LNA and is self-mixed at the mixer, resulting in a DC offset. Further-

more, the user hand affects the antenna reflection making it a dynamic

problem in the receiver. Similarly, a strong blocking signal that is close

to the passband of the LNA can make its way to the mixer and couple to

the LO port, causing again a DC offset. What is worse, the DC offsets

linked to the self-mixing are time-varying errors that need to be actively

compensated for. Another major source of DC offset is component mis-

matches in the mixer and baseband circuits. An offset of only a few mV’s

at the mixer output is enough to saturate the output of the receiver with

a baseband gain of 40-60 dB. The offset can be high-pass filtered in sys-

tems like UWB, wireless local area network (WLAN), or Wideband Code

Division Multiple Access (WCDMA) without seriously degrading the SNR

of the receiver. For narrowband systems, such as Global System for Mo-

bile Communications (GSM), the offset must be actively compensated for

by means of calibration or other methods [12–14]. Flicker noise is an-

other challenge of the DCR architecture. For narrowband systems, like

GSM, a high flicker noise corner frequency in the mixer and baseband

active devices can add a substantial amount of low-frequency noise com-

pared to the thermal noise of the system. Other challenges with the DCR

include in-phase quadrature-phase (IQ) mismatch and even-order distor-

tion, which are discussed in more detail, for example, in [9,12–16].

2.2 Wideband receiver applications

Although the current cellular communication systems are mostly narrow-

band, the first wireless transmissions by Tesla and Marconi [17] used

impulse-type, spark-gap generators for a wideband wireless transmission

to convey information over the air. As mentioned above, the era of cellu-

lar communications has given rise to various narrowband systems, such

as the GSM and Code Division Multiple Access (CDMA), which both use

a pre-determined, fixed, and relatively narrow RF band for communica-

tion. These systems use complex channel coding and modulation such

that they can provide maximal throughput with a narrow spectrum band

that they have available [18]. These systems are so advanced that they

are approaching Shannon’s capacity limit [19], and further increase in the

data rate mandates an increase in the transmission bandwidth, as can be

observed from (2.1).
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Figure 2.3. UWB band allocation and potential interferers in a mobile handset.

C = BWlog2(1 + SNR). (2.1)

In (2.1), C is the capacity limit of the system, and BW and SNR are the

bandwidth and signal-to-noise ratio of the signal. Due to the fact that the

SNR cannot be indefinitely increased to increase the capacity of the sys-

tem, interest has shifted towards receiver systems with a wider channel

bandwidth, such as the UWB and LTE. A wideband receiver front-end is

defined loosely in this work as a receiver front-end that can receive sig-

nals from a wide radio frequency band. The RF band is defined to be so

wide that the use of a single LC resonator is not practical. However, the

instantaneous band, i.e. the channel baseband bandwidth, can either be

wide or narrow. The UWB and the SDR, and CR concepts which utilize

wideband RF front-ends are the targeted systems covered in this thesis.

2.2.1 Ultrawideband

Ultrawideband began as a military application in the 1960s [20], but it

was not until 2002, when the Federal Communications Commission (FCC)

allocated frequency range of 3.1 to 10.6 GHz to be available for UWB

applications [21], that modern UWB research began. This spectral al-

location initiated a widespread interest in the utilization of this new fre-

quency resource [20–25]. The UWB is based on an under-lay technique

where the radio system utilizes a very wide spectrum range that poten-

tially includes other primary systems, as shown in Fig. 2.3. The trans-

mitted power in UWB is spread across such a wide bandwidth that the

spectral power density (-41.25 dBm/MHz) at any given narrow instanta-

neous band becomes negligible for the narrowband primary systems.

There have been two major approaches to the technical implementa-

tion of a radio utilizing this spectra. Namely, the multiband orthogo-
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nal frequency-division multiplexing (MB-OFDM) UWB and the impulse-

response ultrawideband (IR-UWB). The IR-UWB approach offers simple

transmitter (TX) implementation that mandates the use of a complex,

correlator-type, rake receiver [24,26] to exploit the multipath summation

of the UWB signal. The MB-OFDM UWB on the other hand takes advan-

tage of the multipath phenomenon and offers good spectral efficiency [21].

However, the implementation of the radio hardware is more complex due

to the frequency hopping, the number of supported bands, and the over-

all bandwidth of the RF parts. The circuits presented in this thesis are

intended for the MB-OFDM UWB, which is also referred to as WiMedia

UWB after the standardization proposal [27, 28]. They were designed in

2006 and 2007, when UWB was an important research topic. The UWB

did not gain momentum in the industry and its research has diminished

over the years.

MB-OFDM UWB by WiMedia Alliance was designed to enable wireless

high-data-rate connectivity with a range up to 10 meters and data rate of

110 Mbps [27]. The data rate could be increased up to 1024 Mbps with a

shorter range and better channel conditions. With such performance, it

was envisioned that it would replace the connection cables between con-

sumer electronics, personal computers, and mobile handsets. Also, it was

seen as being capable of providing wireless high-definition video connec-

tivity. The band allocation of the WiMedia UWB is shown in Fig. 2.3. The

standard divides the 7.5 GHz frequency band into 14 bands with a band-

width of 528 MHz and 5 band groups (BGs). Support for the band group

1 is mandatory, while the other band groups are optional [28].

The wide operational band of the UWB poses stringent co-existence

challenges to the radio circuitry. One of the toughest imaginable co-exis-

tence environments for the radio would be in a mobile device where it

would experience severe interference from several cellular and wireless

systems simultaneously, as depicted in Fig. 2.3. The systems depicted

in Fig. 2.3 have been derived from [29–33]. The transmit powers of

the cellular systems are as high as +33 dBm (GSM), and even though

these systems are located out-of-band, the remaining power after pre-

select filtering can cause intermodulation products to fall in-band in the

receiver. This fact makes the out-of-band linearity requirements of the

front-end strict. For narrowband intermodulation interference on top

the UWB channel, some of the sub-carriers of the orthogonal frequency-

division multiplexing (OFDM) signal could be nulled [27], and thus the
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interference would be tolerable as long as it does not desensitize the re-

ceiver chain. However, the Evolved Universal Terrestrial Radio Access

(E-UTRA) (LTE) and 802.11a standards operate at frequencies that are

in-band blockers for the UWB radio (BG1 and BG2), and for such use

cases, the only option is to use another band group available in the specifi-

cation. As can be seen from Fig. 2.3, the higher frequency bands would be

less congested and the relative bandwidth of the RF parts is also smaller,

thus making the implementation easier in that sense. However, the high

operating frequency increases the path loss of the signal and implement-

ing the radio hardware is not a trivial task due to limitations of the inte-

gration technology at the higher frequencies. This work includes a UWB

receiver targeted for the BG1 and BG3 frequencies, which is presented in

Chapter 3, with comparisons to other similar works.

2.2.2 Software-defined radio and cognitive radio - the future
trends

Motivation

Mobile handsets have evolved from single-system phones into the highly

complex smartphones of today. While in the 1990s the radio system was

assembled from a single radio chain, the current multi-system radios used

by smartphones are highly parallel. Still, with the current solution, many

of the systems (cellular, WiFi, GPS) have dedicated antennas, pre-select

filters, inputs and outputs, and radio hardware operating on different

bands. For example, the current multi-system radio platform typically

includes one signal path for a GSM/WCDMA/LTE cellular systems, a sec-

ond one for WLAN and Bluetooth systems, and a third path for a separate

Global Positioning System (GPS) receiver [34]. With the launch of the

long term evolution (LTE) technology, more and more bands need to be

supported by the manufacturers (23 frequency division duplexing (FDD)

and 11 time division duplexing (TDD) bands [31]), and this trend will

continue with the adaptation of the long term evolution advanced (LTE-

A) and carrier-aggregation (CA) technologies. Furthermore, government

regulatory bodies currently force manufactures to build variants that are

suitable only to a specific area. All this is driving up the implementation

complexity and cost of the end-product. It is of great interest for the indus-

try and the academia to find solutions that lower the circuit complexity,

simplify the design, and increase the re-usability of the radio hardware
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such that the implementation time and cost are reduced.
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Figure 2.4. (a) Ideal SDR architecture. (b) Extremely reconfigurable approach.

Software-defined radio

The original idea of SDR was outlined by Joseph Mitola in 1995 [35],

where he described a hardware system made up of a multi-band antenna,

an RF conversion stage, wideband analog-to-digital (AD) and digital-to-

analog (DA) converters, and general-purpose digital signal processing (D-

SP), as is depicted in Fig. 2.4a. By his own admission, he questioned

wether such an ideal will ever be implemented, which is also evident from

the demonstration presented in [36]. The bandwidth and dynamic range

requirements proposed in [36] for direct SDR call for AD and DA con-

verters with a 10 GHz sampling rate and a 16 effective number of bits

(ENOB) [37, 38]. A converter with such requirements would consume

about 1 kW [36] using the current technology, which clearly is not feasi-

ble for any kind of mobile solution operating on battery power. Instead of

an ideal implementation, a more practical topology is shown in Fig. 2.4b,

where a reconfigurable wideband LNA, power amplifier (PA), mixers, and

reconfigurable baseband (BB) filtering are used together with the AD and

DA converters. This kind of approach allows the sampling rate and dy-

namic range requirements of the converters to be scaled down to values

where physical implementation is more practical. In fact, this is where

the objectives and trends of the telecommunication industry and the SDR

ideal begin to approach each other. Therefore, SDR research has concen-

trated on taking advantage of the CMOS scaling trend in radio building

block design and trying to come up with solutions that serve the objec-

tives of reconfigurability, re-usability, and digital-like operation [35, 39].

Although this kind of approach does not meet the criteria of the pure SDR

proposed by Mitola, it suits the criteria for resource-sharing radios that

are emerging in practical implementations [40–42].

SDR will most likely come as part of an evolution of the current multi-

mode multi-band radios. As such, the requirements for the radio are set
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Table 2.1. Existing communication standards and derived software-defined radio receiver user
equipment requirements.

System GSM [29] UMTS [30]1 WLANac [32]2 E-UTRA [31]2 SDR5

Band(s) 0.9, 1.9 2.1-2.2 2.4, 5.2-5.7 0.7-2.7 0.7-2.7

(GHz)

Sens. -102 -117 (-92)3 -82 -104.7 (-94.7)3 -102

(dBm)

Ch. BW 0.2 5 20/40/80/160 1.4-20 0.2-160

(MHz)

Duplex TDD FDD TDD TDD+FDD TDD+FDD

Type

Duplex na 45-400 na 30-400 30-400

(MHz)

TX power +33 +24 +20 +23 +33

(dBm)

Blocking 04 -15 -63 -15 0

(dBm) @80MHz @85MHz @20MHz @85MHz @80MHz

1 Band I 2 Also MIMO 3 Coding gain (25/10dB) [43]
4 Also -23/26 dBm@3MHz 5 Sum of the toughest requirements

by the cellular and wireless connectivity standards that it needs to ful-

fill. Certain critical RF problems are exacerbated in software radio due

to its building blocks or, more accurately, the lack thereof. The simplifi-

cation or even complete removal of the pre-select and duplex filters has

serious consequences for the linearity requirements of the receiver, as can

be seen in Table 2.1. The table collects the user equipment receiver re-

quirements for the current wireless systems that are typically present in

smartphones. The presented SDR requirements represent a collection of

the most stringent requirements for each standard. However, the SDR

radio would still have to fulfill all of the requirements of each standard as

a whole.

Although GSM will eventually be phased out, a modern SDR radio still

needs to support its requirements for a long time. This constitutes a

bottleneck for SDR implementation, since the sensitivity, lower channel

bandwidth, transmit power, and out-of-band blocking requirements are

set by the GSM as can be seen in Table 2.1. The sensitivity requirement

of -102 dBm is higher than for Universal Mobile Telecommunications Sys-

tem (UMTS) (WCDMA) or E-UTRA (LTE), but the coding gain of these
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systems allows for a much lower SNR at the reception threshold and, in

practice, the GSM requirement is the most stringent. Moreover, smart-

phone manufacturers often require much better sensitivity and blocking

performance than what is specified in the standard. For example, a sen-

sitivity target for a modern GSM system can be as low as -110 dBm [44].

The blocking requirement of 0 dBm at 80 MHz offset for the GSM system

is also much higher than for the other systems. Also, the GSM specifi-

cation also requires the receiver to withstand a -23 dBm blocker 3 MHz

offset. These specifications translate into very strict linearity and LO

phase noise requirements for the receiver, as will be studied in Section

2.3.4. The RF band requirement of 0.7-2.7 GHz, which is set by E-UTRA,

is not a major obstacle and can be fulfilled with the wideband receiver

architectures that are covered in this thesis. The baseband channel band-

width should scale from 200 kHz (GSM) to 160 MHz (WLANac) in SDR.

This also implies that the AD converter should be highly flexible in terms

of sampling rate, resolution, and power consumption.

The interfaces of the SDR also pose stringent implementation require-

ments. The software radio architecture should support TDD and FDD

duplexing with transmit powers ranging from +20 to +33 dBm. Since the

antenna interface is wideband, a fixed frequency-selective duplex filter-

ing cannot be applied to attenuate the TX power visible at the RX in-

put. Instead, the antenna interface could make use of common-mode-to-

differential isolation phenomenon of a transformer to achieve a wideband,

SDR-compliant input. A TX-to-RX isolation better than -55 dB has been

reported for a single-ended autotransformer implementation [45] and -

70 dB for a differential implementation [46]. Another potential enabling

circuit element is the N-path filter, which can fulfill many of the recon-

figurability and linearity requirements in the SDR architecture. N-path

filters are a central research area in this thesis and will be looked at more

closely in Chapters 4 and 5.

Cognitive radio

In most countries, large portions of the spectrum are at present perma-

nently and inefficiently allocated to systems with low real use. With the

acknowledgement of the economic value of this scarce resource, there is

a strong motivation to make use of this spectrum. Cognitive radio (CR)

seeks to improve the spectrum utilization by detecting unoccupied bands

(referred to as holes or white spaces) and opportunistically adapting to
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Figure 2.5. Shadowing problem and cooperation in cognitive radio.

them, while avoiding interference with primary users [47, 48]. Spectrum

detection via sensing is the key feature that makes the CR possible. Sens-

ing can be accomplished by matched filtering, energy detection, or cy-

clostationary detection [49]. The first two are sub-optimal options due

to non-coherent signal processing, while cyclostationary detection allows

the radio to extract signal features, such as the sinusoidal carrier, sym-

bol rate, and modulation type [50]. However, implementing the feature

detector requires more hardware than the simpler detectors [51].

Meeting the sensitivity requirements of the narrowband primary radios

with a wideband CR receiver is already difficult. In order to avoid the

hidden terminal or shadowing problem in CR, the sensitivity requirement

must be raised by 30-40 dB because the CR does not have a direct mea-

surement of the channel between the primary service RX and TX. The

shadowing problem is depicted in Fig. 2.5, where A and B are CR termi-

nals and C and D are the RX and TX of a primary service in this example.

If D transmits on the primary user channel while the C receives close to

the sensitivity limit of the system, then A and B must have much better

sensitivity so that they can also see D. It can happen that one of the CR

terminals, B in this case, is behind an obstacle or in a bad multi-path fad-

ing position where it cannot detect the primary user. In such a case, A

could provide B with its spectrum-sensing results and thereby avoid col-

liding with the primary system. This type of collaborative sensing has

been shown to reduce the probability of primary user interference from

over 90% to below 10% [50], and the detection improves as the CR net-

work size increases. To accomplish this, the CR terminals need some type

of control channel to communicate. The channel could be implemented

as a dedicated frequency channel or as an UWB underlay channel [52].

Whatever type of implementation is used, it must be guaranteed not to

interfere with any primary systems.

CR and SDR share many properties from the perspective of the receiver
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front-end. One similarity is the minimal pre-select filtering, which makes

it possible for the RX to see the entire hostile spectrum from the antenna,

and thus enables harsh interference and blocking scenarios. Also, both

cognitive radio and SDR have wide reception bands, while the instanta-

neous channel bandwidth can be narrow in both. The duplex filtering

dilemma also applies to CR if it uses FDD duplexing, which is the case

with SDR. Finally the LO tuning range, phase-noise, and spurious re-

quirements are stringent for both, again, because there is no pre-select

filtering. The more demanding LO requirements stem from the higher

blocker levels at the mixer where they down convert the LO phase noise

and spurious tones.

There are two fundamental differences between SDR and cognitive ra-

dio. First, the SDR targets certain standards and their allocated bands,

which are known a priori, whereas cognitive radio has no such knowl-

edge (or very little). Where SDR can circumvent interference scenarios

with careful frequency planning, CR suffers more from unknown interfer-

ence [53]. Second, cognitive radio must sense and detect the unoccupied

channels that it intends to use, while SDR has no such requirement. In

order to avoid the hidden terminal problem described above, CR should

be able to detect the primary users with an SNR of -20 to -30 dB. If the

receiver uses feature extraction (cyclostationary detection) to perform the

detection, then, knowing that non-linearity preserves the features in in-

termodulation components, the linearity requirement must be 20 to 30 dB

larger to avoid false detection [53]. In particular, the LNA even-order dis-

tortion becomes a much more serious problem in wideband CR receivers,

because it folds the intermodulation product to DC, where it may pass

through the mixers and corrupt detection [54].

2.3 Receiver design parameters

There are several design parameters that play an important role in re-

ceiver circuit analysis, design, and verification. The intent of the author

is to discuss the fundamental design parameters in a receiver and, where

applicable, highlight the differences, or new requirements between the

classical narrowband systems and wideband/SDR systems. More details

related to the characteristics of wireless communication systems can be

found in, for example, [15,55–59].
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2.3.1 Input matching

With RF receivers, the RF interfaces need to be matched to a specific

impedance level for two main reasons. One reason has to do with the

performance of the possible off-chip components, like baluns, duplexers,

antennas, or pre-select filters. The components are designed to match a

certain reference impedance level, typically 50 Ω, and a large deviation

from this can lead to performance degradation in the form of a change in

the component characteristics. The second reason is due to signal reflec-

tions in the off-chip transmission lines. When the distance between the

source and the load, for example the antenna and LNA, is larger than λ/4,

then reflections can occur [60]. The λ is the wavelength of the signal in

question. For example, for a signal at 3 GHz and a substrate relative per-

mittivity of 4, this distance becomes 12.5 mm, which can easily be reached

on a printed circuit board (PCB) scale.

Input matching is defined with the help of scattering parameters (S-

parameters) as

S11 =
Zin − Z0

Zin + Z0
, (2.2)

where Z0 is the characteristic (source) impedance and Zin is the input

impedance of the circuit. The return loss is 20log|S11|. The amount of

power lost due to mismatch is defined as

Latt = 10log[1− |S11|2]. (2.3)

The relationship between the return loss and the power loss due to mis-

match are presented in Fig. 2.6. In Fig. 2.6a, matching circles of -3, -6,

and -10 dB are printed on Smith’s impedance chart to illustrate how the

area of allowed matching impedances becomes reduced as better matching

is required. In Fig. 2.6b, the power loss due to mismatch starts to increase

rapidly after the -10 dB threshold, which is typically specified for RF cir-

cuits [61]. Also, for wideband antennas a return loss requirement of -6

dB is typically targeted [62], which means that the losses due to antenna

mismatch can dictate the losses of the system input, and thus degrade the

system noise figure. This is an important aspect for the circuit designer

to keep in mind.

2.3.2 Gain

For a general amplifier structure, shown in Fig. 2.7, we can derive several

gain definitions [60]. For receivers, the signal is typically processed in the
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Figure 2.7. General amplifier stage with input and output impedances. For a wideband
amplifier, the input is assumed to be perfectly matched; thus, Vin = VS/2.

voltage domain after the first circuit block on the IC, and therefore, we

can assume the output of the receiver to be matched to the characteristic

impedance of the measurement device (or simulation). The power gain of

the circuit is defined as

Gp =
PL

Pin
=

V 2
L,rms/ZL

V 2
in,rms/Zin

. (2.4)

For wideband circuits, matching can vary considerably over the reception

bandwidth, and therefore the inserted power can also change. The trans-

ducer gain,

Gt =
PL

PS,av
=

V 2
L,rms/ZL

V 2
S,rms/4RS

, (2.5)

assumes a perfect input match and describes how much of the available

source power is delivered to the load. For wideband receivers, the latter

definition is useful since it depicts the system gain response shape instead

of the intrinsic response. Similarly, for voltage signals the voltage gain is

defined as

Av =
VL

Vin
=

IoZL

Vin
. (2.6)

In narrowband applications where the matching of the input is good, we

can assume that Rs = Zin, and therefore the voltage gain is a good figure-

of-merit. However, for wideband receivers Rs �= Zin and using Av will
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Figure 2.8. Graphical determination of (a) IIP2 and IIP3, and (b) input compression
point.

result in deformed frequency responses. A more suitable figure-of-merit

is the insertion gain Ai [63], which is expressed as

Ai =
VL

VS/2
=

2VL

VS
=

2IoZL

VS
. (2.7)

Similar to the transducer gain, the insertion gain measures only the vari-

ation in the output signal.

2.3.3 Linearity

Different linearity measures of the receiver describe how well the system

tolerates large signals and how these interfering signals are folded onto

the reception channel. As the level of the interferers increases, they de-

grade the SNR of the weak desired signal and throughput of the system.

With DCRs, typical linearity measures are the input-referred second- and

third-order intercept points, IIP2 and IIP3, respectively, as well as the in-

put compression point (ICP). Linearity is an important aspect of receiver

design whose role has increased. Previously, with only a few radio sys-

tems, the focus of most academic studies was on minimizing the noise

figure [61]. Now, since more radio systems are implemented on the same

radio platform, the interference environment has become more hostile.

Also, with manufacturers wanting to minimize cost, the use of external

filtering components needs to be minimized. These issues have resulted in

more linearity-oriented receiver research on how to improve the blocker,

desensitization, and intermodulation performance of the receiver.

Intermodulation

With the IIP2 test, two sinusoidal test tones at ω1 and ω2 result in second-

order intermodulation distortion (IMD2) at the frequencies |ω1 ± ω2| [64].

The behavior of the test signals and the IMD2 product is depicted in Fig.
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2.8 (a) in relation to the test signal power Pin. As the test tone power

increases, the Fund and IMD2 lines intersect. This imaginary, second-

order, input-referred intercept point can be expressed as

IIP2 = P1 + P2 − (IMD2−G), (2.8)

where P1 and P2 are test signal powers (dBm) at the input, IMD2 is the

intermodulation product at the output, and G is the small-signal gain of

the system at the frequency of the intermodulation beat.

The IIP3 is determined in similar fashion as the IIP2. The two test tones

result in third-order intermodulation distortion (IMD3) at the frequencies

2ω1 − ω2 and 2ω2 − ω1 [64]. As the test tone power increases, the increase

in IMD3 is ideally threefold in dB. The IIP3 can be calculated from

IIP3 = P1 +
1

2
P2 − 1

2
(IMD3−G), (2.9)

where P1 is the test signal power closer to the IMD3 frequency and P2 is

the other test signal power (dBm) at the input.

Compression and desensitization

There is an upper bound where the system can amplify the signal with

constant gain. As the input power increases, the output power stops in-

creasing in the same increments as the input power. This phenomenon

is called compression. A -1 dB input compression point (ICP or P1dB) can

be defined graphically, as shown in Fig. 2.8b. It is the point where the

extrapolated output power line and actual output power differ by 1 dB.

The reduction of sensitivity in the presence of a single large interferer is

called desensitization [65]. Desensitization by blocker can be attributed

to two separate mechanisms. First, it can be attributed to the gain com-

pression in the desired weak signal due to third-order nonlinearity. As

the power of the large blocking signal increases, a similar drop in the out-

put power of the weak signal can be observed as for the compression test

depicted in Fig. 2.8b. The second mechanism is due to second-order non-

linearity, which results in low-frequency noise to up-convert to the desired

signal frequency, thus degrading the SNR [65].

2.3.4 Noise

The sensitivity determines the minimum signal level at which the re-

ceived signal can be detected with sufficient quality, i.e., sufficiently low

bit error ratio (BER). The sensitivity can be determined as

S = −174dBm+ 10log(BW ) + SNRmin +NF, (2.10)
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where -174 dBm is the kBT noise power of the source at 290 K, BW is

the channel bandwidth, SNRmin is the minimum signal-to-noise ratio,

and NF the noise figure of the receiver. SNRmin is determined by the

minimum BER, the used modulation, the coding gain, and, in the case of

spread-spectrum systems, also the spreading gain (SG) [66].

The noise figure of a circuit can be determined from the noise factor

equation, which is expressed as

F =
SNRin

SNRout
=

e2n,out

4kBT ·BW ·RS(
Vout
VS

)2
, (2.11)

where en,out is the output rms noise voltage, kB is the Boltzmann’s con-

stant, T is the temperature in Kelvins, BW is the bandwidth, RS is the

source resistance, and Vout and VS are the output and source voltages,

respectively.

A quick way to approximate the noise performance of an RF block, for

example in measurements, is to use the spot noise figure, which can be

defined as

SNF = Nout − Pout + Pin,av + 174dBm, (2.12)

where Nout and Pout are the output noise (dBm/Hz) and power of the block

and Pin,av is the available power from the source (dBm/Hz). For a DCR,

another 3 dB is subtracted from the SNF due to the fact that noise folds

to the baseband from both sides of the LO frequency [67].

Reciprocal mixing and blocker noise figure

Reciprocal mixing occurs when a blocker enters the down-conversion mixer

and mixes with the LO phase noise that is at the frequency of the blocker.

This phenomenon is depicted in Fig. 2.9. Note that even if the receiver

linearity is sufficient to withstand the blocker and the baseband filtering

is sufficient to avoid desensitization, reciprocal mixing can limit the per-

formance of the receiver. The LO phase noise (PN ) and blocker power

(PB) that reaches the mixer define the blocker noise figure (BNF ) due to

reciprocal mixing alone to be

BNF = 174dBm+ PN + PB. (2.13)

For example, the specification for the GSM receiver requires that a bloc-

ker level of -26 dBm should be tolerated at a 3 MHz offset from the car-

rier [29]. If a phase noise of -140 dBc/Hz is assumed [45], then the blocker

noise figure becomes 8 dB due to reciprocal mixing alone. The BNF should

be substantially smaller than the receiver NF in order not to degrade
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Figure 2.9. Reciprocal mixing with a blocker signal, which causes LO phase noise and
spurious tones down-conversion to baseband.

the overall NF. Reciprocal mixing sets stringent requirements for the LO

generated by the cellular systems, as is evident from the example. The

pre-select filtering in these systems alleviate the out-of-band PN require-

ment, but for SDR and other wideband receivers the out-of-band blockers

pose a serious challenge due to the lack of filtering. In SDR receivers, the

synthesizer requirements are further exacerbated by the wide frequency

synthesizing range.
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3. Wideband low-noise amplifier design

The subject of this chapter is the design of wideband, low-noise amplifiers

(LNA) for mobile applications. General wideband design principles are

introduced and different wideband LNA topologies are presented. Then

feedback LNA design trade-offs are discussed. A review and comparison

of wideband buffer topologies is also presented. For the purpose of com-

parison, simulation examples are shown for the feedback LNA topology

and wideband buffers. Experimental results of implemented wideband

LNA circuits are presented at the end of this chapter. Original work by

the author includes a dual-loop feedback LNA and the use of a UWB LNA

in the IF stage of a 60-GHz receiver.

3.1 General wideband design principles

A narrowband LNA is usually the first circuit block in a conventional re-

ceiver. Its purpose is to provide sufficient matching for the input interface

so that the preceding block (filter, switch, antenna) behaves as expected.

The LNA also sets the minimum noise figure and sensitivity of the re-

ceiver and suppresses the noise of the following circuit blocks with its

gain. The gain of the LNA has to be designed such that the following

blocks are not overloaded and so that the dynamic range is sufficient.

Even though the overall in-band linearity of the receiver is usually set by

the circuit blocks following the LNA due to the gain, the linearity of the

LNA has to be high enough to withstand large out-of-band blockers that

may corrupt reception. The bandwidth of the LNA should cover the tar-

geted system band, but, at the same time, the load should be designed to

be as selective as possible to suppress out-of-band blockers. In LNA de-

sign, all of these design goals should be met simultaneously with minimal

power and area consumption.
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Figure 3.1. (a) A shunt-peaked load. (b) A bridged-shunt-peaked load. (c) A bridged-
shunt-series-peaked load.

The design goals for wideband, low-noise amplifiers are the same as

for their conventional narrowband counterparts. However, there are two

main design issues that are characteristic of wideband LNA design. These

are the input matching bandwidth and the load bandwidth. The input

matching strategy differs from narrowband realization because the band-

width of an input resonator that performs matching in the narrowband

case is insufficient in the wideband case. With inductively-degenerated

common-source (IDCS) LNA, more reactive components with high Q-valu-

es can be added to form LC-ladder-filter matching that has a wider band-

width [68–71]. This leads to the utilization of many inductors and capaci-

tors; this requires a large die area, and hence, such a solution is not prac-

tical for low-cost driven applications. Hence, circuit topologies that have

a wider natural matching bandwidth are employed in wideband design.

These are discussed in more detail in Section 3.2. The second differenti-

ating property is the instantaneous gain bandwidth. Narrowband LNAs

typically use LC resonators for their well-known advantages [72]. For a

wideband LNA, several parallel low-Q LC resonators may be used if the

bandwidth is sufficient [73]. Again, this leads to large implementation

area since each LC resonator requires its own inductor. A purely resistive

load is one alternative with a large bandwidth. The load has a bandwidth

that is limited by the RC constant of the load node, i.e. the parasitics de-

termine the high-frequency corner of the load. This generally limits the

use of a resistive load to applications below 2 GHz. Also, a high resistance

value should be used to minimize the noise penalty; this can potentially

lead to voltage head-room and linearity problems.

For high-frequency applications, a shunt-peaked load, shown in Fig.

3.1a, is a better option for realizing the wideband load and is often uti-

lized in wideband LNA designs [69, 74–76]. The shunt-peaked load con-
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sists of a series-connected inductor and resistor together with a shunt

capacitor [77, 78]. Compared to a resistive load with some arbitrary –3-

dB RC bandwidth, the shunt-peaked load can extend this bandwidth by

a factor of 1.85 [78]. Moreover, the resistance value of the shunt-peaked

load is smaller than for a purely resistive load, which results in larger

voltage headroom and smaller noise contribution from the resistor. A

bridged-shunt-peaked load, shown in Fig. 3.1b, can be formed by con-

necting a capacitor from the middle node between the inductor and the

resistor to the ground [78]. This type of load does not increase the band-

width but achieves the same bandwidth with a smaller inductor value,

and thus, smaller die area. Since all monolithic devices incur a para-

sitic capacitance, even a plain shunt-peaked load is in practice a bridged-

shunt-peaked load. The parasitic loading of the middle node between

the inductor and the resistor can be so high that no additional capacitor

value is needed. Additionally, by utilizing an additional inductor to form a

bridged-shunt-series peaked load network, as shown in Fig. 3.1c, an even

higher bandwidth extension ratio of 4 can be achieved [78]. Bandwidth

extension techniques are discussed in more detail in [77–80].

3.2 Wideband LNA topologies

The transistor can be connected in multiple ways to form a transconduc-

tor that is suitable for application as a low-noise amplifier. The possible

topologies have been extensively covered elsewhere [81]. Of the possi-

ble topologies, the IDCS LNA is best suited for narrowband applications

and therefore not discussed in this thesis. IDCS LNA analysis and im-

plementations targeted for wider bandwidths can be found, for example,

in [59, 69, 70, 82]. The three most common LNA topologies used in wide-

band applications are common-gate (CG) LNA, common-source common-

gate (CSCG) LNA, and common-source feedback LNA, which are pre-

sented in Fig. 3.2a, 3.2c, and 3.2d, respectively.

One of the simplest wideband topologies is the CG LNA (Fig. 3.2a),

where input matching is achieved by scaling the transistor transconduc-

tance gm (M1) to be inversely proportional to the desired matching impe-

dance (Zin = 1/gm) [73, 83, 84]. The CG LNA has many desirable proper-

ties for use as a broadband LNA. Matching is relatively easy to achieve

over a wide band, it has low power consumption, excellent third-order

linearity, and good reverse isolation and it is not very sensitive to pro-
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Figure 3.2. Wideband LNA topologies depicting (a) common-gate, (b) cross-coupled
common-gate, (c) common-gate common-source, and (d) general common-
source feedback topogies.

cess, voltage, or temperature variations (PVT). Also, the minimal number

of stacked devices make it suitable for use in modern low-supply volt-

age processes. The limitations of the CG LNA topology are that it has a

high noise figure (limit≈3 dB) and limited effective transconductance. To

achieve wide matching bandwidth with CG LNA, the value of the series

input impedance Zi (input bond wire and series DC blocking capacitor)

should be minimized over the reception band. Likewise, the input bond-

ing pad capacitance and biasing source inductor (depicted with Zs) further

limit the matching bandwidth that can be achieved [59]. However, these

reactive components can provide voltage gain for the input signal, which

improves the noise performance. To improve the noise performance of

the CG, a gm-boosting technique can be applied [85]. An amplifying and

inverting stage is connected from the source to the gate of the CG transis-

tor, which reduces the noise excess factor (NEF) of the LNA by a factor of

1+A, where A is the gain of the boosting device [85]. In a differential LNA

this can be accomplished by cross-coupling a capacitor from the negative

branch source node to the positive branch gate node [86], as is shown in

Fig. 3.2b. Differential CG LNAs using this technique have demonstrated

noise figures of 2.5–3 dB [86, 87]. The differential CG LNAs have also

been proven to have excellent IIP2 performance [87].

The noise-canceling CGCS LNA topology (Fig. 3.2c) was first introduced

by Bruccoleri [88]. In this topology, the noise current of the matching de-

vice (CG M1) creates noise voltages with opposite signs at the input and

at the output of the CG stage. When the input noise voltage is amplified

by the CS (M2) amplifier, it is inverted simultaneously and the resulting

noise voltages at the output nodes are, due to the CG stage, in phase and

equal in magnitude with appropriate design values. At the same time,
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Figure 3.3. Wideband LNA feedback topologies depicting (a) source-follower, (b) trans-
former, and (c) dual-loop feedback topogies.

the signal voltages are equal and opposite in phase. With a combining

network (e.g. a differential amplifier) the common-mode noise compo-

nents can be rejected and the opposing signal components re-enforced.

Additionally, the same noise-canceling phenomenon cancels the CG stage

distortion currents as well. This implies that the CS stage determines the

noise and linearity performance for this topology [89]. To achieve good

noise and linearity performance, the power consumption of the CS stage

has to be made high compared to the CG LNA. The CGCS topology is well

suited for wideband LNAs since it has a low die area, wide matching and

gain bandwidth, and a competitive NF. Additionally, the circuit naturally

performs unbalanced-balanced conversion, which implies that a single-

ended input can be utilized. When differential input signaling can be

avoided, the PCB and antenna design are relaxed considerably. The IIP2

performance of this topology seems to be highly dependent on the details

of the implementation: Values between +10 and +60 dBm have been re-

ported [40, 89, 90]. The IIP3 performance of the CGCS topology has been

improved to +10.5 dBm by differential implementation in [91].

An alternative method for implementing a wideband LNA is the negative-

feedback amplifier (Fig. 3.2d). The use of feedback results in numer-

ous benefits for broadband amplification, including a low implementation

area and design stability against PVT variations. The ability to trade

off between feedback factor and forward gain to achieve matching at the

input is another beneficial trait of the feedback topology. Generally, by

omitting Zi in Fig. 3.2c, the input impedance of the feedback amplifier

is Zin≈Zfb/Av, where Av is the open-loop voltage gain of the amplifier.

In practical circuits the feedback can be realized in many different ways,

which affects the performance of the LNA. Since the plain resistor feed-
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back (Zfb) over a single stage results in a rather power-hungry realization

(M1 has to be sized for a high gm), a source follower (SF) stage, shown

in Fig. 3.3a, has been used to implement the feedback [92–94]. The re-

sulting topology achieves a good NF (1.9-2.6 dB) and a very small die size

due to lack of inductors. However, the additional stage increases power

consumption, whereas the high voltage gain in the feedforward path de-

grades the overall linearity performance of the topology. Another topology

results when the feedback is placed over a 2-stage amplifier [76]. Similar

to the source follower feedback topology, the gain, noise, and size of the

implementation are very competitive while the power consumption and

linearity are moderate. This approach has two major drawbacks: The

global feedback introduces potential instability, which has to be carefully

considered during design, and the direct resistor feedback over the LNA

reduces the reverse isolation of the topology. An interesting way to imple-

ment the feedback is to utilize a transformer to couple the signal back [75].

This topology is shown in Fig. 3.3b. The topology achieves a good NF,

bandwidth, matching, and low power consumption [75]. The resulting IC

implementation requires a large die area due to the high-quality trans-

former, whereas the linearity performance is moderate. Moreover, the

design of the LNA requires the use and understanding of electromagnetic

field simulators since foundry kits do not normally include transformers.

Finally, the LNA can combine the aforementioned feedback topologies to

form a dual- or multi-loop feedback topology [95, 96], [I], one that uses a

resistive and transformer feedbacks, as presented in Fig. 3.3c. The mea-

surements of the LNA [95] show an NF of 2.5 dB, an IIP3 of +12 dBm,

and a gain of 12 dB, which make it highly competitive despite the com-

plex topology.

A qualitative comparison of the different properties of the CG, differen-

tial CG, CGCS, source-follower feedback (FB SF), reactive feedback (FB

Reac.), and dual-loop feedback (DL FB) is presented in Table 3.1. As a

conclusion it can be said that none of the possible topologies is a clear

winner with properties far superior to others. Each of them has its own

advantages and disadvantages, and the final choice for the proper LNA

topology depends on the application and its requirements. For example,

simple CG or SF feedback LNAs may be the best choices available for a

low power, low area application, while for other applications these may be

quickly discarded as too noisy or non-linear topologies.
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Table 3.1. Qualitative comparison of wideband LNA topologies.

CG Diff CG CGCS FB SF FB Reac. FB DL

Gain + + + - + - + - + +

Bandwidth + + + + + + + +

NF - - + + + + + + + +

Linearity + + + + -* - + - +

Matching + + + + + + + + + + +

DC power + + + - - + + +

Reverse isolation + + + + + + + -

Area + + + + + + + + - + -

* Contradicting IIP2 results exist [40,89].
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Figure 3.4. Wideband feedback LNA topology with (a) general impedances, (b) compo-
nents used in trade-off comparison.

3.2.1 2-stage, dual-loop feedback LNA design trade-offs

The dual-loop topology, which was introduced in last section, was chosen

as a candidate topology for a wideband UWB LNA presented in [I]. This

topology is an original product of this thesis. The configuration of the

topology is shown in Fig. 3.4a, where the dual-loop feedback is formed by

connecting a feedback from the first (Zfb1) and second (Zfb2) stage loads to

the input through a common feedback impedance, Zfb. The use of the feed-

back from the second stage load means that a larger feedback impedance

value can be used, which translates into a lower noise contribution. How-

ever, the global feedback can potentially cause instability in an actual

differential implementation where the signal inversion, depicted in Fig.

3.4a, is done by crossing the differential signal paths. This works for

a differential excitation, but for a common-mode signal the feedback re-

mains positive. Therefore, the common-mode loop gain must be designed

49



Wideband low-noise amplifier design

Table 3.2. Simulation parameters for three cases.

Case I Case II Case III

IDC1/gm,M1 (mA/mS) 5.5/64 9.6/105 7.4/71

IDC2/gm,M2 (mA/mS) 2.8/38 2.6/22 4.1/38

RL1 (Ω) 100 60 100

LL1 (nH) 2 3 2.5

RL2 (Ω) 300 300 200

Rfb1 (Ω) 1k 1k 1k

Rfb2 (Ω) 1k 1k 1k

Cfb (pF) 0.5 0.6 0.6

to be less than one in order to guarantee stability. The negative feedback

from the first stage load acts as a negative feedback for differential and

common-mode signals and helps to alleviate the common-mode stability

problem. Another option is to introduce a common-mode rejection into

the amplifier. Also, with two feedbacks it is possible to balance their indi-

vidual effects on the LNA and to have more trade-off freedom during the

design phase.

The actual implemented topology is presented in Fig. 3.4b. The single-

ended schematic contains the chosen passive components used in this

trade-off study. In addition to these components, the actual implemen-

tation in [I] has a DC blocking capacitor at the input and cascode tran-

sistors in each stage to increase gain. However, these differences do not

change the basic behavior of the LNA, and therefore, this study is relevant

to the actual implementation as well. Compared to the general topology

(Fig. 3.4a), the feedback from the first stage load (Rfb1) is connected to the

shunt-peak inductor in the topology (Fig. 3.4b). This results in a behavior

where the first stage feedback affects the high-frequency matching and

gain more, because the inductor is a high impedance at those frequencies.

The second stage has no peaking and thus a drooping gain response due

to the RC pole (parasitic C not shown). The second stage feedback has

more affect on the low-frequency matching and gain.

The trade-off study was performed for three different cases. The values

used in the study are presented in Table 3.2. In case I, gain bandwidth,

power, and noise performance were given priority. In case II, linearity

performance was preferred over other metrics, and in case III an overall

compromise was sought between the first two cases. The input inductor,

Li, modeled the input bond wire and its value in these simulations was 1

50



Wideband low-noise amplifier design

 1  2  3  4  5  6  7  8  9 10
−30

−20

−10

  0

   

   

S
11

 [
d

B
]

 1  2  3  4  5  6  7  8  9 10
 5

10

15

20

25

30

Frequency [GHz]
G

ai
n

 [
d

B
]

 

 

Case I Case II Case III

Figure 3.5. Wideband, dual-loop feedback LNA gain and matching comparison for three
different parameter cases.
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Figure 3.6. Wideband, dual-loop feedback LNA noise figure and third-order intercept
point comparison for three different parameter cases.

nH, and the value of the pad capacitor, Cpad, was 300 fF. In addition, 50 fF

capacitors were placed at the loads of each stage to reflect the post-layout

extraction of interconnects and devices. The self-resonance frequency of

the inductor was also modeled so that it followed the inductor size and

was approximately the same as that exhibited by monolithic inductors for

a modern CMOS process.

The simulated gain response and matching for the three cases are shown

in Fig. 3.5, and the simulated NF and IIP3 are shown in Fig. 3.6. The

first case had a wide gain bandwidth ranging from 1 to 10 GHz with a 2 dB

gain variation over the band. The peaked gain response was due to the low

value of the load inductor, LL1 (2 nH). The achieved matching bandwidth

was also wide and extended from 1 to 8.5 GHz. The input inductor (1

nH) and the input capacitance of the pad and the input transistor limited
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the matching at higher frequencies. The NF for case I at 1–4 GHz was

1.9 dB and increased to 3.6 dB at 9 GHz, which was due to the large

size of the input transistor. The problem with the first case was the IIP3

performance, which degraded over the gain bandwidth from –8 dBm at 1

GHz to –25 dBm at 9 GHz.

For the second case, the current consumption and transconductance

were increased to improve the linearity and noise performance, while

the transconductance of the second stage was decreased. The decreased

transconductance together with the higher load inductance (3 nH) re-

sulted in a reduced gain bandwidth, as can be seen in Fig. 3.5. The lin-

earity was improved so that it was better than –13 dBm while the NF was

1.6 dB at 3 GHz, but achieving sufficient input matching was challenging.

In the last case, the design parameters were chosen so that they fell in be-

tween those set for the first two cases such that an acceptable all-around

performance could be obtained. As can be seen from Fig. 3.5 flat gain

response and matching were achieved between 1–8 GHz. Simultaneously,

an NF of 2–3 dB was achieved and the simulated IIP3 was from –8 to –13

dBm between 1–8 GHz. The results of the last case served as a starting

point for the implementation in [I].

This topology achieves good all-around performance in these simula-

tions; however, the circuit design using this topology is complex due to its

interdependent nature. Changing a single parameter produces changes

in all of the design metrics at the same time, so the designer needs to un-

derstand these relationships in order to succeed in the design. The basic

design procedure for the dual-loop feedback topology is given below to give

insight into the design procedure with this type of LNA. Further analy-

sis of the dual-loop feedback input matching conducted by the author can

also be found in [97].

• Design the LNA without the feedbacks for sufficient gain and band-

width. The linearity and noise performance can be traded by altering

the transconductance ratios of the first and second stage. The band-

width should be slightly higher than what is targeted as it will be re-

duced when the feedbacks are put in place.

• Insert the feedback over the first stage and size for matching. Seek to

accomplish majority of the matching with this feedback to ensure sta-

bility.
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• Insert the second feedback and adjust the value of the feedback to fulfill

matching criterion. This gives a starting point for the LNA design.

3.3 Wideband buffers

With wideband receivers, a buffer is often needed to isolate the LNA from

the mixer and to increase the load impedance of the LNA. This guarantees

a higher voltage gain for the LNA, and therefore, the noise of the mixer

is also suppressed more compared to an unbuffered case. Another reason

for using a mixer-buffer is the bandwidth of the interface. By designing a

low impedance mixer interface, the gain variation over a multi-gigahertz

band can also be small even without inductors. When an active mixer is

used, the low impedance interface also minimizes the voltage gain before

the mixer switches and thereby improves the linearity performance of the

active mixer.
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Figure 3.7. Wideband buffers utilizing (a) common-drain (voltage follower), (b)
capacitively-coupled, common-drain common-source, and (c) differential
common-drain common-source topologies.

In Fig. 3.7, three different buffer topologies are shown. A conventional

common-drain (source follower, Topo I) buffer is depicted in Fig. 3.7a, a ca-

pacitively coupled common-drain common-source (CDCS, Topo II) buffer

is depicted in Fig. 3.7b, and a differential, capacitively cross-coupled, com-

mon-drain common-source buffer (CCC-CDCS, Topo III) is depicted in Fig.

3.7c. The CDCS buffer topology has been used in the receivers in publica-

tions [I-II], whereas the CCC-CDCS buffer topology has been used in the

receivers in publications [III-IV].

A simulation comparison is provided for a differential implementation
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Figure 3.8. Wideband buffer topology comparison for gain and noise figure.

of each to gain an insight into their differences. The driven load was a

100 Ω resistor and a 100 pF capacitor (not shown in the figures). The

buffers were biased so that the single branch DC current was 2 mA. An

NMOS transistor was used as a current source for the source-follower in

Fig. 3.7a. The voltage gain and noise figure results are shown in Fig. 3.8

and the IIP3 results in Fig. 3.9 for a 50Ω source. Of the three topologies,

the simple source-follower topology provided the lowest gain, the highest

noise figure, and the lowest IIP3 result for the simulation band of 1–10

GHz. By using the capacitor to couple a signal from the CD transistor

drain to the CS transistor gate (Fig. 3.7b), the gain of the buffer can be

increased by 2 dB. While the noise performance is slightly better, the addi-

tional noise introduced by the ZL (100Ω) keeps the NF of the CDCS buffer

close to the plain CD buffer. The third topology can be used for differ-

ential signaling. With the CCC-CDCS buffer, the input signal is directly

cross-coupled to the CS transistor from the opposing signal branch, as is

depicted in Fig. 3.7c. This further improves the gain and avoids the addi-

tional load resistor of the CDCS buffer. This has two impacts: The NF is

1.5 dB better, and because the voltage headroom is improved (VDD 1.2 V),

the linearity is also better (IIP3 23 dBm). Another beneficial property of

the CCC-CDCS buffer is its common-mode rejection. Common-mode sig-

nals are effectively cancelled by the summation of the output currents of

the CD and CS transistors in opposing phases. The rejection is limited by

mismatches, and in this case it was better than 40 dB for a Monte Carlo

of 1000 runs.
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Figure 3.9. Wideband buffer topology comparison for third-order intercept point.

3.4 Experimental results

3.4.1 LNA for an UWB receiver

The block diagram of the dual-band UWB receiver implemented in [I]

is presented in Fig. 3.10. The receiver consists of a dual-band front-

end, a WiMedia-compliant [27] baseband filter, a fast-hopping synthesizer,

and a dual-scheme LO quadrature generation. The 5th-order Chebyshev

baseband filter has a bandwidth of 240 MHz and adjustable gain control

together with offset-compensating, current-steering DA converters. The

synthesizer uses three parallel, phase-locked loop (PLL) units to achieve

good spectral purity and a high hopping speed (< 3 ns). Quadrature sig-

nals are generated for the mixers either with a divide-by-2 (DIV2) divider

or an active polyphase filter (APPF), which reduce the required synthe-

sizer frequency range. Transconductance elements, implemented with

inverter-like structures, replace the resistors of a conventional passive

PPF in the APPF. The APPF will be further discussed in Chapter 6.

One problem with the wide UWB reception band is that it leads to de-

graded out-of-band filtering of the interfering signals, and thus, the lin-

earity requirements of the receiver become more stringent. Despite pre-

select filtering, these interferers (GSM900, 2.4-GHz WLAN, etc.) can cor-

rupt UWB reception due to intermodulation or desensitization. This sit-

uation is relaxed with BG3 because of the less hostile spectrum. For the

BG1 LNA, an LC-notch filter is used to attenuate interferers around 2.4

GHz, as is shown in Fig. 3.11. The filter utilizes a cross-coupled pair to
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Figure 3.10. UWB receiver block diagram [I].

Figure 3.11. LNA schematic for band group 1 [I].

enhance the Q-value of the LC notch.

In order to achieve wideband matching for an UWB LNA, either a feed-

back path or a parallel common-gate stage can be used [76,98]. The topol-

ogy that we have chosen for the BG1 LNA relies on two feedbacks from the

first stage and second stage loads, as is depicted in Fig. 3.11, to provide

sufficient matching, even with the additional parasitic capacitance and se-

ries inductance introduced by the packaging. Furthermore, with the dou-

ble feedback the degeneration inductor could be avoided when compared

to the IDCS LNA topology. This saves die area and makes the layout

easier to draw for the differential amplifier. We use a cascode configura-
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Figure 3.12. Receiver gain response for BG1 and BG3 [I].

tion in the amplifier stages to achieve a higher gain. In the first stage a

shunt-peaked load provides gain peaking, while the resistive load of the

second stage cancels the peaking, and thus only one inductor is needed

in this topology. The differential signal paths must be crossed so that

negative feedback is maintained, because both amplifier stages invert the

signal phase. The amplifier has a positive feedback for common-mode sig-

nals; this can potentially cause instability. The modest gain and small

feedback factor from the second stage output ensure stability for this am-

plifier implementation. Furthermore, the second feedback is used as an

additional feedback to gain another degree of freedom in design while the

feedback from first stage accomplishes most of the matching. All of the

resistors in the LNA were made tunable with switches so that process

variations could be covered. The BG3 LNA also uses a two-stage feedback

topology similar to the one shown in Fig. 3.11. The design trade-offs of

this topology were discussed in Section 3.2.1.

We use enhanced source-follower buffers similar to the ones presented

in [74] and Fig. 3.7b after the LNAs to drive the active mixers. The

BG3 buffer uses an additional inductor in the load to provide additional

gain peaking. The output signals of the buffers are directly connected to

the sources of the double-balanced, Gilbert-cell mixer switches [99]. This

low-impedance node suffers less from the parasitic capacitance of the two

signal paths, resulting in a near-flat frequency response.

The chip was fabricated using a standard 1.2-V, 65-nm CMOS process

and it was bonded directly onto a PCB. The active area of the design is 2.7

mm2, which includes the reported blocks, the control bus, the decoupling

capacitance, and the interconnect wiring.
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Table 3.3. Measurement Results [I].

Band Group 1

RF Band (MHz) 3168-3696 3696-4224 4224-4752

Gain max/min (dB) 58.5/24.5 59/25 59/25

NF (dB) 6.2 6.1 5.7

S11< -10dB (GHz) 2.6 - 4.9

ICP (dBm) -29.5

In-band IIP2 (dBm) 18.5

In-band IIP3 (dBm) -16

Blocker IIP31(dBm) -6

Freq. Hopping (ns) < 3

Technology 65nm CMOS

Active Area (mm2) 2.7

Supply (V) 1.2

Idc (mA) 35 (RF) + 60 (BB) + 42 (LO) = 137

1 Measured with 2420 and 880 MHz signals at a 15 dB

power difference of the input test tones.

The measured frequency responses of the receiver in the BG1 and BG3

mode are presented in Fig. 3.12. The gain has been measured from the

baseband filter output, and thus the effects of the RF front-end, baseband

filter, and LO generation are all visible in the figure. The gain level of the

first sub-band in BG3 is already 10 dB lower than for BG1, which indi-

cates that the LO signal amplitude is not sufficient for the mixers. This

was also verified in the reception band, where the operational band of the

divider and the APPF overlap. Additionally, there is a 15 dB difference in

gain of the three sub-bands, which suggests that the frequency response

of the LO path droops heavily. Because this kind of behavior was not vis-

ible with the BG1 measurements, it can be concluded that the APPF and

LO path does not perform in a satisfactory way.

The BG1 gain of the RF front-end is 60 dB within 1 dB. The matching

for the BG1 input covers a frequency range of 2.6 to 4.9 GHz with the PCB

board and connectors. The measured noise figures of the receiver are 6.2,

6.1, and 5.7 dB for UWB band groups 1, 2, and 3, respectively. The rest of

the measured results for BG1 are shown in Table 3.3.

A comparison of the MB-OFDM UWB radios is made in Table 3.4 for

the different CMOS technology nodes. The experimental results of our re-

ceiver demonstrate a competitive performance against other state-of-the-

art UWB receivers implemented with CMOS technology given the circuit
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Table 3.4. Comparison of MB-OFDM UWB receivers.

Gain Band NF IIP3 PDC Area Integrated CMOS Ref
dB GHz dB dBm mW mm2 Blocks Tech.
37 3-5 4.1 -22 237 6.6 TRX, BB, 130-nm [76]

SX

73 3-5 8.4 -19 105 1.01 TRX, BB, 130-nm [73]

SX

84 3-8 8.1 -132 284 15.6 TRX, BB, 180-nm [100]

ADC, SX

24 3-8 5 5 114 0.41 TRX, buf 65-nm [98]

SX

64 3-10 7.8 -172 224 3.5 TRX, BB, 90-nm [82]

SX

59 3-5 6.2 -16 164 2.7 RX, BB, 65-nm [I]

SX

1 Active area 2 Minimum gain

complexity and implemented circuit blocks in the chip. When comparing

the longer line width implementations [73, 76, 100] against the shorter

line width implementations [82, 98], [I] a 20% smaller averaged power

consumption can be observed in favor of the smaller line widths. Simi-

larly, the NF and die area are lower for the smaller line widths. In par-

ticular, the BG3 UWB front-ends benefit from the small line width. Also,

for a more complete comparison, UWB receivers implemented with SiGe

technology can be found, for example, from [69,71,101,102].

3.4.2 60-GHz CMOS receiver with an on-chip ADC

The previous work on the UWB receiver presented in [I] was utilized in

a 60-GHz CMOS receiver with an on-chip ADC [II]. The use of the UWB

receiver together with a millimeter-wave front-end enables the implemen-

tation of a high capacity wireless connection. A block diagram of the com-

plete receiver is shown in Fig. 3.13, where the IF amplifier is the wide-

band UWB LNA used in [I]. Superheterodyne architecture was used to

minimize the circuit hardware operating at millimeter-wave frequencies,

which reduces power consumption and layout size.

The gain of the millimeter-wave 4-stage LNA was designed to be 19 dB

to suppress the noise contribution of the mixer and the succeeding circuit

blocks. Additionally, the feedback matching of the IF amplifier could be
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Figure 3.13. 60-GHz wideband receiver block diagram [II].

omitted in this design and therefore the noise performance was further

improved. The IF amplifier uses a cascode configuration and a shunt-

peaked load to guarantee wide bandwidth and sufficient IF frequency (2

to 6 GHz) for the receiver. The higher IF frequency reduces the image

frequency noise folding in the superheterodyne architecture because of

the millimeter-wave front-end selectivity. A separate buffer drives the

double-balanced quadrature mixer, which separates the signal into I and

Q paths. The quadrature signal for the mixer is generated using an active

polyphase filter (APPF). The baseband filtering section is composed of a

merged programmable gain amplifier (PGA) and a 5-stage gm-C Cheby-

shev filter prototype with pre-distorted filter coefficients in [16,103]. The -

3 dB cutoff frequency of the filter is 275 MHz. A 6-bit, 600-MS/s flash ADC

performs the analog-to-digital conversion and together with the baseband

filter support the MB-OFDM reception described in the WiMedia stan-

dard for UWB [27].

The measured performance of the receiver is presented in Table 3.5,

where it is compared to other 60-GHz front-end implementations. The

experimental results demonstrate the feasibility of a broadband, single-

chip, 60-GHz receiver with an ADC in deep-submicron CMOS. The wide-

band IF amplifier helps to achieve a low system NF and competitive gain,

die size, and power consumption. The receiver compares favorably with

the existing state-of-the-art, millimeter-wave front-ends given the high

integration level and degree of circuit complexity. Also, to the best of the

author’s knowledge, this receiver is the first 60-GHz implementation that

includes a front-end, an IF stage, a merged baseband filter, and an ADC

on the same chip.
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4. Passive mixers and N-path filters

The main purpose of a downconversion mixer is to perform a frequency

translation from the RF to the IF frequency. This is accomplished by using

non-linear devices, e.g. diodes or transistors, or by using a time-varying

element, i.e. a switch. Also, depending on the LO signal waveform and

amplitude, the mixer element can act as a current-commutating switch

or as frequency multiplying element. Depending on the implementation,

mixers are typically categorized as active and passive mixers. An active

mixer is a mixer implementation where a bias current flows through the

frequency translating device, whereas with a passive mixer there is no

bias current flow through the device. In general, active mixers can pro-

vide voltage gain and use a smaller LO amplitude, while passive mixers

provide lower 1/f noise corner frequency and higher linearity, but require

a large LO signal. Active mixers have been conventionally conceived of as

having a better noise figure, but recent advances in passive mixer imple-

mentations have demonstrated competitive noise performance [112–116].

This chapter discusses the properties and design principles of passive

mixers and, in particular, the passive mixer-first receiver. General design

principles and the theory of passive mixers are discussed first. Then, a de-

sign trade-off study that presents the effects of the interface impedances

around the passive mixer is provided and, additionally, the effects of the

switch sizing are shown. Active mixers are omitted from this thesis be-

cause of the fact that most of the mixers [III-V, VII] are passive (only the

mixer in [I- II] is active). The last part of the chapter describes a passive-

mixer-based circuit element, the N-path filter. The operating principle

and examples of an N-path filter application are presented in Section 4.4.

In this thesis, the N-path filter has been utilized in [III-V]. These circuits

are presented in Chapter 5.
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4.1 Passive mixer design considerations
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Figure 4.1. Passive mixer and LO timing diagram with overlap leakage.

The passive mixer is a widely employed mixer topology that is known

for its high linearity performance and low flicker noise. Additionally, the

mixer has zero DC current consumption and it occupies a very small die

area. However, the passive mixer also has its drawbacks. Perhaps the

most serious of the drawbacks is the mixing of interference from the odd

LO harmonics. The passive mixer also incurs a signal loss, which in a

typical receiver translates into a more stringent baseband noise require-

ment and a higher LNA gain specification. Also, due to the square-wave

LO signal, the LO buffering becomes power hungry at higher frequencies.

A schematic of a balanced passive switching core with interface impe-

dances is depicted in Fig. 4.1. If the Zbb is low and the Zrf is high, then

the passive mixer can be conceived of as a current-commutating mixer, but

when the impedances are reversed and the Zrf is low and the Zbb is high,

the passive mixer operates as a voltage sampling mixer. In the case of the

current-commutating mixer, a low baseband impedance can be provided

via operational amplifier virtual ground. In either case, minimizing the

passive mixer loss is critical. This can be achieved by minimizing the

switch on-resistance with respect to its interfaces. Besides using large

devices, using a large overdrive voltage accompanied by a square-wave

switching waveform minimizes the on-resistance.

Minimizing the channel resistance of the switch also minimizes the ther-

mal noise of the passive mixer switch [117]. However, the flicker noise

of the mixer can still severely degrade the NF of the mixer in narrow-

band systems [118], and it is of importance since the mixer switching

pair is typically the dominant source of flicker noise in a receiver [119].

The flicker noise of a transistor can be modeled using an empirical equa-
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tion [120]:

V 2
1/f =

KfI
af
ds

CoxL2

1

f ef
, (4.1)

where Cox is the unit capacitance of oxide, Kf is a device-specific constant,

L is the length of the device, and Ids is the drain current of the device.

The variables af and ef are the current and frequency exponents. By ob-

serving (4.1), it can be concluded that the flicker noise can be lowered by

reducing the channel bias current to zero, which is the case for a passive

mixer; however, in practical passive mixers a flicker noise is still present.

One reason for this is the leakage current in the switching core, which is

induced by the overlapping of the switches’ conduction phases on the tran-

sitions, as is depicted in Fig. 4.1 [121]. Using a sharp square wave reduces

the amount of flicker noise because the leakage is minimized [117, 122].

Another source of flicker noise in a passive mixer is the parasitic input

capacitor, Cp, shown in Fig. 4.1. During one switching phase, the capaci-

tor samples the noise of the baseband input through the switch and then

discharges it to the opposite baseband branch during the opposite phase.

This charging and discharging creates a train of spiked current pulses.

The average value of the pulses causes flicker noise [117, 123]. A third

flicker noise mechanism for a passive mixer is flicker noise conversion

due to a blocker or any other large amplitude signal [117].

The linearity of a passive mixer is generally conceived of as excellent due

to deep triode-region operation. With the current-commutation mode, the

low baseband interface impedance will further improve the mixer linear-

ity performance [124]. If a transimpedance amplifier is used to implement

the low in-band baseband impedance, then an additional capacitor at the

mixer output will improve linearity by reducing the load impedance level

at higher frequencies. The sharp square waveform also has an impor-

tant role: By maximizing the zero crossing slope, the phase modulation

of the signal is minimized, which improves linearity [125]. In a direct

conversion receiver, the passive mixer IIP2 and DC offsets can also be

problematic. Careful and symmetrical layout and using common-centroid

strategies alleviate these problems. Also, using a balanced structure in

the mixer helps to mitigate IIP2 and DC-offset problems [126]. Further-

more, non-coherent LO noise is rejected as common-mode noise in a bal-

anced structure [127] and the LO-to-RF feedthrough and substrate cou-

pling also benefit from a balanced mixer structure [128].

Harmonic mixing also needs to be considered with passive downconver-

sion mixers. For efficient conversion, the LO signal driving the mixer
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needs to be a square wave with a large amplitude, and it therefore also

has a high energy content at the odd harmonics of the LO. As was pre-

viously mentioned, the harmonic mixing folds the frequency components

from the odd harmonics of the LO frequency to the desired baseband fre-

quency, as shown in Fig. 4.2. These components can be filtered in a nar-

rowband system by placing an LC resonator at the mixer input. However,

such a resonator cannot be used in a wideband system, and therefore har-

monic mixing can cause problems with interference mixing. A harmonic

rejection better than 40 dB can be achieved by employing an 8-phase pas-

sive mixer [114], but in difficult interference cases the rejection should be

in the order of 100 dB to avoid desensitization. This kind of requirement

can be caused, for instance, by a 0 dBm interferer at the 3rd or 5th LO

harmonic frequency at the mixer input. In such cases, an additional pre-

select filter can ensure proper attenuation for the LO harmonic frequen-

cies. Harmonic rejection techniques are discussed in detail, for example,

in [129–133].

�� �� ��
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�

��� 
��

Figure 4.2. Harmonic mixing phenomenon in a passive mixer.

4.2 Passive mixer-first receiver analysis

The model for the passive mixer analysis is depicted in Fig. 4.3a, where

a quadrature passive mixer is connected to a source and an ideal oper-

ational amplifier with gain A and input-referred noise v2n,A. Each of the

switches operates on an ideal non-overlapping LO waveform with a duty

cycle of 25%, as shown in Fig. 4.3c. This means that the source only

sees one baseband branch at a time and ideally there is no charge leakage

from one branch to another. Due to the transparent nature of the passive

mixer switches, the baseband impedance visible to the mixer, ZL, will also

be visible to the source as an up-converted version of the baseband input

impedance, as depicted in Fig. 4.3b.

To calculate the input impedance of the passive mixer, we must first ac-

66



Passive mixers and N-path filters

����

���

����

����

���

��

���

����

����

	

����

��

	�

��

�
�

��

��

	
��

��

���	�
 �
�

�
�
���

���������

��

���
��

�
��

��� ���

���

Figure 4.3. Passive mixer receiver model for analysis.

knowledge the fact that odd harmonics will also be present with a square-

wave LO and will reduce the power of the desired signal. This loss can be

modeled as a frequency-dependent conductance at odd harmonics [134]

Ya,n =
1

n2

1

Za(nωLO) +Rsw
, (4.2)

where n is the harmonic index, Rsw is the switch resistance, and Za is

the source impedance. These losses can be summed together to form a

shunting impedance, Zsh, connected to the mixer output, as shown in Fig.

4.3b:

Zsh =

[ ∞∑
n=3,5,7...

|Ya,n|exp(j( � Ya,n +
nπ

2
))

]−1
(4.3)

=
4γ

1− 4γ
(Rsw + Za) ≈ 4.3(Rsw + Za) (4.4)

When the source impedance is a frequency-invariant resistance, (4.3)

can be expressed as (4.4). In (4.4), the shunting loss depends only on the

switch resistance, Rsw, and source impedance, Za. The γ in (4.4) results

from the 4-phase downconversion Fourier series approximation [135] and

can be expressed as

γ =
2

π2
. (4.5)

The input impedance of the passive mixer receiver can now be expressed

using a simple circuit model, shown in Fig. 4.3b, where the switches are

described by a series resistor, Rsw, the conversion losses by the shunt

impedance, Zsh, and the baseband impedance by the γ-scaled ZL. The

simple circuit results in an input impedance that can be expressed as

[134]:

Zin = Rsw + γZL||Zsh. (4.6)
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Figure 4.4. Input impedance of the passive mixer receiver analysis for different source
impedances (Ra) and baseband input impedances (RL).

For an intermediate frequency offset from the LO frequency, the impe-

dance becomes

Zin(ωLO + ωIF ) = Rsw +
γRL||Rsh

1 + jωIFCL(γRL||Rsh)
, (4.7)

where the reactive impedance caused by the baseband filtering capacitor,

CL, has been taken into account. The baseband input impedance at the

zero frequency can be calculated with the help of the Miller-effect:

RL =
Rfb

1 +A
. (4.8)

The input impedance of the receiver has been plotted in Fig. 4.4 for differ-

ent source and baseband input impedance values. The switch resistance,

Rsw, and the amplifier gain, A, have been set to 20 Ω and 40 dB, respec-

tively, in these simulations. The figure shows that low feedback resis-

tance, Rfb, determines the input impedance for this topology by shunting

the parasitic impedance, Zsh, according to (4.6). In this situation, the in-

put impedance is solely determined by the switch resistance, (4.6). When

the feedback resistance is increased up to 100 kΩ, the input impedance is

determined by the parallel connection of γRL and Zsh, since their values

are of the same magnitude. According to (4.6), the shunt impedance, Zsh,

starts to dominate the input impedance for RL values beyond 1 kΩ. In this

case, the level of the source impedance value plays an important role in

the input impedance of the passive mixer receiver, as can be seen in Fig.

4.4. However, in practical cases the input impedance is limited to lower

values by the parasitics of the input interface (e.g. bonding pad and input

series inductance).
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Figure 4.5. In-band gain of the passive mixer receiver for different source impedances
(Ra) and baseband input impedances (RL).

Next, we can determine the gain of the passive mixer-first receiver at

the amplifier output. The current induced by the input impedance can

be calculated by using (4.6). The frequency translation from RF to the

baseband can be mapped from the Fourier-series of the LO signal, and it

results in a coefficient of π/2
√
2 for a 25% duty cycle signal. The gain for

a differential output at an IF frequency can now be expressed as

GIF (ωIF ) =

−π√
2
A

1 +
Za +Rsw

Rsh||γZL

, (4.9)

where A is the open-loop gain of the amplifier. The behavior of the gain

has been plotted in Fig. 4.5 against the source Ra and baseband RL resis-

tance values. Ideally, the gain obtained via this topology can be defined

by Rfb/(Za+Rsw), which explains the behavior visible at lower RL values.

According to (4.9), with higher RL values the gain saturation occurs at 45

dB instead of an ideal result of 46 dB due to the harmonic re-radiation.

When these results are compared against steady-state circuit simulations,

the equations prove numerically accurate as long as a sufficient number

of harmonics are used in the simulations.

In order to calculate the noise performance of the receiver, the different

noise sources must first be identified. When examining Fig. 4.3a, four

sources of noise can be identified: The source impedance itself, the switch

resistance, the feedback resistance, and the input-referred noise of the

amplifier. Additionally, the noise caused by the virtual shunt impedance,

Zsh, needs to be added parallel to the baseband impedance noise sources in

Fig. 4.3a. In this topology, the Miller effect allows the feedback resistance
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Figure 4.6. Noise figure of the passive mixer receiver analysis for different source
impedances (Ra) and baseband input impedances (RL).

to be made larger by a factor proportional to the gain of the amplifier,

and simultaneously the noise from the feedback resistor is suppressed by

the same factor. The noise figure of the receiver can now be expressed as

follows [134]:

F = 1 +
Rsw

Ra
+

Zsh

Ra

(
Ra +Rsw

Zsh

)2

+ γ
Rfb

Ra

(
Ra +Rsw

γRfb

)2

+γ
v2n,A

4kBTRa

(
Ra +Rsw

γRfb
+

Ra +Rsw + Zsh

Zsh

)2

.

(4.10)

The second and third terms in (4.10) depict the noise contributions from

the switch and shunt resistances. The fourth and fifth terms represent the

noise contributions of the feedback resistance and the amplifier. The noise

figure of the receiver compared to the different source and baseband resis-

tance values is shown in Fig. 4.6. The switch resistance is 20 Ω, the gain

is 40 dB, and the amplifier input-referred noise is 500 pV/
√
Hz in these

calculations. It is clear that choosing a low source and feedback resistance

(low RL) is detrimental to the noise performance of the receiver. On the

other hand, increasing the feedback resistance beyond 10 kΩ (RL = 100 Ω)

has only a small impact on the NF. When the baseband input resistance,

RL, is sufficiently high, the noise figure is determined by the relationship

between the source and switch resistances. Making the source resistance

large (e.g. over 100 Ω) compared to the switch resistance has a bene-

ficial effect on the noise performance, and the calculation suggests that

a NF of less than 2 dB can be achieved with a high source impedance.

However, the highest achievable source impedance is limited by the in-

put parasitics, as was previously mentioned. Similarly, there is a limit of
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a minimum switch resistance that improves the noise performance. In-

creasing the device’s dimensions beyond this limit causes more parasitic

losses than the decreasing series resistance can outweigh. This will be

evident in the trade-off study in the next section.

4.3 Passive mixer-first receiver design trade-offs

In the previous section, the analysis revealed important aspects about

designing a passive mixer in a receiver. However, the linearity of the re-

ceiver was not analyzed and the effect of the switch non-idealities was

not addressed. In this section, a trade-off study from [V] is presented,

where the ideal switches have been replaced by transistors using an RF

large-signal model (PSP) from a 65-nm CMOS process. The study aims

to show how the interface impedances and the switch size of the passive

mixer should be chosen to give best performance in terms of noise, linear-

ity, and die size. The simulation model used in the trade-off study consists

of a balanced input, a quadrature passive mixer, and an ideal operational

amplifier model. This model is identical to the analysis model presented

in Fig. 4.3a except that it has a balanced input. However, the obtained

results are valid for both the single-ended input and the balanced input.

Values for the simulation are chosen such that they reflect an actual im-

plementation and are identical to the values used in the analysis of Sec-

tion 4.2. The input-referred noise source for the baseband amplifier has

a value of 500 pV/
√
Hz, the amplifier gain is 40 dB, and the switch resis-

tance in one simulation case is 20 Ω. The common-mode voltage (CM) of

the switches is set to half of the supply voltage and the capacitor value,

CL, is scaled such that a –3-dB baseband bandwidth is maintained at 10

MHz in all simulation cases. To capture the variation in RF performance

over a wide range, LO center frequencies of 1 and 3 GHz were used in all

simulations.

Figure 4.7 shows how the minimum noise figure and the optimal source

(antenna) resistance behave in relation to different design factors. The

minimum noise figure simulation clearly confirms the analysis findings

presented in Fig. 4.6: It is highly beneficial to select a baseband input

resistance, RL, that is sufficiently high (high Rfb). This partially results

from the fact that less noise is being injected into the baseband amplifier

input by the Rfb and partially from the fact that there are smaller losses

inside the mixer. The smaller losses result from the switch resistance
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Figure 4.7. Minimum noise figure and the corresponding optimum source resistance, RS ,
compared to the baseband input resistance, RL. Four different switch resis-
tance, RSW , and LO frequency cases are shown in both figures [V].

being smaller in relation to a higher baseband input resistance RL. Fur-

thermore, the switch resistance (simulation with 20 and 50 Ω) has only

a small effect on the noise at high RL values, as depicted by the results.

The RF frequency has a clear and expected effect on the noise, i.e. the

capacitances of the switch degrade the high frequency noise performance.

Compared to the analysis results, there is a clear discrepancy of 0.7 dB in

the NF result at a higher frequency (3 GHz) due to switch capacitances,

but otherwise the analysis and simulation results are in good agreement.

In Fig. 4.7, the optimal source resistance, corresponding to each mini-

mum noise figure value, suggests that the optimal source resistance fol-

lows the baseband input resistance value. However, there is significant

variation in the optimal RS value across the LO frequency and the switch

size. Smaller switch sizes (higher RSW ) result in less parasitic capaci-

tance and, thus, higher source values (250 and 340 Ω) can be obtained.

For the larger switch sizes, the optimal value for the source resistance is

120 and 190 Ω at 1- and 3-GHz LO frequencies, respectively. In practical

cases, package parasitics further load the mixer input and, therefore, a

lower optimal source resistance value would be expected. Moreover, the

choice of the RS is always a compromise between the optimal resistance

values over the operating frequency range.

The mixer linearity was studied via blocker input compression point

(blocker ICP) simulations, where the power of the blocking signal was

increased until the wanted small in-band signal gain decreased by 1 dB.
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The results, performed for RL=200 Ω and RS= 200 Ω, are presented in

Fig. 4.8. The simulation with fixed RL=200 Ω shows that the linearity of

the receiver is optimized by using large switches (RSW=20 Ω). Choosing

a higher source impedance also improves the linearity since the blocker

power is rejected more effectively at the input. The simulation with fixed

RS=200 Ω shows again that large switches are beneficial. However, the

linearity is degraded as the load impedance is increased. The increase

in RL results in a smaller capacitor to be seen by the source, which is

due to the scaling of the filtering capacitor, CL, to maintain a constant
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bandwidth. The blocker power values depicted in the simulation results

are the values that are actually inserted into the receiver, i.e., part of the

power is also rejected by the mismatch between high source and low load

impedance at the blocker frequency.

Finally, to demonstrate how the linearity and the filtering capacitor are

related to the switch size, a simulation depicted in Fig. 4.9 was conducted.

The result shows that the linearity is greatly affected by the switch resis-

tance, while the change in the filtering capacitor, CL, is under 10 pF. For

comparison, the same dependency of the capacitor value is plotted against

the baseband input impedance value on the right side of Fig. 4.9. Clearly,

low RL values result in an implementation where the die size is dictated

by the capacitor.

As an original contribution of this thesis, we can draw the following

conclusions from this trade-off study:

• The switch resistance, RSW , should be as small as possible, given the

limitations of the LO power consumption and operating frequency range.

• A high source impedance, RS , level is preferable for the best noise and

linearity performance. However, this is often limited by practical issues

such as input parasitics and antenna implementation.

• A high load impedance, RL, results in lower noise and a smaller layout

size with a small penalty in linearity performance.

4.4 N-path filters

The N-path filtering concept, shown in Fig. 4.10, was first conceived in the

1960s by Franks and Sandberg [136]. They described a time-varying net-

work utilizing linear filtering and modulators between the input and the

output. With the N-path filter, the clock period is divided into N phases,

which each have their own branch in the filter network, as is depicted in

Fig. 4.10. These phases are summed together at the output to form the

N-path filter. Although the targeted frequencies were relatively low at the

time, Franks and Sandberg identified five key properties of N-path filters:

1) Periodic filtering properties occur around clock harmonics; 2) narrow-

band band-pass and band-stop filters can be synthesized without induc-
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Figure 4.10. N-path filter configuration.
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Figure 4.11. N-path filter with a notch (a) and bandpass (b). The bandpass filter has two
parallel N-paths with a gmC polyphase filter to increase the overall filter
order to 4. The N-paths have been simplified to one visible path.

tors; 3. the filter frequency can be controlled with the clock frequency;

4. the frequency transform from the low-pass to band-pass is exact; and

5. the technique can also be applied to driving-point impedances [136].

These properties are utilized widely in modern RF implementations that

make use of the N-path concept.

4.4.1 N-path filter application in RF receivers

The advent of high-speed, sub-micron CMOS process technology has spaw-

ned new possibilities for the N-path filter concept in RF receivers and

other applications. The availability of RF-frequency switching has made

it possible to synthesize high-Q filters at clock frequencies of multiple gi-

gahertzes. Seven different N-path configurations are presented next.

The first topology is a straight notch filter, which is shown in Fig. 4.11a.

The filter is formed by cascading N-path down-conversion mixers, high-

pass filtering, and up-conversion mixers. The implementation uses eight

clock phases and achieves a rejection of 21 dB, while the loss and NF on

the pass-band are –2 and 2 dB, respectively [137]. The notch filter can

be used, e.g., in an FDD system to suppress the TX from leaking into the
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RX. The second topology, shown in Fig. 4.11b, realizes a more complex

bandpass filter. Two N-paths with slightly different center frequencies

are realized and their output is taken as a subtraction, as is shown in

the figure. The results show that the two 2nd-order filters form a 4th-

order band-pass filter [138]. The small frequency offsets from zero have

been realized by using gmC polyphase filters. The implementation results

show a high rejection of 55 dB and an out-of-band IIP3 of +29 dBm over a

center frequency of 0.3–1.2 GHz. However, due to the subtraction and the

1/f noise of the gm stages, the NF of the filter is 9.5 dB, which is too high

for the filter to be applied as a pre-select filter in a receiver.

The third topology is a feedforward N-path filter, shown in Fig. 4.12a,

where the signal has two paths. One path is a normal RF path with an

LNA and the other is a filtering path, where an N-path filter is used to

create a notch around the LO frequency. Since the two paths are sub-

tracted from each other, a narrow band-pass response results [139]. A

stop-band rejection of 21 dB has been reported with a receiver NF of 6.8

dB. The feedforward cancellation is sensitive to the gain and phase mis-

match of the two paths. Additionally, other non-idealities, such as compo-

nent mismatch, cause a rapid degradation in the rejection performance.

Of the different issues, the phase mismatch caused by the finite baseband

bandwidth of the N-path downconversion mixers limits the rejection per-

formance of this topology [139]. In contrast, the feedback topology, pre-

sented in Fig. 4.12b, does not suffer from rejection degradation caused by

mismatched due to the inherent nature of the feedback. In the feedback

topology, the output signal is down-converted and filtered by the high-

pass filter. The remaining signal is subtracted at the RF, where it cancels

the interfering signals that lie out-of-band. The resulting frequency re-

sponse is again a band-pass response that tunes with the LO frequency.

Additionally, compared to the feedforward cancellation, the feedback loop

linearizes the RF amplifiers within the loop (see Fig. 4.12b) and thus

their out-of-band linearity requirements are relaxed when compared to

the feedforward topology. Furthermore, because the feedback loop sam-

ples the cancellation error signal at the output, it sees a smaller blocking

signal and thus the distortion components produced in the feedback loop

are also of a smaller magnitude. Reported rejections vary depending on

the implementation being between 6 and 48 dB, while the IIP3 is between

-5 and +12 dBm. The achieved NF with the feedback topology varies be-

tween 4 and 9 dB [140–142], [IV].
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Figure 4.12. Receiver utilizing (a) a feedforward N-path notch filter and (b) a feedback
N-path notch filter. The N-paths have been simplified to one visible path.
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Figure 4.13. N-path application in (a) a high-Q load, (b) a passive mixer-first receiver,
and (c) a noise-cancelling mixer-first receiver. The N-paths have been sim-
plified to one visible path.

The last three N-path topologies are presented in Fig. 4.13. In Fig.

4.13a, the N-path filter is used as a high-Q, resonator-type load for the

RF amplifiers. The filter operates on the passive mixer transparency

property, i.e., the baseband impedance is visible on the RF side as an

up-converted version of the low-pass response around the LO frequency

[143, 144]. By using two separate LO frequencies and two N-path filters,

an image-reject filter can be constructed for a superheterodyne architec-

ture [6]. To maximize the rejection offered by this topology, the switch

resistance should be made low (< 20 Ω) and the filter should be connected

to a high-impedance load point, such as an LC-resonator load [145]. When

connected to a wideband load, like a shunt-peaked load, the rejection is

limited to approximately 10 dB [III]. The filter incurs a noise penalty,

which limits its use in front of an LNA. The passive mixer topology, shown

in Fig. 4.13b, is a special case of an N-path filter with only one down-

conversion mixer. As in the previous topology, the passive mixer also takes

advantage of the mixer transparency property to attenuate out-of-band

blockers at the input, but in addition the down-converted baseband signal

is amplified and processed further by a baseband chain. In the passive
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mixer topology, the first amplifier stage plays an important role in the

noise and linearity performance of the whole receiver. Therefore, large

devices and sufficient bias current are needed in the first baseband stage

[V]. The passive mixer-first receiver suffers from down-conversion of the

input signal from around the LO harmonic frequencies. Instead of the

normal 4-phase mixer, a higher number of phases can be used to improve

the harmonic rejection at the expense of a higher LO frequency. However,

even with higher number of phases, additional rejection is needed for the

harmonics to avoid desensitization by interferers around the LO harmon-

ics. The reported passive mixer-first receivers achieve an IIP3 of -7 to +25

dBm with a NF of 4 to 6.5 dB between reception frequencies of 0.1 to 2.7

GHz [112–114], [V]. An evolution version of the mixer-first receiver has

been implemented by adding a noise-canceling auxiliary path, as shown in

Fig. 4.13c. This is similar to the noise-canceling LNA topology that was

introduced in Section 3.2. The gm-stage samples the noise voltage gen-

erated in the primary down-conversion mixer switches and the inverted

version of the signal is fed through a replica mixer and amplifier, as is de-

picted in Fig. 4.13c. At the output, a harmonic combination of the signal

paths is performed for the 8-phase signaling to cancel the 3rd and 5th har-

monics and to sum up the noise-canceling paths. The reported IIP3 and

NF for this topology are +13.5 dBm and 1.9 dB, respectively [116]. How-

ever, the implementation of the noise-canceling path doubles the hard-

ware on the signal path.

In addition to the passive mixer-first analysis and trade-off study pre-

sented in this chapter, further analysis of the N-path filter and the various

topologies using it are provided in [7,127,134,135,138,146–149], [IV-V].
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5. Receivers utilizing N-path techniques

This Chapter covers three different receiver implementations using N-

path techniques. The receivers also utilize the wideband LNA and buffer

topologies that were covered in Section 3. The first receiver is an RF

resonator receiver [III] that uses N-path resonators to enhance the selec-

tivity and linearity of the LNA. The second receiver is based on a feedback

N-path topology [IV], which is inherently more complex than the first re-

alization. The third implementation is a mixer-first receiver that was

implemented together with a wideband antenna [V]. The chapter collects

the essential information from the publications [III-V], while the papers

themselves provide further details. A comparison of the implemented re-

ceivers is provided at the end of the chapter. The author’s original contri-

butions in this chapter include the use of N-path resonators in a wideband

LNA, a feedback N-path topology, and analysis of the design trade-offs. Fi-

nally, the mixer-first implementation together with the wideband antenna

is the first of its kind.

5.1 N-path resonator receiver

The need for a wideband, interference-tolerant, RF front-end is due to the

fact that highly selective pre-select filters cannot be used in large num-

bers because they are bulky and expensive off-chip components. While in

a traditional radio system the receiver is preceded by a pre-select filter to

suppress strong interferers, which relaxes the receiver IC linearity and

desensitizing requirements, the wideband front-end in an SDR or a CR

radio must have other ways to cope with the hostile interferer environ-

ment. One way is to make the receiver path hostile to certain frequencies

by utilizing a notch filter at the front-end [74, 102], [I]. While this is ef-

fective for a limited number of problematic frequencies, e.g., the device’s
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own TX signal in a FDD system, the problem with this solution is that the

frequencies of the large blockers have be to known a priori.

Another solution is to make the receiver path as selective as possible

outside the reception frequency by utilizing structures that behave as LC

resonators. This work focuses on using such structures in a wideband

receiver. As was previously discussed, a structure called a transferred

impedance filter (TIF1) relies on a passive mixer and capacitors to imple-

ment a selective impedance, which can be tuned by adjusting the passive

mixer local oscillator (LO) frequency. A wide tuning range can be achieved

with this technique, which makes it suitable for SDR and CR receivers.

Such a concept has been demonstrated for a relatively narrowband solu-

tion in [141,145,150]. For a wideband receiver, the interferer suppression

and the effect on the noise figure (NF) have been investigated in [III].

Other issues include the LO leakage to the antenna and the LNA design

used with this type of structure [III].

The focus of this work has been on LNA design. The goal has been to

gain knowledge about the effect of the TIF to the noise figure and selectiv-

ity. Therefore, the gain partition of the front-end has been selected such

that the noise figure is determined by the LNA and TIF. This means that

with the high gain in the LNA, the overall receiver linearity is dominated

by the stages following LNA.

5.1.1 Low-noise amplifier with transferred impedance filters

The front-end of the receiver is composed of a two-stage LNA and two

TIFs connected to the input and output of the first stage. The schematic

for the two-stage LNA is presented in Fig. 5.1, where the TIFs act as res-

onator loads for the LNA. The load impedance of the first stage has to be

designed as high as possible for the TIF to have good selectivity. Thus,

the first stage uses a common-source (CS) amplifier stage with a high-

impedance PMOS load. The second stage is a CS amplifier with a cascode

stage to increase the overall gain. A shunt-peaked load has been used

in the second stage to achieve a wide bandwidth by compensating for the

gain response drooping in the first stage. An RC feedback from the second

stage output to the first stage input has been used to achieve wideband

matching (see Section 3.2). The feedback paths have been cross-connected

to maintain correct signal polarity. However, the cross connection is not

1TIF naming is used here instead of N-path filter, because it was used in the
author’s publications [III, IV] at the time of the writing.
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Figure 5.1. Two-stage LNA schematic with TIFs [III].

visible for common-mode signals and therefore this type of amplifier can

oscillate. The current sources have been added to ensure that the am-

plifier stages have common-mode rejection. As depicted in Fig. 5.1, the

stages utilize DC blocking capacitors to maintain independent bias levels

for the two stages.

The impedance at the TIF’s input can simply be approximated as (see

Fig. 3 in [III] for the schematic)

ZL ≈ ZRF ||(Rsw + ZTIF ). (5.1)

The overall impedance is determined as a parallel connection of the ZRF

and the TIF impedances. The ZRF includes the impedances associated

with the RF circuitry, i.e., the RF loads and parasitics. The TIF impedance

is a series connection of the effective switch resistance, Rsw, and the

frequency-transferred impedance, ZTIF . The ZTIF is large around the

LO frequency and low far from the LO frequency. Therefore, the in-band

impedance is set by the ZRF and should be as large as possible, whereas

the out-of-band impedance is determined by the Rsw, which should be as

small as possible. The relationship between these two impedances sets

the limit for the TIF selectivity. Clearly, using an LC resonator for the RF

load will result in better selectivity since the resonator has a high Q-value

and the TIF performance is enhanced. However, such a load is a narrow-

band load and cannot be used in a wideband design. Thus, a PMOS load

was used in this design.

The placement of the TIFs plays an important role. For the filter to

have a maximum effect on the linearity, it should be placed as close to
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Figure 5.2. Receiver relative gain with TIF ON at 4 GHz LO frequency. [III]

the receiver’s input as possible to decrease the out-of-band gain of the

succeeding blocks. However, the increase in the noise figure and possible

LO leakage can severely degrade the receiver performance if the TIF is

placed too close to the input. In this case, it was seen to be beneficial to

place one of the filters at the input so that the performance penalty in

noise and LO leakage could be measured. The second filter was placed at

the first stage load, where it is most effective. The isolation of the first CS

stage is low, and thus the selective load impedance can also be seen at the

amplifier input.

The LO drive inverters have been designed such that they can be in-

dividually powered down if needed. This makes it possible to study the

performance of the front-end with the TIF either turned on or off. When

turned off, the loading caused by the TIFs is minimal, and therefore, the

LNA performance degradation is small. The inverter chains can cover a

LO signal up to 5 GHz without using additional inductors, thus the die

area penalty for using three separate chains is minimized.

5.1.2 Experimental results

The chip was processed using a 65-nm CMOS process, packaged in a quad-

flat package, and assembled on a printed circuit board for measurements.

The selectivity of the receiver with TIFs ON is shown in Fig. 5.2 with

an LO frequency of 4 GHz. A selectivity improvement of 6 dB is achieved

at a 250 MHz offset. However, the 50 % duty cycle and the relatively low-

impedance load at the LNA output limit the selectivity. The receiver input

compression point for a blocker at a 500 MHz offset is presented in Fig.

82



Receivers utilizing N-path techniques

Figure 5.3. Receiver input compression point for a blocker at 500 MHz offset [III].

5.3. The result shows that a linearity improvement of 6 dB is achieved

by turning on the filter. A summary of the measurement results is pro-

vided in Table I. The LO leakage of the receiver with the TIF turned on is

-63 dBm. Additionally, the LNA gain, linearity, and noise have been esti-

mated from the measurement results of the complete receiver in Table 5.1.

The LNA results show that a wideband interference blocking scheme can

be implemented with a noise degradation of 1.5 dB. However, the effectiv-

ity of the N-path filtering is much better for a resonator load [144,145].

Table 5.1. Measurement results for a wideband receiver and
LNA estimate with N-path resonators [III].

Receiver LNA Estimate

TIF (OFF/ON) OFF ON OFF ON

Technology 65nm CMOS 65nm CMOS

Area (um) 890 x 890 na

Supply (V) 1.2 1.2

Idc (mA) 41 46 14 19

Gain (dB) 44 40 24 20

S11< -6dB (GHz) 1-5 1-6 1-5 1-6

NF (dB) 4.4 5.9 3.4 4.9

Blocker ICP (dBm) -34 -28 -21 -15

IIP3*(dBm) -24 -20 -12 -8

LO leakage (dBm) na -63 -na -63

* Test tones at 500 and 995 MHz offset.
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Figure 5.4. Wideband N-path feedback receiver architecture overview [IV].

5.2 N-path feedback receiver

5.2.1 Receiver

The focus of the second presented receiver was to introduce adjustable

selectivity around the LNA, which linearizes the front-end [151]. The

proposed feedback cancellation scheme is presented in Fig. 5.4. The feed-

back uses two passive mixers and an adjustable polyphase filter (PPF) to

linearize the RF front-end. Effectively, the mixers upconvert the complex

filter response around the LO frequency. When the feedback is turned off,

the receiver operates as a normal direct-conversion receiver.

The operating principle of the transferred impedance filter is based on

two separate phenomena that affect the behavior of the TIF (N-path filter)

in a closed-loop system. First, the front-end contact points, A and RF in-

put in Fig. 5.4, see a sharp resonator-type impedance at the LO frequency

through the mixers due to the transparent behavior of the passive mixers.

The achievable out-of-band attenuation with this upconverted impedance

is limited by the ratio of the effective series resistance of the switches and

the RF impedance where the mixer is connected. Second, when the mix-

ers are connected in feedback through the PPF, the desired signal sees a

notch, as depicted in Fig. 5.5a, and only the interference is fed back from

the LNA output. As a result of subtraction, interference at the RF input is

suppressed, thus improving the out-of-band linearity of the whole front-
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Figure 5.5. Behavior of the TIF feedback (a) and closed-loop system (b) for filter notch
offset frequency tuning [IV].

end. The end result is the band-pass-type, closed-loop response shown in

Fig. 5.5b. The function of the PPF notch filter is to compensate for the

varying phase around the feedback so that maximum gain is maintained

around the LO frequency, as depicted in Fig. 5.5. Therefore, the PPF notch

frequency is made adjustable by tuning the filter resistor value (Rppf ).

Note that the baseband frequency domain is complex, which translates

normal low-pass and high-pass responses into band-pass and band-stop

(notch) responses. The main advantage of this type of filtering scheme is

that the corner frequency and frequency selectivity of the polyphase filter

are up-converted to the LO frequency and are independent of the LO fre-

quency. Thus, changing the LO frequency does not change the bandwidth

of the up-converted, closed-loop system response.

5.2.2 Transferred impedance feedback analysis

An in-depth analysis of the feedback and the closed-loop system is de-

scribed in [IV]. The target was to achieve better understanding of the

complex dependencies of the frequency-translation feedback system. The

analysis defines a TIF model and the parameters leading to a y-parameter,

2-port description, which is then frequency transferred to achieve an RF

frequency model. After the frequency transformation, a closed-loop sys-

tem transfer function is solved. The most relevant results of the analysis

will be highlighted next and general design guidelines are provided as a

conclusion to the analysis.

The analysis was performed for parameter values that were determined

based on transistor-level simulations. Unless otherwise mentioned, the

values were as follows. (Model shown in Fig. 4 of [IV]) in The gain of

the LNA, Adc, was 22 dB, the LNA transconductance, gm, was 30 mS, the
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Figure 5.6. Frequency of maximum gain peak versus filter bandwidth and notch offset
frequency in the TIF analysis. The targeted LO = 2 GHz is shown with a
constant plane (white mesh) [IV].

mixer switch on-resistance, Ron, was 50 Ω, and the input resistance, Rs,

was 50 Ω. The LNA input and output pole frequencies, fi and f3dB, were

5 and 2 GHz, respectively. The PPF filter notch bandwidth, fb, and notch

offset frequency, fn, were 180 and 7 MHz, these are shown in Fig. 5.5.

In Fig. 5.6, the maximum gain frequency, fpeak, is plotted against the

notch-offset and bandwidth frequencies. In this simulation, the LO fre-

quency was 2 GHz and it is represented by a constant plane in the figure.

The figure clearly shows that if a regular high-pass filter (fn = 0) is used

in the feedback, the resulting closed-loop gain peak will always be below

the desired frequency due to the phase shift in the loop. For example,

the necessary notch offset frequency compensation is 10 MHz for a TIF

bandwidth of 200 MHz. The figure also implies that the required notch

offset frequency compensation changes as the bandwidth of the system is

altered. Furthermore, the figure shows that the necessary correction de-

creases with the filter bandwidth. Therefore, a programmable PPF should

be used to shift the closed-loop maximum gain back to the LO frequency.

Figure 5.7 shows the selectivity of the close-loop system at a 50 MHz

offset from the LO frequency in relation to the filter bandwidth and the

filter notch offset frequency. The selectivity was observed at a 50 MHz

offset since it serves to characterize the close-by selectivity better than the

maximum selectivity far away from the LO frequency. The figure shows

that if the system requires a high notch frequency compensation, then the

maximum selectivity becomes small. For example, for a notch frequency

compensation of 15 MHz, the achievable closed-loop maximum selectivity

is below 15 dB regardless of the filter bandwidth. What is interesting is
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Figure 5.7. Selectivity at a 50 MHz offset from the LO frequency versus the filter band-
width and notch offset frequency in TIF analysis [IV].

that the notch frequency has a much more severe impact on the selectivity

when the filter bandwidth is small.

The other observations made based on the analysis will be discussed

next. When the bandwidths of the LNA input and output, the fi and

f3db, are decreased, the required notch frequency compensation increases

and thus the selectivity degrades. However, the effect of the output, f3db,

is much more pronounced than for the input bandwidth since the input

impedance level is nominally fixed and low. The LNA gain should be large

to maximize the selectivity, which, together with a wideband resistive

load, results in the need for a high gm. Additionally, the switch series re-

sistance, Ron, affects the system such that it should be minimized in order

to maximize the selectivity because a large resistance value deteriorates

the feedback signal level. However, having a small switch resistance leads

to a larger TIF filter capacitance value for any given system bandwidth.

Based on the analysis, a design procedure for a feedback TIF LNA can

be derived as follows:

• Design the LNA for high gain, high Zout, and low Cout. A high gm should

be used to meet noise and linearity requirements.

• Determine the desired system bandwidth and, using the model, map it

to the needed TIF bandwidth.

• Design the mixers with a small Ron and calculate the filtering capacitor

size.
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Figure 5.8. Schematic of 2-stage, wideband LNA and TIF feedback [IV].

• Using the model, define the required notch adjustment range in relation

to the LO frequency range.

• Check for stability. Re-iterate if necessary.

In practical cases, the achievable gain and output impedance values are

often limited to modest values, e.g. 25 dB and 200 Ω, especially in wide-

band systems, resulting in limited selectivity. All parasitic capacitances

in the closed-loop system’s nodes deteriorate the system performance by

requiring the use of a higher notch offset frequency to compensate for the

parasitics. The switch series resistance also has a practical lower limit,

which can make it difficult to achieve a high enough feedback signal level

for the cancellation to be effective. To boost the feedback signal, one can

add an amplifier before the filter [152]; however, this solution severely

degrades the bandwidth of the feedback and the stability of the system.

5.2.3 Circuit design

LNAs

A CS topology was chosen for both LNA stages to provide high gain for the

feedforward path, as is depicted in the schematic of the LNA and TIF in
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Fig. 5.8. The cascode stage, typically used together with a CS stage, has

been omitted to maintain adequate voltage headroom in the LNAs. The

first stage utilizes a shunt-peaked load to compensate for the RC roll-off

over the wide reception bandwidth. The simulated -3dB bandwidth of the

open-loop LNA is 6.3 GHz, with a maximum gain of 24 dB. The output

of the second stage (TIF input (A) in Fig. 5.4) uses a wideband resistive

load, which limits the maximum selectivity of the TIF system.

When the TIF feedback is not used, a voltage follower RC feedback is

connected from the second-stage output to the RF inputs to provide wide-

band matching for the receiver input. The stability of a 2-stage LNA with

feedback, like the one in Fig. 5.8, is generally of some concern. When

differential signaling is used, the paths can always be crossed so that neg-

ative feedback is maintained. However, a positive feedback is created for

common-mode (CM) signals since the signal path crossing does not invert

the CM polarity. Therefore, we have added a current source to the second

stage input to suppress the CM gain of the LNA. The simulated current

consumption of the LNAs and the matching feedback is 21 mA.

Transferred impedance filter

The details of the TIF are presented in Fig. 5.8. As was explained in

the analysis, when the TIF is used in a wideband configuration, the feed-

back loop exhibits a variable phase shift, which shifts the desired fre-

quency response slightly below the LO frequency by various amounts.

Hence, we propose to use an adjustable PPF to shift the feedback gain

and phase responses so that a closed-loop system response is maintained

around the LO frequency, as depicted in Fig. 5.4. When the PPF resis-

tor values are decreased, the notch frequency of the filter increases and

its phase response is correspondingly altered. Previous studies on trans-

ferred impedance resonator structures [139, 141, 145] do not provide evi-

dence of this type of compensation.

5.2.4 Experimental results

All of the measurements of this receiver include the effects of the PCB, the

RF lateral SMA connectors, the 44-pin QFN package, and standard pro-

cess ESD protection. The RF and LO paths on the PCB were implemented

as grounded co-planar waveguides (GCPW). Additionally, good continuity

of the GCPWs was ensured by extending the ground lines with parallel

bond wires into the chip.
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Figure 5.9. RF front-end gain, modeled response, and IIP3 with TIF on (solid) and off
(dashed) when LO = 4 GHz [IV].

The measured gain, the modeled gain from the analysis, and the IIP3 re-

sponses at 4 GHz are shown in Fig. 5.9. As can be observed, the wideband

frequency response is transformed into a band-pass frequency response

when the TIF is turned on. The TIF response was measured as the differ-

ence between the BB output frequency responses in the on and off cases

because a direct measurement of the TIF response was not possible. The

attenuation at 500 MHz offset is 5 to 7 dB, which is limited by the gain,

the switch Ron resistance, and the output impedance of the LNA. The IIP3

of the RF front-end is also shown as a function of the test-tone offset from

the LO frequency. In the measurement, the IMD3 difference frequency is

fixed at 3 MHz. At low offsets, the IIP3 is dominated by the BB buffer,

while at out-of-band frequencies the IIP3 is dominated by the front-end.

The IIP3 improvement at a 500 MHz offset is 8 to 9 dB. Analysis of the

experimental results show them to be in agreement with the theory, as

depicted by the model response shown in the figure. During the design

of the circuit not all trade-offs were known at that time, which lead to a

sub-optimal implementation and limited selectivity. According to the the-

ory, there is still room for improvement in the selectivity by increasing

the LNA gain and decreasing the switch Ron resistance and bandwidth.

A practical limitation of the performance is set by the trade-off of power

consumption and layout size with these parameters.

The blocker input compression point of the front-end was measured by

increasing the blocker power at the 500 MHz offset from the LO signal

and simultaneously measuring the gain of a weak in-band signal. The

measured results are shown in Fig. 5.10, where it can be seen that the
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Table 5.2. Measurement results for a wideband N-path feedback
receiver [IV].

TIF TIF TIF

OFF/ON OFF/ON OFF/ON

LO Freq (GHz) 2.4 4.0 5.3

Gain (dB) 42/40 43/41 42/40

IIP3 (dBm) -11/-5 -13/-5 -11/-7

IIP2 (dBm) >45/>45 >30/>35 >28/>31

Blocker ICP (dBm) -20/-15 -23/-16 -23/-18

NF (dB) 4.3/5.8 3.2/5.7 3.9/5.9

S11< -10dB (GHz) 2.5-5.5

LO leak (dBm) -85/-63 -56/-54 -58/-56

Idc (mA) 45/53 44/56 46/58

Gain Adjustment (dB) 15

BB bandwidth (MHz) 3-50

Active area (mm2) 0.25

Technology 1.2V 65nm CMOS

Figure 5.10. Blocker ICP with TIF on (solid) and off (dashed) when the LO = 4 GHz and
fb = 4.5 GHz [IV].

blocker ICP improves by more than 6 dB from -22 dBm to more than -16

dBm for the TIF off and on cases, respectively.

Table 5.2 summarizes the performance of the TIF RF front-end at fre-

quencies of 2.4, 4.0, and 5.3 GHz. The results demonstrate the feasibility

of the wideband feedback architecture. Table 5.2 shows the measured LO
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leakage levels at the input of the receiver, which can be a potential prob-

lem with this kind of receiver architecture. However, as can be seen from

the table, the leakage is more than 25 dB lower for the case in which the

TIF is off and when the divider is used, which suggests that the leakage

is in fact limited by the off-chip coupling when the LO PPF is used. Table

5.3 shows a comparison of this work with recent publications. As can be

observed, various N-path filtering techniques have been implemented on

narrowband systems. For a wideband implementation [87], good linearity

results have been achieved; however, in this case a high supply voltage

has been used to improve the linearity of the LNA. It turns out that when

an ideal SDR receiver is sought, the linearity of the LNA is the bottleneck

that is difficult to fulfill, even with filtering. Therefore, the mixer-first

receiver topology is a better candidate for SDR implementations.

5.3 Mixer-first receiver with a compact-size, wideband antenna

Mixer-first receivers have recently demonstrated potential to become a

true SDR solution with good flexibility, linearity, and noise performance

[113, 114, 127]. While there are still unresolved issues, such as that con-

cerning the harmonic mixing, the topology has gained momentum. Fur-

thermore, similar to digital transmitters [153] and synthesizers [154],

mixer-first receivers are fundamentally performing a sampling operation

at the input and, thus, will benefit from the continuously decreasing line

width by making their switches faster and more efficient. Simultane-

ously, inherently non-resonant antennas with a capability for very wide

and continuous frequency tuning ranges have been introduced [155,156].

Capacitive coupling element (CCE) antennas are a viable candidate for

mobile SDR with operation across a broad frequency range. Unlike most

resonant antennas, the geometrical structure of CCE antennas does not

exhibit inherent frequency selectivity, which makes it easy to tune. In

this implementation, we utilize these two advances in a single-antenna

SDR receiver capable of operating over a wide frequency range. The im-

plemented system can operate on LTE bands ranging from 0.7 to 2.7 GHz

while using a single antenna and a single RF input. To the author’s knowl-

edge, this is the first demonstration of a mixer-first receiver with a CCE

antenna.

This section covers the system considerations of the receiver and the

antenna and highlights the receiver implementation and experimental

93



Receivers utilizing N-path techniques

�

�

��

��

������

��

	
��




��

�����
����
�

�
��
 ���

�
����������
��������
�

Figure 5.11. System diagram showing the physical dimensions of the antenna and the
board together with the component placements. The thicker line on the side
reflects the fact that the bottom ground plane is used as a radiating element
together with the CCE. The dimensions are in millimeters [V].
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Figure 5.12. Block diagram of the system input configuration [V].

results of both, the IC and the system. Further details are provided in

[V]. The antenna implementation has been presented in more detail in

[157]. Analysis of the passive, mixer-first receiver interface impedance

was presented in Section 4.3, while the LO circuitry used in the receiver

is covered in Section 6.3.

5.3.1 System considerations

Interfacing a wideband receiver with an antenna that is capable of a large

tuning range poses different kinds of requirements on matching than in a

conventional case, where the input is matched at frequency points defined

by the supported systems. The antenna and receiver input reactances

vary over frequency, and handling this behavior is one key to wideband

matching.

A physical description of the system and a block diagram of the key

interfaces are shown in Fig. 5.11 and Fig. 5.12, respectively. Figure 5.11

depicts the relative locations of the interface key components, namely the

antenna element, the tunable matching, the balun, and the integrated

receiver circuit (IC). All of the components are placed on a printed circuit

board (PCB) that is 110x50x5 mm in size, which makes it suitable for

mobile handset integration.

There are certain requirements and limitations in the IC interface (node

C, Fig. 5.12). First, the performance of a mixer-first receiver is opti-

mized when it is presented with a sufficiently large antenna impedance,

as was shown in Section 4.3. On the other hand, the single-ended CCE
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Figure 5.13. Wideband mixer-first receiver architecture overview with a quadrature pas-
sive mixer, a 2-stage baseband filter, and an LO chain [V].

antenna impedance is inherently low, which interfaces poorly with the

desired high IC input impedance. Second, LO noise and receiver linear-

ity issues are alleviated by using balanced input signaling, but compact-

size, balanced antennas do not reach low-band (<1 GHz) operation in

mobile handsets [158]. These problems have been addressed by using

a balun, depicted in Fig. 5.12, which accomplishes unbalanced-balanced

and impedance transformations simultaneously (from node B to C in Fig.

5.12). Due to the fundamental limitations of small antennas, the CCE

antenna cannot be instantaneously matched across all frequencies with-

out separate matching circuitry. Hence, reconfigurable matching is still

needed, as is shown in Fig. 5.12.

5.3.2 Mixer-first receiver implementation

Figure 5.13 shows the complete receiver architecture, including the trans-

former, the quadrature passive mixer, the low-noise transconductance sta-

ges (LN-gm), the output operational amplifiers (Opamp), and the LO path

with a duty-cycle control. The input transformer is a commercial 1:4

balun, which limits the receiver’s operating frequency to 0.7–2.7 GHz.

A 4-phase mixer is used to limit the required input LO frequency range

and to minimize the LO power consumption. Using an 8-phase mixer
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would provide additional harmonic rejection and a lower noise figure with

increased power consumption, circuit complexity, and synthesizer require-

ments. The passive mixer is implemented with low-Vt devices to maximize

the overdrive voltage and to minimize the switch resistance (20 Ω). It was

concluded that the choice of the switch size was an effective compromise

between the noise, the linearity, the operating bandwidth, and the power

consumption, as was previously discussed in Section 4.3. A triple-well

configuration was used to tie the transistor bulk to the same potential

with the source, which provides a lower Vt, and to isolate the mixer from

the substrate.

Low noise performance has been achieved with a differential LN-gm

that uses a PMOS differential pair with a W/L-ratio of 1200, a 100-kHz

1/f-noise corner, and a 7 mA current consumption. A local CM feedback

with a 1 pF capacitor provides additional rejection for high-frequency in-

terference. The cross-connected 3-bit polyphase resistors (Rppf ) over the

first stage perform complex input impedance tuning. According to simula-

tions, the capacitance at the input of the mixer shifts the input impedance

to the capacitive side of the Smith’s chart and, to perform matching, com-

plex impedance tuning is only needed in the inductive direction.

The Opamp stage uses a lead-compensated, 2-stage amplifier with the

driver stages drawing a 22 mA current due to the 50 Ω measurement

interface. The input stage of the opamp utilizes a W/L-ratio of 2000 to

achieve low noise and high linearity. By controlling the values of the ad-

justable 3-bit feedback resistance (Rfb in Fig. 5.13) and mixer switch se-

ries resistance (through duty-cycle or overdrive voltage), the input match-

ing impedance at the transformer input can be tuned to between 28 and

330 Ω to accommodate for the antenna interface. Furthermore, the feed-

back resistor enables bandwidth and gain control by adjusting the filter-

ing RC product and by adjusting the switch resistance to feedback resis-

tance ratio that controls the gain.

5.3.3 IC experimental results

The receiver was fabricated using a 65-nm CMOS technology and it oc-

cupies an active area of 0.3 mm2. Figure 5.14 shows the measured gain,

the noise figure, and the third-order input intercept point (IIP3) of the re-

ceiver with the balun from 0.7 to 2.7 GHz. The gain of the receiver varies

from 41 to 43 dB, while the IIP3 is between +17 and +20 dBm (50 and

98 MHz offset test tones). The NF of the receiver varies from 4.2 to 6.0
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dB. The balun has approximately a 1-dB impact on the NF. The results

in Fig. 5.14 show that with the duty-cycle control, the gain droop and the

NF degradation can be mitigated at high frequencies. The blocker NF for

a –15-dBm blocker was 5 dB, while the rejection for 3rd and 5th harmonics

were 10 and 33 dB, respectively.

Using the optimal DC-offset codes from an IIP2 measurement, the LO

leakage was less than –60 dBm over the entire frequency band. A sample

measurement from the RF input is presented in Fig. 5.15, where values

below -70 dBm can be observed. The IQ amplitude and phase imbalance

from the baseband output with a 1 MHz test signal (LO = 1 GHz) were

less than 0.5 dB and 0.5 degrees, respectively.

Table 5.4 shows the RFIC measurement results compared to recent sim-

ilar IC implementations and simulations. The interface optimization al-
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Figure 5.16. System frequency response with the reception antenna [V].

lowed the reduction of the active area of the design while maintaining

state-of-the-art performance. As can be seen in Table 5.4, adding the duty-

cycle control to the receiver has no adverse effects on the performance,

while it still adds a trade-off possibility to our design. The duty cycle

performance trade-off for the mixer-first receiver is presented in Section

6.3.2.

5.3.4 System experimental results

The system experiments were executed in four parts: First, the system in-

terface was co-designed prior to implementing the RFIC; second, charac-

terization measurements were conducted to verify the antenna and RFIC

functionality; third, the interface was verified with simulated and mea-

sured data; and fourth, system measurements were performed. Compared

to conventional antenna or RFIC measurements, the system validation

process involved making some non-trivial measurements. Many of these

measurements were performed to normalize the input power at the an-

tenna and, thus, to avoid making approximative link-budget calculations.

To verify the functionality of the interface arrangement, the inherently

low-impedance CCE antenna with a discrete tunable capacitor (DTC), and

the mixer-first receiver were assembled on a 4-layer Rogers (4350B/4403)

PCB substrate and measured over the air with the help of a transmitting,

dual-polarized Vivaldi antenna. The measured frequency response of the

system is presented in Fig. 5.16 for three different DTC tuning codes.

The measurement includes all of the dissipative and reflective losses of

the system and, thus, the measured gain is lower than for the IC charac-
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Figure 5.17. System sensitivity measurement with the reception antenna [V].

terization measurement in Fig. 5.14. Compared to the default (DTC 0)

code, we were able to achieve up to a 3-dB improvement in system gain at

certain frequencies by tuning the DTC codes.

The sensitivity measurement of the receiver at 1 GHz is shown in Fig.

5.17, where the signal-to-noise ratio (SNR) levels of 0 and 10 dB are also

depicted. The noise figure of the system can be approximated using

NF = 174− 10log(BW )− SNRout + Pin, (5.2)

where BW is the bandwidth, SNRout is the desired SNR, and Pin is the

input power level where the SNR level is met. The approximation gives

an overall system NF of 9 dB, including all losses. We approximated the

9-dB NF to consist of the following contributions: An antenna loss of 2-3

dB, a matching and balun loss of 2-3 dB, and an IC NF of 4 dB.

Providing the antenna with a sufficient amount of power during linear-

ity measurements was challenging. With a very linear RFIC and a total

path loss of more than 40 dB to the antenna, the power at the receiving

antenna is too small and the intermodulation products easily fall under

the noise floor. For this reason, blocker ICP measurements could not be

performed. However, with test tones of 1.050 and 1.098 GHz we measured

an IIP3 of +17 dBm, which is in line with the RFIC results.

During the measurements, the tuning of the receiver feedback resis-

tor (Rfb in Fig. 5.13) was found to contribute very small changes to the

actual frequency response shape of the system. There are a number of

possible reasons for this. First, the transformer efficiently suppresses all

impedance changes visible at the balanced side to the unbalanced side,

due to both the transforming ratio and the internal matching of the com-
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ponent. Second, any transmission line between the receiver and the balun

will shift the impedance on the Smith’s chart and, thus, affect the in-

tended matching impedance. To optimize performance, it would be ben-

eficial to implement the transformer on-chip to circumvent this interface

dilemma. In a more general case, a wideband SDR interface needs to

minimize the lengths of all RF traces since it is difficult to guarantee

an ideal matching impedance over a wide bandwidth. This fact will be

emphasized in future multiple-input-multiple-output (MIMO) and carrier

aggregation systems, such as LTE-A, where separation between the an-

tennas is needed and, therefore, the PCB traces will also end up being

longer than what is ideal.

5.4 Summary of the implemented N-path receivers

Three different receiver implementations utilizing an N-path filter were

presented in this chapter. The first N-path resonator receiver was the

first N-path implementation by the author. This receiver achieved a wide

RF band (2–6 GHz), but it suffered from limited selectivity due to the

low impedance RF load and the 50% duty cycle that was used in the LO

drive. The feedback N-path receiver demonstrated a complex architec-

ture, which, based on the simulations, could achieve a selectivity of more

than 20 dB. This receiver used a more linearity-oriented gain partitioning

and achieved an IIP3 improvement of 15 dB compared to the previous re-

ceiver. In part, this was also due to the 25% duty cycle that was generated

with a NAND-based logic circuitry. The noise performance was compara-

ble to the resonator-based, N-path receiver. The mixer-first receiver was a

concept circuit for studying the interface impedance design together with

a wideband CCE antenna. Compared to the two previous implementa-

tions, in this receiver the baseband and the LO chain design gained an

increased focus. As a result, a tunable duty-cycle circuit was developed for

the LO drive and the baseband stages achieved a robust, high-linearity,

and low-noise performance. The mixer-first receiver demonstrated an

IIP3 of +17 dBm with a similar noise figure as the first two receivers.

The implemented RF band was targeted for the LTE frequencies (0.7–2.7

GHz) and the instantaneous bandwidth was also narrower than the pre-

vious N-path receivers by the author. All three receivers suffer from LO

leakage and harmonic folding issues, as was discussed previously. The

LO leakage can be reduced by a calibration routine, as was shown in Fig.
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5.15 for the mixer-first receiver. For the harmonic folding issue, a higher

number of phases (e.g., 8) can be utilized in the mixer for additional rejec-

tion, but additional pre-select filtering is still needed for the 3rd and 5th

harmonics to achieve sufficient suppression. In conclusion, it can be said

that the mixer-first topology fulfills many requirements of the SDR radio

concept, while the feedback and the resonator topologies are more suited

for conventional receiver operation with a linearity boost mechanism.
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6. Local oscillator drive and quadrature
generation

This chapter presents the design aspects of a local oscillator drive and

quadrature generation for down-conversion mixers. The chapter is or-

ganized as follows. First, the conventional passive polyphase filters and

dividers are introduced. Then, the active polyphase filter is presented

and the analysis results and the experimental implementation results of

[VI, VII] are highlighted. Next, duty cycle manipulation methods are pre-

sented and a more detailed description of a feedback control method from

[V] is presented. Finally, the quadrature generation methods are qual-

itatively compared to each other and other LO drive requirements are

discussed. The chapter’s main points of emphasis include the original

contribution of the author to the active polyphase filter and the duty-cycle

control circuitry.

6.1 Dividers and polyphase filters

Quadrature generation is needed in modern radio communication systems

to separate the frequency or phase modulated data [9], and it is there-

fore an essential part of a wireless communication hardware. Quadra-

ture generation is typically performed on the LO path where it can be

generated with an RC network, a frequency divider, or a cross-coupled,

voltage-controlled oscillator [159]. The appropriate choice depends on the

architecture and the targeted system.

An example topology of an LO chain is shown in Fig. 6.1, where typical

locations of different LO chain blocks are depicted. A parallel quadra-

ture generation topology can be utilized to reduce the required synthe-

sizer frequency range, as is shown in this example. Due to mismatches

of the active and passive components, the quadrature signals are not in

perfect balance, which in turn degrades the image rejection of the system.
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Figure 6.1. LO chain consisting of a synthesizer, a polyphase filter, a divider, buffers, and
a mixer.

The amplitude and phase imbalance of the quadrature signal is measured

with the image rejection ratio (IRR), which can be expressed as [160]

IRR =
1− 2ε · cos(φ) + ε2

1 + 2ε · cos(φ) + ε2
, (6.1)

where

ε =
|I|
|Q| , (6.2)

φ = π/2−Arg(I)−Arg(Q), (6.3)

where I and Q are the complex LO or baseband voltage waveforms.

6.1.1 Dividers
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Figure 6.2. Quadrature signal generation with (a) a divider and (b) a type-I, 2-stage
polyphase filter.

A static, divide-by-2 frequency divider in a cross-connected, master-slave

D-latch configuration can be used for quadrature generation, which is

shown in Fig. 6.2a. When the input signal has a 50% duty cycle, the dif-

ferential output signals (0,180 and 90,270) are in a 90 degree phase shift.

The properties that make the divider an attractive choice for quadrature

generation are the wide operating bandwidth, the robust operation, and

the large output signal swing. The divider can be designed to operate

from DC to very high frequencies and the large output swing reduces the
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buffering needs in the LO chain and, thus, the power consumption. Ad-

ditionally, due to the fact that the input and output frequencies of the

divider are at different frequencies, the divider exhibits less LO pulling

and LO leakage [15]. The divider also has drawbacks. If the divider needs

to drive a substantial capacitive load (e.g., mixer gate), the current con-

sumption can become large. Furthermore, the fast toggle speed of the

divider requires the use of small transistor dimensions, which incurs a

penalty in the form of increased mismatch and, hence, reduced IRR per-

formance. Despite its drawbacks, the divider is used widely to generate

quadrature signals. Further details on dividers and D-latch implementa-

tions can be found, for example, in [161–167]. In this thesis dividers were

used in the receivers reported in publications [I-V].

6.1.2 Passive polyphase filters

First-order passive RC networks can be used for quadrature generation,

but their use in practical applications is difficult due to their limited am-

plitude and phase accuracy. Instead, multiple passive RC filters can be

cascaded in a passive polyphase filter to improve the amplitude and phase

accuracy. Figure 6.2b shows a 2-stage passive polyphase filter as an exam-

ple. The inputs of the I branches (CLK,CLKX) are connected to a balanced

sinusoidal signal input, while the inputs of the Q branches are floating.

This type of input configuration, which is referred to as type-I PPF [168],

results in a 90 degree phase balance at the output, but it has perfect mag-

nitude balance only at certain frequencies. The type-II topology, which is

presented in Fig. 6.3, feeds the input signals to both the I and Q branches,

which results in a unity magnitude balance across frequency, but a 90

degree phase difference only at specific frequencies. The relative match-

ing of capacitors and resistors in an IC process is good, and thus PPFs

can provide very high IRRs. However, the absolute value of the passives

varies greatly so the RC product can be, e.g., 30% higher than intended.

The frequency range where a specific IRR value is achieved is limited by

this variation. To broaden the IRR range, the number of cascaded stages

can be increased, but it is typically limited to 2–4 due to the additional

loss, which is added by the PPF stage. Component tuning can also be

used to improve the operating bandwidth at the cost of additional hard-

ware and losses associated with the switches used in the tuning banks. In

this thesis, passive polyphase filters were implemented in the receivers

reported in [III, IV]. Further examples of PPFs are found, for instance,
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Figure 6.3. Active polyphase filter schematic (type-II) [VI].

in [169–173].

6.2 Active polyphase filter design

Passive polyphase filter implementation is known to require passives of

a good quality, which is no longer self-evident with modern CMOS pro-

cesses. Furthermore, the tuning of the passive polyphase filters results

in additional losses in the filter, as was previously mentioned. There-

fore, with the high-speed transistors and simple gm elements available

[174,175], active polyphase filters (APPF) have become an attractive pos-

sibility [176, 177]. The benefits of APPF include the possibility for filter

calibration, tuning, and signal amplification. However, due to the nature

of the APPFs, they have a tendency to become unstable. This issue has

been analyzed in [VI]. This section will discuss the most important re-

sults from the APPF analysis. Additionally, the filter implementation in

[VII] is discussed and the experimental results are shown at the end of

the section. Further details are presented in [VI, VII].

6.2.1 Active polyphase filter analysis

The classical polyphase filter has already been analyzed thoroughly, e.g.,

in [168]. Many of the details presented in the analysis hold true for APPFs

as well. However, there are also several differences with the APPF com-
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pared to the passive polyphase filter, which are analyzed in [VI]. Figure

6.3 illustrates a two-stage topology of an active polyphase filter that was

used for the analysis and implementation. For this analysis, we used in-

put signaling, shown in Fig. 6.3, which has an equivalent magnitude re-

sponse for the I and Q branches. The input signaling can also be modified

to type-I topology (Fig. 6.2b) to provide an equal phase response [168].

In Fig. 6.3, gm is used to denote the transconductance of the element

instead of the passive polyphase filter resistance. In addition, the gm ele-

ment’s non-idealities are included and denoted with Az and Bz for stages

1 and 2, respectively. They can be expressed as

Az = sC1 +G1 =
gm1

ADC
(

s

ω−3dB
+ 1), (6.4)

Bz = sC2 +G2 =
gm2

ADC
(

s

ω−3dB
+ 1), (6.5)

where C1 and C2 are the intrinsic output capacitances and G1 and G2 are

the finite output conductances of the elements. They have been expressed

with the help of the element transconductance (gm), the DC gain (ADC),

and the intrinsic –3-dB pole frequency (ω−3dB).

Based on the analysis of the 1-stage filter [VI], it can be concluded that

the maximum gain of the filter is 3 dB when the non-idealities are re-

moved. To avoid excessive gain degradation, the results suggest that the

intrinsic pole of an element should be designed to be higher than the filter

pole frequency. Additionally, the analysis provided in [VI] demonstrated

that the 1-stage filter is always stable if the input configuration is con-

nected in the manner shown in Fig. 6.3.

For the 2-stage filter, the closed form transfer function for the differ-

ential signal is always stable, i.e., the poles of the transfer function al-

ways remain in the left half-plane. However, by solving the single-ended

transfer function concerning, e.g., node n21, the instability of the APPF

becomes evident. The stability is determined by the denominator poles,

i.e., when the poles move to the right half-plane, the transfer function

becomes unstable. The relative stability factor S is therefore determined

as the denominator imaginary part divided by the real part, or as the Q-

factor of the denominator. Publication [VI] demonstrates that the stability

condition of the 2-stage filter can be expressed as

S =
(3− k)ADC − (1− k)A2

DC + 2(1− k2)/p

A2
DC + (1− k2) +ADC(3− k)/p+ (1− k2)/p2

, (6.6)

where k is the pole-splitting factor of the two filter poles relative to the
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Figure 6.4. Stability of the 2-stage filter compared to the gm element DC gain [VI].

filter center frequency [168]:

ω1/2 = ωc(1± k). (6.7)

The variable p is the intrinsic pole factor (ω−3dB = pωc) of an element

relative to the filter center frequency.

The condition for stability is that S must remain positive. By studying

(6.6), we see that the term determining whether or not the numerator

becomes negative is formed by the pole-splitting factor, k, and gm element

DC gain, ADC . In theory a large pole-splitting factor k could make the

denominator negative, but in practice the pole splitting factor is near zero

and thus the numerator determines the stability condition.

The key results of the stability analysis are the stability compared to

the gm element’s DC gain and the stability compared to the filter’s pole-

splitting factor, k. The relative stability factor as a function of the gm

element’s DC gain is presented in Fig. 6.4, where it can be seen that the

stability decreases as the DC gain is increased, which was to be expected.

The stability threshold is approximately 12 dB in this case. In Fig. 6.5,

the stability, S, is shown as a function of the pole-splitting factor, k. The

figure clearly shows that choosing the first filter pole at a higher frequency

(positive k) results in a more stable design.

6.2.2 Active polyphase filter implementation

The implemented filter uses the same topology as was used in the analysis

(Fig. 6.3). The transconductances in the filter are tunable via a bias cur-

rent, while the filter capacitors are unity capacitors denoted by the vari-

able C. The targeted operating frequency of this filter was 0.5 to 5 GHz
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Figure 6.5. Stability of the 2-stage filter compared to the pole-splitting factor k [VI].

with an IRR of 40 dB, which makes it suitable for the majority of wireless

applications in the frequency range. Implementing the same frequency

range with a passive filter would render either an impractical number of

filtering stages or a large tuning matrix whose performance would be lim-

ited by the parasitics. If a divider was used instead, then the synthesizer

would have to be able to provide an LO signal from 1 to 10 GHz with a

high signal level.

The designer has the freedom to choose the gm element sizes and the

order of the filter stages. If a larger transconductance is used as the first

stage, then the filter gain will be higher, but if it is used as the last stage,

then the frequency response will be flatter. Moreover, a larger transcon-

ductance is capable of driving a larger capacitive load, which is usually

desired. The highest transconductances were designed at 3.1 and 5.8 mS

for the two filter stages, gm1 and gm2, respectively. With the filter capac-

itance set at 205 fF, these transconductances translate to filter poles at

2.4 and 4.5 GHz, respectively. The minimum gm values were designed at

0.9 and 1.5 mS, which translate to filter poles at 0.7 and 1.2 GHz, respec-

tively. With these transconductance values, the filter is able to cover the

entire targeted frequency band with an IRR better than 40 dB.

The schematic of the gm element is presented in Fig. 6.6. The element

consists of a differential inverter, stabilizing feedback, current mirrors,

and a common-mode feedback (CMFB) circuitry. The effective transcon-

ductance of the element is set by the gm of transistors M1 and M3. The

resistive feedback between the input and the output serves two purposes:

It provides a bias voltage to the gate of the amplifying transistors and

it reduces the DC gain of the element. The transconductance value of
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Figure 6.6. Active polyphase filter gm-element schematic [VII].

Figure 6.7. Compensated IRR responses with different APPF biasing codes [VII].

the element can be adjusted by varying the input bias current, Ib, to the

PMOS current mirror. The current can be adjusted with a 5-bit current-

steering current-mirror, which provides 32 current levels. Additionally,

the current-mirrors provide common-mode rejection (CMR) for the gm ele-

ment. CMFB and CMR also allow for the use of a higher DC gain without

violating the stability of the filter. Large resistors at the output are used

to sense the common-mode voltage of the element. This voltage is sup-

plied to the operational amplifier, which adjusts the current source, M9,

such that the correct output voltage level is maintained. This is neces-

sary to maintain correct biasing when the input bias current is adjusted.

Moreover, the APPF exhibits DC pulling of the I and Q branches in oppo-

site directions, which must be compensated for with the CMFB in order

to avoid gm mismatch and thus a degrading of the IRR.
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6.2.3 Experimental results

The circuit was fabricated using a 1.2-V, 65-nm CMOS process. The mea-

surement setup included a 1–12-GHz hybrid at the LO input. This limited

the lowest input frequency in the measurements to 1 GHz. The measure-

ments were conducted on a test receiver with an LNA, a mixer, a base-

band section, and an LO chain containing the APPF (see Fig. 1 in VII for

a block diagram). The four baseband output signals of the receiver (differ-

ential I and Q branches) at 1 MHz were measured simultaneously with a

20 GHz oscilloscope after being down-converted by the mixer. Because it

was not possible to directly measure the I and Q errors of the APPF from

the input of the mixer in the receiver, we have compensated for the static

errors of the baseband and the mixer in the measured results to show a

more insightful result for the tuning characteristics of the APPF filter.

Figure 6.7 shows the IRR frequency responses when the average static

error for the amplitude and phase imbalance is compensated for based on

the measured results. The results clearly show that the APPF IRR re-

sponse tunes from 1 to 5 GHz with an IRR better than 40 dB when the

bias code is adjusted. The current consumption of the APPF between the

minimum and maximum bias codes is 0.7 and 4.4 mA, respectively. To the

author’s knowledge, this is the first demonstration of an active polyphase

filter tuning for a LO quadrature drive.

6.3 Duty-cycle generation

6.3.1 Logic and division based approaches
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Figure 6.8. 25% duty-cycle generation principle via a (a) logic combination and (b) clock
division.

As has been previously stated in this thesis, the passive mixer and N-

path filters benefit from using a 25% duty-cycle LO signal. Such a signal

can be generated by a logic combination approach where two clock signals
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in quadrature are combined using an AND logic to produce a 25% duty cy-

cle, as shown in Fig. 6.8a [134, 135], [IV]. The quadrature signals can be

generated by a PPF or a divide-by-2 circuit. In the former case, the input

clock frequency will be same as the LO frequency and can potentially lead

to LO-pulling problems when used in conjunction with a PA. In the latter

case, the input frequency will be twice the LO frequency and will thus

avoid LO-pulling phenomena, but according to [134], the flicker noise of

the dividers tends to degrade the mixer noise figure. To resolve this prob-

lem, the quadrature signal from the divider can be combined with the

original double frequency input clock signal [134].

Another method for generating a 25% duty cycle is by frequency divi-

sion, as depicted in Fig. 6.8b. With this approach, a shift-register-based

Johnson divider can be used to select the individual high states from the

original clock waveform, as shown in Fig. 6.8b. As was mentioned, di-

vider circuits suffer from flicker noise and any further buffering before

the mixer contributes additional uncorrelated LO noise. In the case of

a single-ended passive mixer, this uncorrelated noise couples to the RF

input and down-converts onto the signal band. In a differential mixer, a

single LO phase drives two mixer switches, thereby coupling the noise as

a common-mode signal that can be rejected by the differential baseband.

In the single-ended case, the divider can be modified such that there is

only one transistor that contributes additional uncorrelated noise [127].

However, buffers cannot be used before the mixer, which increases the

drive-strength requirements and power consumption of the divider.

6.3.2 Analog feedback approach

With the mixer-first receiver topology, the LO signal chain waveform is

emphasized, since it directly affects the noise, linearity, and bandwidth

performance of the receiver. Therefore, it is desirable to be able to fine-

tune the LO signal duty cycle, which is not possible with the logic- or

division-based approaches.

The implementation and operating principle of the duty-cycle control

with the analog feedback approach is presented in Fig. 6.9a. The DC com-

ponent of the LO signal is linearly related to the duty cycle, as depicted in

Fig. 6.9b. Therefore, by sampling the DC voltage of the output LO signal

and comparing it to a reference voltage, we can offset the inverter chain

bias points (Vb1 to Vb4) such that the resulting signal has the desired

duty cycle. The bias network schematic is presented in Fig. 6.10, where it
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Figure 6.9. (a) LO path block diagram with a duty-cycle control, (b) operating principle,
and (c) leakage mechanism with overlapping LO pulses [V].
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Figure 6.10. LO duty cycle control bias circuitry. All NMOS transistors are 1.0/0.14μm
and PMOS transistors are 2.4/0.14μm.

can seen how the input Vc is mirrored to the bias voltages Vb1 to Vb4. For

example, for duty cycle of 25% the bias voltages Vb1 and Vb3 are adjusted

up to bring down voltage at the inverter output. Likewise, the voltages

Vb2 and Vb4 are adjusted down to raise the output voltage of the sec-

ond controlled inverter. The net result is that the output DC level of the

last inverter drops to equal that of the set duty cycle signal. Each of the

inverter chains has a separate feedback that equalizes differences in the

gain and offsets. However, phase differences between the input signals

are not equalized. Additionally, the duty-cycle control helps to maintain

signal waveform integrity at higher frequencies, where the LO clock sig-

nal is less ideal, by compensating for the inverter bias points in order to

boost the gain as the frequency increases.

The feedback operational amplifier together with the inverter chain in-

troduce a significant amount of DC gain to the loop. To ensure stability,

the loop has been designed with a phase margin of 57◦ in [V]. The refer-

ence voltage for the operational amplifier is generated with a 3-bit resis-
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Figure 6.11. Mixer-first receiver gain, noise figure, and blocker input compression point
as a function of the LO duty-cycle control [V].

tor network, which allows us to control the duty cycle from 15 to 52.5%

in 2.5-% steps. When the duty-cycle code exceeds 25%, the switches in

the passive mixer start to conduct simultaneously. This creates a leak-

age current, iL, from one baseband branch to another through the mixer

switches, as is depicted in Fig. 6.9c. The gain and the noise figure of the

mixer-first receiver degrade as a direct consequence of this leakage, but

simultaneously the linearity is also improved.

To demonstrate the effectiveness of the feedback duty-cycle control, it

was implemented in the LO chain of a mixer-first receiver presented in

V. Figure 6.11 presents the performance of the receiver with different

duty-cycle values at an RF frequency of 1 GHz. There is a clear optimal

point for the receiver NF (3.5 dB) between duty cycles of 20 and 25%,

which is where minimum switch resistance and signal leakage can simul-

taneously be achieved. Increasing the duty cycle further decreases the

effective series resistance of the mixer switches and causes the LO phases

to overlap, which results in the signal leaking from one branch to another,

as was explained earlier. This decreases the signal gain, degrades the NF,

and improves the –1-dB blocker input compression point from –3 to +13

dBm, as depicted in Fig. 6.11. This result demonstrates that noise and

linearity performance can be exchanged by 10 dB by adjusting the duty

cycle from 25 to 50%.
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6.4 Requirements of wideband LO drive and quadrature generation

When designing LO quadrature generation for a receiver, there are sev-

eral design factors that affect the choice of the quadrature implementa-

tion technique. First and foremost are the implementation frequency and

the range that it must cover. While dividers are inherently wideband, they

suffer from two limiting properties. Since the divider halves the input fre-

quency (divide-by-2), it doubles the required input frequency and tuning

range for any given application, and higher order division ratios exacer-

bate the requirements even further. For wideband and high-frequency

applications, this property increases the requirements of the frequency

synthesizer considerably.

Passive and active polyphase filters operate at the same frequency as

the synthesizer, which, in contrast to the dividers, can cause LO leak-

age and pulling issues. With PPFs, a single filter stage can cover only a

narrow band and thus the bandwidth of the LO chain is increased by cas-

cading filter stages designed for different frequencies. With passive PPFs,

this also increases the attenuation of the filter, which has to be compen-

sated for by means of buffering; this comes at the expense of die area and

power. The number of filter stages needed depends on the IRR require-

ment and bandwidth [168]. Typically, the number of stages in the PPF

is limited to 2-4 and the only way to increase the bandwidth of the filter

further for a certain IRR level is to make the filter stages tunable. For the

passive PPF, this means that either the resistors or capacitors are made

tunable by using switches or varactors. This introduces additional capac-

itance, resistance, and non-linearity that degrade the filter performance.

For the active PPF, realized with gm elements, the tuning of the filter-

ing stages can be done simply by adjusting the gm values. With proper

gm element design, this can be achieved by adjusting the bias current of

the element, thus removing the need for switches and passive component

matrixes in the filter itself, as was discussed in Section 6.2. However,

the APPF must incorporate some form of calibration to properly tune the

amplitude and phase balance when it is used in a larger system.

Of the three implementation techniques, the divider typically has the

smallest layout size. When the supply stabilization capacitors that are

needed with the divider are also considered, the difference between the

topologies becomes smaller. The layout area for non-tunable passive and

active PPFs is relatively equal, but for a tunable implementation, the
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active filter consumes clearly less die area than the passive filter.

While the passive PPF consumes no power, it attenuates the input sig-

nal and thus it needs the most buffering of the three to achieve a given

signal level at the mixer, which increases its power budget. The power

consumption of the divider and the active PPF depends on the implemen-

tation frequency, but for typical wireless applications it is in the same

order of magnitude for both implementations. However, the divider pro-

duces a near full-scale signal and thus the buffering needs are lower than

for an active PPF. On the other hand, the divider requires a relatively

large input signal to operate, while the active and passive PPFs can oper-

ate across a wider input signal power range. The mixer type also affects

the amount of buffering needed since active mixers operate typically with

smaller LO signal amplitudes than their passive counterparts. When the

overall power consumption is considered, there is no clear rule as to which

method leads to an optimal result and the correct choice depends on the

system.

Spectral purity is another issue that needs to be considered in the LO

chain design. While the system blockers and transmission spectral mask

define the required phase noise and spurious tones requirements that

mainly affect the synthesizer design, the quadrature generation scheme

also has an impact. Of the three, the passive PPF has the cleanest output

waveform due to the linear passive components used in it. The active PPF

on the other hand can produce LO harmonics that depend on the input

signal level because of the non-linear gm element used in it. The divider,

when locked, produces an output signal that has high a harmonic content

and, in wideband applications, this may cause unwanted harmonic folding

or emissions.
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7. Conclusions

In this thesis the design of wideband receiver circuits for future mobile

communications systems has been studied. The circuit structures pre-

sented in this thesis are based on flexible wideband solutions that are not

bound to a specific system or frequency band. This work contributes to the

mobile receiver research field by providing circuit solutions that will make

it possible to develop better flexible wideband receivers in the future.

The multisystem, multiband problem in mobile terminals drives up the

cost and complexity of radios by requiring separate dedicated signal paths

with discrete filtering. By removing the filters, the radios could be made

more cost-efficient and flexible and the signal path design would be simpli-

fied. However, with receivers this demands that the front-end is capable

of withstanding an extremely harsh interference environment while still

providing good sensitivity. This thesis concentrates on improving and de-

veloping receiver circuits that provide a wide reception bandwidth and se-

lectivity against blockers. The properties of fast CMOS transistors have

been successfully utilized, while at the same time novel solutions have

been develop for the research problems.

The presented work includes a WiMedia UWB receiver with an active

baseband filter and a synthesizer, which was described in [I]. The front-

end consisted of a 2-stage LNA, a wideband buffer, and an active mixer.

The challenge in this work was to achieve a 1.6-GHz gain and match-

ing bandwidth simultaneously with a minimal amount of inductors and

competitive performance. The work proposed the use of a dual-feedback

topology for the LNA, which provides wideband matching with only one

inductor in the shunt-peaked load. The receiver achieved a 60-dB maxi-

mum gain and an NF better than 6.2 dB in BG1 mode. Additionally, in

[II] a 60-GHz receiver utilizing the UWB front-end as an IF stage was

implemented. The proof-of-concept demonstrates the feasibility of a 60-
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GHz broadband receiver with an ADC in deep-submicron CMOS. Despite

the high level of integration, the receiver compares favorably with other

state-of-the-art millimeter-wave receivers published at the same time.

One major topic in this thesis has been the use of an N-path filter in

receiver applications. The first of the N-path works explored the effec-

tiveness of N-path filtering in a wideband LNA [III]. It was found that

the low load impedance presented by the wideband amplifier limited the

selectivity achievable with the N-path filter to 6 dB. The use of the 50-%

duty cycle also limited the selectivity in this case. When the filter was

turned on, a 1.5-dB NF increase was measured and the LO leakage due

to the N-path filter at the input was -63 dBm.

The second N-path receiver studied the effectiveness of the N-path fil-

ter used in a feedback configuration around a 2–6-GHz LNA [IV]. An

adjustable PPF structure was proposed to compensate for the frequency

response shift in the feedback loop and thus to shift the closed-loop re-

sponse to the desired frequency. A model for the closed-loop system was

derived using frequency transformation and parameterization. The anal-

ysis results showed that in order to maximize selectivity, the forward gain

should be maximized and the N-path bandwidth and the notch frequency

offset minimized while fulfilling stability conditions. The measured re-

sults showed a 7-dB improvement in the blocker input compression point,

while the increase in NF was 1.5 dB at a 4.0-GHz reception frequency.

The third N-path work was a concept demonstrator of a wideband, mo-

bile-handset sized, single-antenna, mixer-first receiver [V]. The work in-

cluded the system considerations for the antenna-IC interface. Special

attention in the design was paid to the interface impedances between the

antenna and the IC. From the trade-off study presented in this thesis,

it was concluded that in terms of the noise, linearity, power, and operat-

ing bandwidth of the receiver, it is desirable to choose a high interface

impedance. On the other hand, the CCE antenna has an inherently low

unbalanced radiation resistance, so a reasonable compromise was needed.

We used a 1:4 impedance transforming balun to satisfy the higher input

impedance requirement. The mixer-first receiver IC demonstrated a NF

of 3.2 to 5 dB, without 1-dB balun loss, and a blocker ICP of +5 dBm,

while occupying only 0.3 mm2 of active die area. Additionally, an LO

duty-cycle adjustment was proposed as a means to regulate the LO signal

and trade-off the receiver performance by 10 dB. The performance of the

IC was comparable to that in other state-of-the-art, linear receivers pub-
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lished recently. The system measurements with the CCE antenna showed

that we were able to maintain the performance of the receiver with only

a slight degradation. The interface arrangement proved that the low-

resistance CCE antenna and the high-input impedance receiver can suc-

cessfully be made interoperable. To the author’s knowledge, this was the

first demonstration of a compact-size, single-antenna, single-input, mixer-

first receiver covering the LTE bands from 0.7 to 2.7 GHz.

Finally, wideband LO circuitry was also studied in this thesis. In addi-

tion to the duty-cycle control circuitry presented in [V], an active polypha-

se filter for wideband quadrature signal generation was studied in [VI,

VII]. The gain and stability of 1- and 2-stage active polyphase filters were

analyzed. An analytical equation for the 2-stage stability condition was

derived. The results showed that, for the APPF to remain stable, there is a

predictable limit for the gain, pole frequencies, and intrinsic capacitance

of the gm element. The analysis provides a means for designing APPFs

with optimal gain, IRR, and bandwidth while still remaining stable. This

was demonstrated in [VII], where a 1-to-5-GHz APPF was implemented.

The filter achieved an IRR better than 40 dB over the operating band.

The results presented in each publication in this thesis take the mo-

bile receiver closer to the ideal receiver mentioned in Section 1.2. With

the solutions presented here, the receiver can be made more flexible and

linear so that some of the costly pre-select filters may be simplified or re-

moved. Based on the work presented in this thesis, the research in our

group will continue to focus on flexible and interference-tolerant receiver

circuits. Important topics include improving the selectivity and linear-

ity, the harmonic mixing dilemma, the reciprocal mixing of the LO phase

noise, and the use of digitally-intensive circuit structures in receivers.

Since the mobile communication industry is evolving rapidly, even com-

pletely new approaches that revolutionize the receiver can emerge. What

the exact solutions will be in the future remains a mystery, but it can be

expected that they will take advantage of the ever-decreasing feature size

of the CMOS technology.
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