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reproduction capability of small mobile devices. The other demonstrates how several 
psychoacoustical binaural hearing phenomena may be explained with a more detailed 
emulation of processing in the auditory pathway. The latter model was also applied to evaluate 
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1. Introduction

Computational auditory models take digitized signals as input and pro-

cess them with a series of signal processing algorithms in order to explain

different input-output relationships or to emulate the processing in the

human auditory pathway. Furthermore, these models may focus on mim-

icking the functionality of a single organ or nucleus in the pathway or

simulating the whole processing chain in order to explain human percep-

tion. Successful development of such models can increase the knowledge

about the auditory system and the underlying mechanisms facilitating

our remarkable hearing ability. This provides an evident motivation for

scientific research that has inspired numerous researchers over the past

decades.

In addition, several potential application areas exists for auditory mod-

els. For instance, these models can be used in the development of hearing

aids and cochlear implants that can improve or even restore the hear-

ing ability of a person suffering from conductive or sensorineural hearing

impairments. Alternatively, auditory models may be used in conjunction

with room acoustical models to estimate in advance how material selec-

tion, room dimensions, and other design aspects affect, e.g., the speech

intelligibility in a class room. Properties of these models are also applied

in audio codecs and parametric audio coding techniques that reduce the

transmission data rate while aiming for a perceptually transparent re-

production of the original signal or the original sound scene. Another

interesting application area for auditory models consists of evaluation of

product sound quality and spatial sound reproduction achieved with a

given technique. Moreover, auditory models can provide an interesting

instrumental tool for developers of such techniques as such a tool could

be used to evaluate in advance how a modification of a specific parameter

affects the quality of the sound reproduction.

11



Introduction

Current auditory models are able to emulate the processing in great de-

tail. Unfortunately, none of them can simulate a complete set of spatial

hearing tasks [1]. This also limits the general applicability of the models.

Consequently, this thesis work aims to develop a binaural auditory model

that fulfills two requirements: (1) The model should emulate the function-

ality of the nuclei in the auditory pathway in such detail that allows it to

account for human performance in several binaural listening scenarios.

(2) The model should be able to assess the performance of spatial sound

reproduction techniques.

These two requirements were set to ensure the applicability of the model

also in tasks other than in the one addressed in this thesis work. Suc-

cessful development of such a model comprises multidisciplinary research

that combines elements from neurophysiology, psychoacoustics, computa-

tional modeling, audio reproduction, and perceptual assessment of sound

quality.

• Neurophysiological data provides valuable information about the func-

tionality of the nuclei in the auditory pathway.

• Psychoacoustical studies reveal information about the capabilities and

limitations of the human auditory system in auditory scene analysis.

• Signal-driven auditory models are then designed based on the obtained

neurophysiological and psychoacoustical data.

• Applicability of the model for the evaluation of spatial sound reproduc-

tion needs to be verified by comparing the model outputs to the data

acquired from perceptual assessments.

This thesis work collects the primary contributions of the present author

to construct a model fulfilling the above-mentioned requirements. In ad-

dition to the collection, this thesis contains a literature review covering

the basics of the different disciplines in order to make the thesis more

readable for professionals of anyone of the disciplines.

12



2. Hearing

This section describes briefly how the sound emitted by a sound source

evokes perception of an auditory image having a specific location and iden-

tity. Moreover, the acoustical transfer function up to the listener’s ears

and the subsequent processing in the auditory pathway are overviewed

in separate subsections. In addition, this section reviews the psychaous-

tical knowledge about the ability of the auditory system to analyze the

ear canal signals, e.g. in order to localize individual sound sources or to

extract attributes describing the perception. The perception of speech is

reviewed in a separate section since speech has a special role in human

communication. It should be noted that the presented overviews are lim-

ited to the aspects pertaining to the work presented in this thesis.

2.1 Acoustical path from the sound source to the listener’s ears

The sound emitted by a sound source in an environment propagates as a

sound wave and is received by the ears of the listener. The sound wave

may also reflect multiple times on the different surfaces in the environ-

ment before reaching the listener. The external ear (consisting of the

torso, the head, the pinna, the concha, and the ear canal) of the listener

also affects the signal received at the eardrum, and the effect depends on

the direction from which the sound arrives at the listener. The directional

dependency of the effect results in cues that the auditory system can use

to localize the sound source [2, 3].

Moreover, the arrival times of the signals at the two ears are different if

the sound wave approaches the listener from the side, and the difference

in the arrival times is denoted as the interaural time difference (ITD).

In such scenarios, the signal received at the contralateral side is also at-

tenuated due to wave-propagation around the head, and the difference in

13
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the levels of the signals at the two ears is denoted as the interaural level

difference (ILD). In addition, the direction of arrival has an effect on the

manner the sound waves reflect on the torso and the pinna. The pinna

flange also attenuates sounds from behind the listener. These direction-

dependent characteristics of the acoustical transfer function can be stored

in the head-related transfer functions (HRTFs) and binaural room im-

pulse responses (BRIRs) that characterize the propagation path from a

point source to the eardrums of the listener in free-field and non-anechoic

conditions, respectively [4].

2.2 Auditory pathway

The small variations in the sound pressure at the eardrum result in vi-

bration of the eardrum, and the ossicles (the malleus, incus, and stapes)

located in the middle ear transmit the vibration into the fluid inside the

cochlea1. Thus, the middle ear implements an efficient transmission of

sound energy from the low-impedance medium (air) to the much higher-

impedance medium (fluid). From a functional point of view, the cochlea

acts as a frequency analyzer transforming the mechanical movements

into neural impulses. The vibration of the stapes against the oval win-

dow generates pressure waves in the fluid inside the cochlea, and as these

waves travel inside the cochlea, the basilar membrane and the tectorial

membrane start to move vertically and horizontally, respectively [6]. Con-

sequently, the cilia of the inner hair cells bend evoking neural signals that

traverse via the auditory nerve to the cochlear nucleus (CN) located in the

brainstem [7].

The neural signals from the auditory nerve are then processed in the

CN whose various cell types send different kinds of responses to differ-

ent targets in the auditory pathway [8]. Figure 2.1 illustrates how the

ventral cochlear nuclei of the two hemispheres project into the medial su-

perior olives (MSOs) and the lateral superior olives (LSOs) located in the

superior olivary complex [9, 10]. On the other hand, the dorsal cochlear

nucleus projects directly into the inferior colliculus (IC) [11, 12, 13].

1The cochlea is essentially a curved tube that is divided throughout its length
into three separate fluid-filled chambers by the Reissner’s membrane, the tec-
torial membrane, and the basilar membrane. On top of the basilar membrane
lies the organ of Corti that has two types of receptors (inner and outer hair cells)
that are connected to the auditory nerve fibers by their roots and to the tectorial
membrane by their fine cilia [5].
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Figure 2.1. Schematic presentation of the mammalian auditory pathway.

The MSO and LSO contribute significantly to the localization and spa-

tial hearing ability of the auditory system as they are sensitive to the

binaural cues in the ear canal signals [14]. The main inputs to the MSO

consist of the excitation and inhibition arriving from the CNs of the two

hemispheres [10], but there is also some evidence for MSO neurons receiv-

ing inputs from axons of other MSO neurons [15, 16, 17]. The MSO neu-

rons are sensitive to the ITD [18]. Specifically, the neurons are sensitive to

the interaural phase difference (IPD) in such a manner that the neurons

sharing the same characteristic frequency (CF) provide their maximum

output with an IPD of π/4 at low frequencies [18].

In each hemisphere, the LSO neurons receive excitation and inhibition

from the ipsilateral and contralateral CNs, respectively [9]. The LSO neu-

rons are mostly sensitive to the ILD [19], and they have been found to be

capable of acting as fast phase-locked subtractors that can respond to sud-

den changes in the input signals, having integration times of as low as 2

ms [20]. Such a low integration time may explain why LSO neurons are

sensitive also to the fine-structure ITD with low-frequency stimuli [20, 21]

and to envelope ITDs in the case of amplitude-modulated sounds [22].

In both hemispheres, the IC then receives the outputs of the CN, the

MSO, and the LSO. However, the exact role of the IC is yet somewhat

unknown despite the numerous response measurements of the IC neurons

[23]. It is known that the IC transmits the spatial information to the

auditory cortex and the superior colliculus (SC) and that the information

may be modified in the process [23]. The SC, located next to the IC, has

multiple layers. For example, layers for visual information as well as

layers for sound have been found in the SC [24, 25]. Interestingly, the

SC is involved in cross-modal interaction and also in steering the focus

of attention towards the stimuli [26, 27]. To facilitate such functionality,
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the SC includes neurons that react to multimodal stimulation originating

from the same spatial location [24, 28], and there are also cells in the SC

containing a topographic map of the auditory space that is aligned with

the visual map [24, 25].

2.3 Frequency resolution and perception of loudness

The human auditory system can distinguish sound pressure differences

in the frequency range covering frequencies approximately from 20 Hz to

20 kHz [29]. Hence, the auditory system covers about ten octaves from the

sound spectrum, but its resolution depends on the frequency of the sound.

The auditory system dissects the ear canal signal into narrowband compo-

nents, and the spectral components within each of such critical bands are

processed together (see, e.g., [30, 31]). Moreover, the bandwidth of such

a critical band increases as the frequency increases [30, 31]. At least two

factors of the processing within the cochlea contribute to the frequency

resolution: (1) The maximum oscillation of the basilar membrane occurs

at different positions depending on the frequency, because the mass, stiff-

ness, and width of the basilar membrane vary along its length [6]. (2) The

outer hair cells have been found to implement a dynamic compression

and suppression of the sidebands [32] and to pump energy in vibration

patterns of the basilar membrane at low stimulus intensities [33].

The so called notched-noise method [34] has proven to be an accurate

method to determine the bandwidths of the critical bands. In this method,

the subject is presented with a stimulus consisting of a pure tone and

wide-band noise having a notch in the spectrum around the frequency

of the pure tone. The levels of the pure tone and the masking noise are

kept constant and the masked detection threshold of the pure tone is then

measured by varying the width of the notch. Thereafter, the width of the

notch at the detection threshold can be used to define the width of critical

band as an equivalent rectangular bandwidth (ERB)

ERB(fc) = 24.7(4.37fc + 1), (2.1)

where fc denotes the center frequency in kHz [35].

An alternative method to estimate the bandwidth of a critical band com-

prises evaluating the perceived loudness of a stimulus consisting of two

narrowband sounds with different spectral content. If the two sounds in

the stimulus fall within the same critical band, the stimulus is perceived
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as softer than when the sounds lie in separate critical bands [36]. Hence,

the width of the critical band can be evaluated by varying the spectral

content of the sounds. The critical bands estimated with the loudness

method have been found to be wider than the ones estimated with the

notched-noise method [37].

Loudness perception of band-limited noise provides an example of the

critical-band-based analysis. Specifically, the perceived overall loudness

increases when the bandwidth of the noise is increased to extend over

a larger portion of the critical band scale, although the overall level is

kept constant [36]. Hence, the overall loudness perception is thought to

be formed by integrating the specific loudness values, describing the loud-

ness per critical band [36]. Furthermore, the specific loudness spectrum is

very useful for describing spectral aspects of the stimulus (see Sec. 5.2.2).

It should be noted that the levels of both ear canal signals affect the bin-

aural loudness perception [38]. Moreover, loudness matching experiments

employing band-limited or wide-band noise stimuli have demonstrated

that the perceived loudness of such a stimulus depends on the direction

from which the stimulus is presented and that such dependencies can be

explained with the differences in the HRTFs [39, 40]. The results of these

experiments also bolster the idea that the overall loudness follows the 3-

dB rule, according to which the perceived loudness can be estimated by

summing the powers of the ear canal signals.

2.4 Spatial sound perception

This section discusses the capabilities and limitations of the human spa-

tial hearing. Results of such experiments have thereafter been employed

in the design of auditory models of the human auditory pathway.

2.4.1 Acuity of spatial hearing

As mentioned above, the differences in the path of the sound from the

sound source to the two ears result in differences between the ear canal

signals, and these binaural cues enable the auditory system to localize the

sound. In normal environments, all binaural cues (ITD, ILD and envelope

ITD) aid the auditory system in the localization task as they provide con-

sistent directional information when a single plane wave arrives at the

ears of the listener. However, the individual roles of these binaural cues in
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localization may be addressed in listening experiments using headphone

reproduction. Such experiments have shown that the perceived lateral

position of the auditory image can be shifted away from the center by

modifying only one of the binaural cues while the values of the other cues

is zero [3, 41, 42]. It has also been demonstrated that the ITD dominates

the lateralization for broadband and low-pass filtered stimuli when the

cues have conflicting non-zero values [43]. On the other hand, the later-

alization of high-pass filtered stimuli has been found to be dominated by

the ILD [44]. Furthermore, listeners have been able to localize broadband

sounds also based on envelope ITDs despite conflicting waveform ITDs

[45].

In anechoic conditions, a sound emitted by a point-like sound source

evokes the perception of a narrow auditory image [4], while the localiza-

tion accuracy depends on the direction of the sound source as well as on

the type and the duration of the sound [46, 47, 48]. Furthermore, the mea-

sured localization accuracy is also influenced by the method employed in

the experiment, i.e., measured errors depend on the manner the listen-

ers are required to indicate the perceived direction [49]. Partly due to

the last-mentioned dependency, localization accuracy has often been mea-

sured as the minimum audible angle (MAA), which describes the minimal

angular shift from the original direction that the listener can detect. The

MAA resolution is approximately ±1◦ in front and decreases gradually to

approximately ±10◦ when the sound is moved to the side on the horizontal

plane [50].

In more complex sound scenarios, the task of the auditory system be-

comes more challenging as the sounds reaching the ears of the listener

actually consist of an ensemble of independent signals emitted by multi-

ple sound sources. Such a scenario may also be considered to consist of

a target sound and a distracter(s) hindering the listener in the localiza-

tion of a particular sound from the ensemble. It may also be that there

is only one actual sound source in the environment, but the multiple re-

flections of the sound result in a more challenging localization task. The

latter example has been actively studied in experiments of the precedence

effect [51], and it has been demonstrated that the listeners are able to

localize the sound accurately based on the direction of the direct sound

(for a review, see [52]). Multiple factors have an effect on the extent the

distracter(s) decrease the localization performance of the listeners. Such

factors include, for instance, the number of distracters, the signal types,
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the frequency content, the signal-to-noise ratio, and the onset and offset

times of the target and the distracter(s) [53, 54, 55, 56, 57, 52, 58].

The ability of the listeners to judge the perceived width of the ensemble

in such complex environments has also been studied using independent

noise bursts. The length of these noise bursts has an effect on whether

the ensemble is perceived as point-like or wide [59]. Such an ensemble

is perceived as slightly narrower than the actual loudspeaker span, and

the center area is perceived less clearly than the ends of the distributed

ensemble [60].

2.4.2 Auditory scene analysis and spatial attributes

The human auditory system is thought to form a separate auditory stream

for each sound object while analyzing the surrounding auditory scene [61].

In this process, the sounds reaching the ears of the listener are grouped

based on several physical cues including spectral relationship [62], com-

mon history (i.e., onset and offset times) [63, 64], spatial location [65], and

good continuity [66].

The relative impacts of these grouping cues on the auditory scene anal-

ysis have also been addressed in previous studies. Considering the scope

of this thesis, the most pertaining studies are the ones in which the sound

event is split into two or more components that are thereafter presented

from different directions around the listener. In such scenarios, the sepa-

rated components evoke different binaural cues while the other physical

cues suggest that these components should be fused together in auditory

scene analysis. The ecologically invalid spatial separation does not pre-

vent the auditory system from grouping the components together. The

subjects have been able to detect the original stimulus despite the spa-

tial separation between the to-be-fused components in such conditions

[67, 68]. Furthermore, the perceived direction of the fused auditory event

has been found to fall between the directions from which the separated

components were presented [58, 69]. Interestingly, it has been found that

the spatial separation may either evoke the perception of an additional

sound event [68] or cause the disappearance of a component from the

scene if the attention of the subject is directed elsewhere [70]. The latter

possible outcome may be interpreted as if the spatial separation prevents

some of the otherwise audible sounds from reaching conscious perception

[71]. Such an outcome also highlights the impact of focused attention on

the perception of the auditory scene [72], which is also influenced by the
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visual information [73, 74, 75] and head-movements.

The surrounding auditory scene may also be described using spatial at-

tributes such as locations of the individual sound events and the overall

spatial impression [76, 77]. The latter attribute may be further divided

into the apparent source width (ASW) and the listener envelopment (LEV)

attributes [78]. ASW describes the perceived spatial extent of a given

sound event, and LEV is related to the spatial impression of the given

space itself [79]. The perception of these attributes is related to the reflec-

tions of the sound in the space. More precisely, the early lateral reflections

contribute to the perception of the ASW, whereas the late reverberation is

no longer associated with the direct sound and is consequently associated

with the listener envelopment [78]. It should be noted that the spatial

impression is also affected by the type(s) of the sound event(s) [80], the

properties of the emitted sounds [81], and the acoustical properties of the

space and the listening position [82].

2.5 Perception of speech

Humans, like many other animals, communicate with fellow creatures by

producing and perceiving sound that carries information. What distin-

guishes humans from other species is that our communication is based

on language, which has evolved to define the meanings of different sound

combinations. That is to say, we are able to communicate using spoken

language. Humans can also use written language for communication, but

due to the fast and interactive nature of speech, the majority of the com-

munication between people takes place using spoken language.

Due to the great importance of speech in human communication, sev-

eral studies have addressed the perception of speech in different kind of

scenarios. The remainder of this section explains the characteristics of

speech sounds related to the production of speech as well as gives a brief

overview on the studies where the perception of speech has been studied

either as a fusion of separate components or in complex sound scenarios

containing multiple concurrent sound sources.

2.5.1 Characteristics of speech

Most of the voices in human communication are produced by altering and

obstructing the exhaled airflow from the lungs in different parts of the vo-
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cal tract. This is accomplished by moving the active articulator (tongue or

lower lip) towards the passive articulator (upper lip, teeth, alveolar ridge,

hard palate, soft palate, uvula or pharynx) [83]. The movement changes

the shape of the vocal tract and consequently alters the resonances of the

vocal tract, which are called formants.

The voices in human communication can be divided into two main cat-

egories: vowels and consonants. The former are reproduced with an un-

restricted airflow in the vocal tract, whereas in the production of conso-

nants, the articulators create a constriction in the vocal tract that ob-

structs the airflow from the mouth either completely or partially [83].

Consonants can be further categorized based on the location of the con-

striction in the vocal tract. Furthermore, consonants can also be either

voiced or voiceless, whereas all the vowels are voiced. In the case of

voiced sound, the oscillation of the vocal folds in the larynx creates a pe-

riodic structure in the sound, and consequently the voiced sounds have a

harmonic structure with peaks at integer multiplies of the fundamental

frequency. In the production of voiceless sounds, the vocal folds do not os-

cillate, and the glottis remains open letting the air flow directly through

the larynx [83].

The manner a given phoneme2 is articulated in continuous speech de-

pends on the adjacent phonemes in that (or the adjacent) word. The rea-

son for this dependency is that the active articulators cannot jump from

one position to another, but they have to move between the positions using

continuous trajectories. Therefore, the articulators are in constant move-

ment during the production of speech, as the articulators already start

to move to the articulation position of the following phoneme during the

production of the current phoneme.

2.5.2 Speech as a fusion of signal components

The auditory system seems to have a tendency to presume a signal with

any speech-like character to be speech [84]. For instance, three sinusoidal

tones of equal amplitude positioned at the three first formants of a vowel

are sufficient for correct identification of the vowel [85], and a three-tone

replica of speech can be interpreted as speech [86]. The ability of the

auditory system to identify speech does not even require that the differ-

ent components of speech are presented from the same spatial location.

2A phoneme is the smallest linguistically distinctive unit of speech [83].
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For instance, the subjects of the experiments in [67, 87] reported hearing

only the original speech stimulus despite the fact that the stimulus had

been divided into two components, one containing low and the other high

frequencies, that were simultaneously presented to different ears of the

listener over headphones. However, it was found that the fundamental

frequencies (F0s) of the two components must be identical, otherwise the

original speech stimulus is not correctly identified [87].

Sometimes a component can contribute to the identification of speech as

well as be simultaneously perceived as an additional sound event. For in-

stance, in the experiment by Rand [68], the subjects reported hearing the

correct utterance /da/ in one ear and a secondary non-speech sound in the

other, when the two components of the speech stimulus were presented si-

multaneously to the different ears of the listener over headphones. Specif-

ically, one of the components was the formant transition in the beginning

of the utterance, and the other was the remaining signal, called the base

of the utterance. The contribution of the formant transition in the iden-

tification of the utterance is supported by the fact that the base of the

utterance was by itself not sufficient for the identification of the utter-

ance [88]. The occurrence of such a duplex perception [89] has been found

to depend on the stimulus onset asynchrony between the transition and

the base of the utterance [90], the amount of masking noise in the stim-

ulus [90], and the level difference between the transition and the base of

the utterance [68, 88].

2.5.3 Perception of speech in complex environments

The astonishing ability of humans to segregate speech in multi-talker sit-

uations has been studied actively over the past decades. Both the local-

ization of the different speakers and the identification of the sentences

spoken by the different speakers have been addressed in these studies of

the so-called cocktail party effect [91]. Traditionally, these studies have

employed utterances of meaningless one-syllable words or non-semantic

sentences.

In the intelligibility studies, the task of the subject has been to report

the utterance he or she heard. The percentage of correctly identified ut-

terances the gives a measure for the intelligibility of speech in the given

sound scenario. A pioneering study showing how the intelligibility of

speech depends on the locations of the target speech and the masker was

conducted by Licklider [92]. He used white noise as the masker and pre-
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sented the stimuli over headphones to the ears of the listener in a manner

that the target and the masker were presented either diotically or dichot-

ically. He reported that a binaural intelligibility level difference (BILD) of

approximately 3–3.5 dB is achieved when either the target or the masker

is presented with a phase difference of π as compared to the scenario

where the both stimuli are in-phase at the two ears [92].

The BILD has been found to depend on the type and the amount of

maskers, and on whether the stimuli are presented over headphones or

with loudspeakers (for a review, see [4]). For instance, Carhart et al. [54]

reported that a BILD of 9 dB can be achieved when two competing speech

signals are used as maskers and presented either diotically or dichotically

when the target speech is presented diotically. Interestingly, identifica-

tion of speech in multi-talker situations seems to be possible even when

the auditory system cannot segregate speech sources based on F0. More-

over, listeners have been found to be able to identify two simultaneously

presented whispered vowels with about the same accuracy as simultane-

ously presented vowels sharing a common F0 [93].

Perhaps due to the communicational significance of speech, the local-

ization of speech in cocktail-party situations has not been addressed as

extensively as the intelligibility. Nevertheless, it has been found that lis-

teners are able to localize the target speech with a remarkable accuracy.

For instance, the participants of the experiment reported in [94] were able

to correctly localize the correctly identified words at least 80% of the time.

Similar performances were also reported by Hawley et al. [95]. More pre-

cisely, they reported an identification accuracy of ±10◦ for the direction of

a known target sentence in the presence of one, two or three competing

sentence(s) in different direction(s).
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3. Spatial sound reproduction

Since the ultimate goal of the auditory modeling work in this thesis is to

employ the model in the evaluation of spatial sound reproduction, differ-

ent spatial sound reproduction methods are briefly described in this sec-

tion. In addition, an overview of some listening test procedures is given

since listening tests are the only reliable method to assess the perceived

quality1 of the spatial sound reproduction.

3.1 Methods for spatial sound reproduction

The common goal in spatial sound reproduction is to provide the listener

with the characteristics of a spatial sound scene with or without modifi-

cations. This goal may be approached using microphones to capture the

spatial characteristics of the sound and processing the obtained signals

for loudspeaker or headphone reproduction. Moreover, the traditional ap-

proach consists of using one microphone for each loudspeaker, but there

are also techniques that aim to extract signals for an arbitrary reproduc-

tion method by processing signals recorded at a single position.

3.1.1 Two-channel reproduction

The overview presented in this section describes different methods striv-

ing to produce a plausible spatial impression by presenting two-channel

signals to the ears of the listener using either loudspeakers or headphones.

Different techniques to obtain suitable signals for these reproduction meth-

ods are discussed also.
1The definition of quality proposed by Lorho [96] is adopted here, and quality is
defined as a measure of the distance between the characters of the entity being
evaluated and of the target associated with the entity.
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Two-channel stereophonic loudspeaker reproduction

The most commonly employed spatial sound reproduction setup consists

of two equidistant loudspeakers positioned at directions of ±30◦ in front

of the listener, as illustrated in Fig. 3.1(a). In two-channel reproduction,

the resulting loudspeaker span of 60◦ is generally thought to provide the

optimal compromise between the contradicting desires to maximize the

stereo image width and to facilitate the perception of stable phantom im-

ages between the loudspeakers [97]. Moreover, the sound reproduction

quality is not greatly sensitive to head movements of the listener.

The loudspeaker signals for a two-channel reproduction may be obtained

by mixing individual recordings into a two-channel signal. In this process,

the desired spatial positioning of the individual sound event is achieved

by means of different panning laws, that is by feeding the corresponding

microphone signal with different gains and/or delays to both channels of

the resulting loudspeaker input. Alternatively, stereophonic microphone

techniques may be employed to record a given auditory environment in

such a manner that the microphone signals can be directly used as in-

put to the loudspeaker setup. Several different stereophonic microphone

techniques have been presented in the literature including spaced micro-

phone techniques consisting of two identical microphones positioned from

about ten centimeters to a few meters apart from each other [98], as illus-

trated in Fig. 3.2(a), and coincident microphone techniques, such as the

Blumlein pair [99], where two directive microphones are positioned at a

coincident position but in a manner that their look directions are differ-

ent, as depicted in Fig. 3.2(b).

Binaural reproduction

Binaural synthesis techniques aim to evoke the desired three-dimensional

(3-D) spatial impression by presenting two-channel signals over head-

phones to the ears of the listener (see Fig. 3.1(b)). However, it is challeng-

ing to reproduce an auditory environment in a transparent manner using

headphones. As Bauer [101] pointed, signals targeted for two-channel

loudspeaker setup cannot be used as such in headphone reproduction

since the interaural differences between the ear canal signals would not

be the correct ones, which results in the perception of an unnatural stereo

image inside the head. An alternative solution is to record the auditory

scene with a dummy head [102] having two microphones, one at each

ear, as depicted in Fig. 3.2(c). Such a binaural recording opens up the
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(b) (c)(a)

(d) (e)

Figure 3.1. Ideal positions of the listener and the loudspeakers when reproducing spa-
tial sound with (a) a two-channel stereophonic loudspeaker setup, (b) head-
phones, (c) a small portable device, (d) the 5.1 surround system, and (e) the
Wave Field Synthesis. Figure 3.1(e) was created with the help of the Sound
Field Synthesis toolbox [100].

possibility of presenting the recorded signals as such over headphones

once the headphone transfer function (HpTF) has been compensated for

[103]. However, binaural recordings have not yet achieved widespread us-

age, partly due to the need for special recording equipment. In general,

dummy heads have also been designed to be used primarily as research

tools and not as professional recording instruments. The spatial impres-

sion achieved with a reproduction of binaural recordings over headphones

is also prone to change due to head movements of the listener.

Therefore, perhaps the best method to produce a perceptually plausible

3-D auditory scene in binaural reproduction is to filter individual mono-

phonic recordings with a set of HRTFs corresponding to the desired spa-

tial positions of the sound events. However, even when individual HRTFs

and HpTFs are used in the reproduction, it is still problematic to evoke

the illusion of sound sources in the front of the listener (i.e., in the field of

view) [104]. The externalization can be improved and the amount of front-
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(b)(a) (c)

(d) (e)
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Figure 3.2. Spatial sound recording techniques employing (a) two separated micro-
phones, (b) two directive microphones in a the same place, (c) a dummy head,
(d) a five-channel microphone array, and (e) an ideal B-format microphone
consisting of an omnidirectional microphone and three orthogonal dipole mi-
crophones.

back ambiguities can be reduced when the head-movements of the lis-

tener are compensated for using information obtained with head-tracking

[105, 106].The use of HRTF filters to provide a more plausible spatial im-

pression may also introduce coloration artifacts in the reproduced sound.

Moreover, perceptual studies have demonstrated that listeners may prefer

the unprocessed headphone reproduction of stereophonic content over the

reproduction employing HRTFs, despite the unnatural stereo image that

the former reproduction method creates inside the head [107, 108]. Ac-

curate compensation of HpTFs has proven to be a challenging task [109],

which may, at least partially, explain the coloration issues in binaural re-

production employing HRTFs.

Small portable devices

Over the past few years different kinds of mobile phones, tablet com-

puters, and portable gaming devices have become increasingly common

among consumers. Although, typically, the sound reproduction with such

devices consist of binaural reproduction over headphones, some of these

devices also have two small loudspeakers built in them to facilitate stereo-

phonic reproduction. Typically, the small size of such devices does not al-
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low the loudspeaker layout to reach the optimal spacing of 60◦ despite the

close distance between the loudspeakers and the listener in a typical use

scenario (see Fig. 3.1(c)).

So called stereo-enhancement algorithms (for a review, see e.g. [110])

may be used to overcome the barriers of the limited loudspeaker span by

creating the illusion of a wider and deeper sound field. Many of these algo-

rithms are based on the cross-talk cancellation algorithm [111], in which

the amount of signal transmitted from the left loudspeaker to the right

ear is reduced by an interfering signal transmitted from the right loud-

speaker and vice versa. However, the interfering signal from the right

loudspeaker thereafter needs to be prevented from reaching the left ear

by transmitting another interfering signal from the left loudspeaker. As a

consequence, a crosstalk-cancelation-based algorithm requires several it-

erative emissions of interfering signals from the two loudspeakers. Never-

theless, these techniques enable perception of virtual sources also behind

the listener, although only within a limited listening area [112].

3.1.2 Multichannel reproduction

In most cases, two-channel loudspeaker reproduction can achieve only a

modest spatial impression since sounds are presented only from the front

quadrant [97]. The common understanding is that the impression may

be enhanced when more loudspeakers are used and they are positioned

around the listener. Among the proposed approaches, the most successful

by far has been the 5.1 surround system [113]. This section presents an

overview of the 5.1 surround system as well as of the wave field synthesis

(WFS) technique that aims for authentic replication of the sound field.

Five-channel surround

The 5.1 surround system is based on the recommendation presented by

the Radiocommunication Sector of the International Telecommunication

Union (ITU-R) [113]. As depicted in Fig. 3.1(d), the recommendation sug-

gests an additional loudspeaker be placed directly in front of the listener

in order to improve the stability of phantom images in the front quad-

rant and two surround loudspeakers be placed at the side of the listener

to enhance the reproduction of the ambient characteristics of the given

auditory scene. Optionally, a subwoofer may be included to reproduce

low-frequency effects [113].

Figure 3.2(d) illustrates a generic layout of a microphone array that can
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be used to record a given auditory scene for the reproduction with a 5.1

loudspeaker system. The array consists of five directive microphones hav-

ing specific look-directions. However, the directivity patterns of the mi-

crophones and the distances between them in the layout are known to

influence the reproduced sound [97], and different kinds of arrays have

been presented to cover the aesthetic desires of recording different kinds

of acoustical scenes [98]. Alternatively, separate recordings of individ-

ual sound events may also be employed in 5.1 reproduction by position-

ing these sound events around the listener using, e.g., amplitude panning

[99]. There are also several upmixing techniques that extract the ambient

and direct components from a two-channel stereophonic signal and syn-

thesize the signal for a 5.1 reproduction using the extracted components

[114, 115, 116].

The capability of a 5.1 surround system to produce a plausible audi-

tory scene is, however, limited since stable phantom images cannot be

created between the front and the surround loudspeakers [97]. The lim-

itation results from the requirement of the recommendation that the 5.1

surround system should be compatible with the two-channel stereophonic

content. In addition, the cinema formats of the time when the recommen-

dation was made supported a maximum of six channels [117], and this

limitation was recognized already when it was released and so it specified

optional loudspeakers be placed between the front and surround speak-

ers. Another limitation of the 5.1 surround system is that the height

of the sound events is not considered. This has motivated the devel-

opment of loudspeaker systems that are backward compatible with the

5.1 surround system as well as capable of reproducing surround sound

with height [118, 117]. In such systems, separate recordings of individ-

ual sound events may be used in a manner that the sound events are

positioned around the listener using, for instance, vector base amplitude

panning (VBAP) that generalizes the amplitude panning algorithm for

3-D loudspeaker layouts [119].

Wave field synthesis

WFS [120] is a technique that aims for a perfect reconstruction of the

original sound field present in the recording environment. The technique

is based on Huygen’s principle that states that the original wave at a

certain position can be reconstructed by the interference of waves emit-

ted by secondary sources. In spatial sound reproduction, this translates
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to recording of the original sound field with a dense microphone array

and reproducing the captured signals with a matching loudspeaker setup

[121]. For instance, linear or spherical microphone and loudspeaker ar-

rays may be used as long as the arrays are equal in shape and size.

If successful, the technique yields a transparent reproduction of the

auditory scene within a much larger listening area than what can be

achieved with the above-mentioned spatial sound reproduction techniques

[122]. WFS can also be used to create focused sources between the loud-

speakers and the listener [120]. Currently, the general applicability of

WFS is limited mainly due to the requirement of a vast number of loud-

speakers and microphones. The spacing between adjacent loudspeakers

in the array (see Fig. 3.1(e)) must be smaller than about 3.4 cm in order to

reproduce the sound field accurately up to 5 kHz [123]. The same require-

ment holds for the microphone array, and even denser arrays are needed

at higher frequencies. The commonly used approach to circumvent some

of these restrictions is to record each sound event with a directive micro-

phone and to take the spatial positioning of the microphones into account

when the microphone signals are processed for reproduction with a loud-

speaker array [121]. The ambient characteristics are then captured sep-

arately with another microphone array [121]. However, the requirements

for the loudspeaker array remain the same.

Binaural synthesis provides the means to circumvent the technically

challenging and expensive construction of the loudspeaker array required

in WFS reproduction. Moreover, HRTFs may be used to emulate the prop-

agation of the sound waves from the loudspeakers to the ears of the lis-

tener, and head-tracking can be used to compensate for the head move-

ments of the listener [124, 125]. Although a HRTF database with a very

fine angular resolution is necessary in this process, such a database may

be obtained by interpolating between HRTFs that have been measured

with a lower angular resolution (see, e.g., [126]).

3.1.3 Towards a generic spatial sound format

The existence of several spatial sound reproduction methods introduces

challenges in the recording of spatial sound since the same sound scene

should ideally be recorded with several different types of microphone ar-

rays (or a dummy head) so that the scene may be later reproduced with

different methods. Such challenges could be overcome if there were a

generic spatial surround format that can be used to obtain signals for all
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reproduction methods. This section describes techniques that strive to

provide such a solution by processing signals captured at a single position

with a coincident microphone array.

Ambisonics

Being introduced already in the 1970s, Ambisonics [127] provided the first

approach towards a generic surround audio format that enables repro-

duction over an arbitrary loudspeaker layout. Ideally, in Ambisonics re-

production, the loudspeakers should be placed evenly around the listener,

and at least 2Nord+1 loudspeakers should be used in order to achieve accu-

rate spatial sound reproduction in the horizontal plane [128]. Here, Nord

denotes the ambisonic order. In principle, Ambisonics processing extracts

virtual microphone signals for each loudspeaker via spherical harmonic

decomposition of the sound field captured with a coincident microphone

array.

Consequently, Ambisonics has inspired designs of novel coincident mi-

crophone arrays to enable decomposition of spherical harmonics. For in-

stance, the sound field microphone presented by Farrar [129] allows the

extraction of the B-format signals consisting of an omnidirectional sig-

nal and three orthogonal dipole signals (see Fig. 3.2(e)). The B-format

signals are required for first-order Ambisonics processing. To knowledge

of the author, the state-of-the-art coincident microphone arrays enable

decomposition of the fourth-order spherical harmonics that are required

in fourth-order Ambisonics processing. Design of such microphone ar-

rays has been essential for Ambisonics, since the effective listening area

and the accuracy of the reproduction can be enhanced only by increasing

jointly the ambisonic order and the number of loudspeakers [130, 131].

When only the number of loudspeakers is increased, these aspects are not

improved, but the coloration artifacts in the reproduction are pronounced

due to the coherent nature of the loudspeaker signals [132, 131, 133].

Nonlinear time-frequency domain techniques

The recently proposed nonlinear time-frequency domain techniques [134,

135] exploit the knowledge about the capabilities and limitations of hu-

man spatial hearing and aim to reproduce the sound scenario such that

the listener perceives being present in the original scene. The emphasis is

placed on the perception, since the techniques do not share the goal of the

WFS and the Ambisonics techniques to reproduce the actual sound field.

Typically, these techniques take B-format signals as input and map them
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into time-frequency domain, where the spatial analysis is conducted. The

spatial characteristics resulting from the analysis are thereafter stored as

metadata and transmitted along one or more audio channels for reproduc-

tion, where the metadata is used to extract the loudspeaker signals from

the transmitted audio channels.

Technique called directional audio coding (DirAC) is based on the as-

sumption that the human auditory system can decode only one cue for

direction and another for interaural coherence at each time instant and

for each frequency band [134]. Following this assumption, the technique

estimates the direction of arrival and diffuseness parameters separately

for each time-frequency bin, and uses these parameters to separate the

time-frequency bins into non-diffuse and diffuse streams in the reproduc-

tion. VBAP is then used to reproduce the non-diffuse stream in order

to ensure point-like perception of sound events that have a specific di-

rection, whereas the diffuse stream is reproduced from all loudspeakers

after phase decorrelation. Alternatively, the analysis in the technique

called high angular resolution planewave expansion (HARPEX) is based

on the assumption that the sound field consists of two plane waves arriv-

ing from different directions with different amplitudes [135]. Hence, the

directions of such plane waves are estimated within each time-frequency

bin and used as metadata in the reproduction. HARPEX was designed

to extract suitable signals for headphone reproduction from the B-format

signals [135, 136]. In contrast, DirAC strives to provide a generic spatial

audio format that can be used in various spatial sound applications, such

as high-quality reproduction either with an arbitrary loudspeaker setup

[134, 133], over headphones [137], as well as in teleconferencing applica-

tions requiring low bit-rates [138].

3.2 Assessment of reproduced sound

Listening tests provide an indirect method to assess the perceived qual-

ity of sound reproduction in a systematic manner. However, careful de-

sign is required when conducting listening tests in order to obtain robust

data that can be reproduced by repeating the test and compared to data

from other experiments. Such a design involves controlling for the exper-

imental variables, such as the stimuli employed, the type and number of

test subjects, and the acoustical characteristics of the test environment

[139]. Otherwise, such variables may corrupt the data to the extent that
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meaningful results are not obtained. For instance, the perception evoked

by a loudspeaker reproduction is known to depend on the spatial posi-

tioning of the loudspeaker(s) and the nature of the room in which the

test is conducted [140, 141, 142, 143]. As a consequence, ITU-R and the

Telecommunication Standardization Sector of the International Telecom-

munication Union (ITU-T) have presented several recommendations de-

scribing how to assess the sound reproduction quality in a robust manner.

As noted also in the recommendations, the test design also dictates the

nature of the data obtained, and the remaining parts of this section de-

scribe briefly a few of the test procedures.

3.2.1 Absolute category rating

The absolute category rating (ACR) test procedure in the ITU-T recom-

mendation [144], similarly to the other test procedures described in this

recommendation, was originally designed for the assessment of speech

transmission. However, the ACR procedure may also be employed in the

analysis of sound reproduction since it does not require a specific reference

to which the evaluated entities should thereafter be compared. Following

this procedure to assess spatial sound reproduction, the evaluated repro-

duction methods are used, one at a time, to present the stimulus to the

assessor, who is always asked to rate the quality of the reproduction on

a five-point scale ranging from 1 (bad) to 5 (excellent). The mean opinion

score (MOS) value for each reproduction method is thereafter obtained by

computing the average across the ratings provided by the different asses-

sors. Additionally, different kinds of stimuli may be employed to study

the effect of the stimulus type on the MOS values, and repetitions of the

different test conditions may be used to measure the panel performance

[139].

In the scope of assessment of spatial sound reproduction, the ACR proce-

dure is perhaps most applicable when it is used to assess the performance

of methods that aim to present the listener with an artificial auditory

scene or to extend an actual sound scene with additional sound events. In

such cases, it is difficult to define the reference entity to which the eval-

uated methods should be compared. However, even when no reference is

presented to the assessor, the rating given by the assessor is influenced by

his or her expectations and previous experiences [145]. Consequently, the

results obtained with the ACR procedure are prone to variation between

ratings given by different assessors, which can be controlled by increasing
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the number of test subjects and/or by selecting a more homogenous panel

representing, for instance, a group of potential consumers [139].

3.2.2 Discriminative sensory analysis

Since the results obtained with the ACR procedure are liable to suffer

variation between individual ratings, the ACR procedure may fail to de-

tect significant differences between the evaluated methods, especially if

it can be assumed that the differences are small. One solution to detect

such differences is to conduct paired comparison tests, where the listener

is presented with two stimuli and is asked to identify which of the two

he or she prefers. The option of a neutral response may also be included.

The data resulting from a paired comparison test may be encoded into a

preference matrix where a given element describes the number of times

the method corresponding to the row index was preferred over the method

corresponding to the column index while the elements in the diagonal are

zeroes. After obtaining such a matrix, Thurstonian modeling [146] may

be employed to map the results on a continuous rating scale describing

the ranks of the evaluated methods in a manner that is comparable to the

MOS scale.

The general aim in spatial sound reproduction is to achieve a trans-

parent reproduction of an auditory scene by processing signals that have

been captured with microphones. Hence, it is sensible to include an un-

processed version of the scene as a reference condition in the listening test

in order to evaluate the assumed degradation introduced by the process-

ing. For instance, when evaluating the performance of a method in tele-

conferencing, the reference condition may be simulated by presenting the

utterances of the spatially separated speakers from different loudspeak-

ers around the listener. In such a case, simulation of the processing chain

then comprises recording the same scenario with a microphone array, pro-

cessing the microphone signals with the method, and of presenting the

obtained signals with the desired loudspeaker setup. As a consequence,

the experimental variables are controlled, and reliable data on the as-

sumed degradation introduced by the processing chain is obtained when

the assessor is asked to compare the processed stimulus to the unpro-

cessed one. ITU-R has specified two recommendations for test procedures

to conduct such comparisons in order to assess spatial sound reproduction

techniques.

The first recommendation is known as the double-blind multi stimu-
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lus test with hidden reference and anchor (MUSHRA) procedure, which

is applicable when the evaluated methods can be assumed to introduce

significant amount of impairments as compared to the unprocessed refer-

ence [147]. In each trial of a MUSHRA test, several stimuli are compared

at the same time, and the assessor is able to switch on the fly between

the indicated reference stimulus, the test stimuli, one hidden reference

stimulus, and one hidden anchor stimulus. The assessor is asked to rate

the quality of the other stimuli relative to the indicated reference using

a continuous scale from 0 to 100 and is instructed to give the rating of

100 for one of the stimuli (i.e., the hidden reference). The anchor stimulus

with a known degradation is included in order to provide the low-quality

limit that the tested methods are expected to exceed. However, the anchor

stimulus needs to be selected carefully so that it is not much worse than

all the others, otherwise the assessors may detect the difference between

the reference and the anchor stimuli but fail to detect more subtle differ-

ences between the tested methods. If applied correctly, the MUSHRA test

procedure enables a fast quality evaluation of several (maximum of 15)

processed stimuli [147].

The MUSHRA procedure should not be used when the methods intro-

duce only a small amount of impairments. Instead one should use the

"double-blind triple stimulus with hidden reference" test paradigm [148]

to assess such impairments. In this test paradigm, the assessor is asked

to evaluate the impairments of two stimuli in comparison to the indicated

reference stimulus, while one of the to-be-evaluated stimuli is the hid-

den reference. Again, the assessor is able to freely switch between the

three stimuli. The impairments are graded using a continuous impair-

ment scale from 5 for imperceptible to 1 for very annoying, with interme-

diate anchor points as described in [149]. The "double-blind triple stim-

ulus with hidden reference" test paradigm has proven to be an efficient

method to detect small differences between the evaluated methods [148],

although the different methods are not actually compared to each other.

It should be noted that a reference stimulus may be included also as one

of the to-be-evaluated stimuli in a paired comparison test without explic-

itly informing the assessors that one of the entities presents the target

characteristics for the other entities.
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3.2.3 Descriptive sensory analysis

Neither the above-mentioned discriminative sensory analysis methods

nor the ACR test procedure can provide detailed information about the

aspects that cause the assessors to prefer one of the spatial sound repro-

duction methods over another. However, profound knowledge of these as-

pects would be useful when trying to improve a given spatial sound repro-

duction technique. For instance, it may be that the technique already pro-

vides a very good spatial impression but is perceived as impaired because

the technique introduces coloration. In such a case, the perceived quality

rating of the technique would probably be improved most efficiently by

focusing on the reduction of the coloration artifacts.

Comprehensive knowledge about the characteristics affecting the per-

ceived quality of the the technique can be obtained with a procedure

known as preference mapping that looks for relations between indepen-

dent measurements made on the same object. Moreover, the procedure

requires that the assessors are asked to rank the entities in a preference

test, and to rate the entities in terms of descriptive attributes, such as

loudness, sharpness, and spaciousness. Thereafter, multivariate analysis

methods (such as factorial analysis or principal component analysis) may

be used to identify the underlying differences between the entities, and to

interpret these differences in terms of the attributes [96]. Furthermore,

so called "spider web" plots may be used to visualize the multidimensional

attribute data in an elegant manner.

The pioneering studies by Nakayama et al. [150] and Gabrielsson et

al. [151] were the first ones where preference mapping procedures were

employed to assess sound reproduction. In those studies, the participants

were provided with a list of attributes, prepared by the experimenter, and

were asked to rate the entities using those attributes. Such pre-defined

lists of attributes provide the fastest way of conducting preference map-

ping experiments, but they impose the risk that the assessors may not in-

terpret the attributes in the desired manner even when the attributes are

accompanied with written descriptions. Additionally, the list of attributes

may not cover all the important perceptual aspects, or it may contain re-

dundant attributes [96]. The above-mentioned risks can be effectively

eliminated when the assessors are able to define the attributes by them-

selves in an experiment following either the individual vocabulary (IV) or

the consensus vocabulary (CV) method. In the IV method, each assessor

37



Spatial sound reproduction

develops his or her own list of attributes, whereas in the CV method, a

panel of selected assessors forms a common list of attributes under the

supervision of a panel leader (e.g., the experimenter). In general, the IV

method can be seen as the faster method that introduces minimal bias in

the individual assessors, while the CV method provides data that can be

interpreted and analyzed in a more straight-forward manner [96]. Both

the IV and CV methods have been found to offer powerful means to assess

spatial sound reproduction in a more detailed manner [152, 153, 154, 155].
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4. Computational modeling of binaural
hearing

Functional binaural auditory models aim to mimic the remarkable spatial

hearing ability of the human auditory system with computational algo-

rithms. The processing in these models comprises emulating the monau-

ral processing in peripheral hearing models of the left and right ears and

the subsequent simulation of the binaural processing of the outputs of

the two peripheral hearing models. The output of a binaural auditory

model is often visualized as a binaural activity map of the surrounding

auditory scene. This section presents an overview of the commonly ap-

plied approaches in binaural auditory models. The overview is divided

into separate sections, each of which describe the different approaches to

emulate the processing in the given phase of the processing chain.

4.1 Monaural processing

Modeling of monaural processing begins with a simulation of the propa-

gation of the sound from the sound source to the eardrum of the listener.

Thereafter, the impedance matching of the middle-ear may be emulated

before the processing in the inner ear is simulated by modeling the fre-

quency analysis in the cochlea and the neural transduction occurring in

the inner hair cells and the auditory nerve.

4.1.1 From a sound source to the inner ear

As mentioned earlier in Sec. 2.1, the direction-dependent characteristics

of the acoustical transfer function from a point source to the eardrums

of the listener are described in the HRTFs or the BRIRs, depending on

whether the source and the listener are located in free-field conditions or

in reverberant environments, respectively. Therefore, a given acoustical

scenario can be simulated in auditory modeling by processing monophonic
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Figure 4.1. Magnitude response of (a) the middle-ear transfer function [161] imple-
mented in [162], and (b) a 16th-order complex-valued gammatone filter bank
(GTFB) [163]. The center frequencies in the GTFB were spaced at 1-ERB
intervals in the frequency range from 125 to 4000 Hz.

source signals with such transfer functions. The reported differences be-

tween HRTFs of individual subjects [156, 157] motivate the use of more

generic HRTF and BRIR databases in auditory modeling. Such databases

can be obtained by measuring the transfer functions with a dummy head

whose physical characteristics represent an average from a large number

of people [158]. An alternative approach to the simulation of the audi-

tory scene is to do a binaural recording of the scene, for instance, with a

dummy head. On the other hand, headphone listening to monophonic or

stereophonic content may be emulated by simply providing the content as

input to the auditory model.

The acoustical transfer function of the middle-ear can be emulated by

processing the input signal with a finite impulse response (FIR) filter.

Moreover, anatomical measurements of temporal bone specimens of hu-

man cadavers have revealed that the peak of the displacement of the

stapes in the middle-ear depends on the frequency of the pure tone that

is used as the excitation [159]. Such a dependency can be emulated with

an FIR filter having the desired magnitude response (see Fig. 4.1(a)) [160,

161]. Alternatively, the unprocessed input signal can be used also as input

to the cochlea model if the spectral characteristics of the auditory event(s)

are not of interest or if the frequency-dependent accuracy of the auditory

system is taken into account at later stages.
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4.1.2 Cochlear functionality

The traditional approach to emulate the frequency selectivity of the basi-

lar membrane is to process the input signal with a filter bank consisting

of a set of bandpass filters spaced at equal intervals on the ERB scale.

Notched-noise measurements (see Sec. 2.2) have revealed that the hu-

man auditory filters have the assymetric shape of a roex filter function

[164, 35]. However, the phase response of a roex filter function is not

defined [165]. Hence, a gammatone filter is typically used in auditory

modeling, since a gammatone filter provides an excellent match to the

impulse response of the primary neurons in a cat, and the shape of the re-

sponse is very similar to that of the roex filter function [165]. Figure 4.1(b)

illustrates the magnitude responses of a gammatone filter bank (GTFB).

However, a linear filter bank, such as the GTFB, cannot account for

the level-dependencies in the functionality of the cochlea. An increase in

the stimulus level has been shown to result in increased asymmetry as

well as in reduced gain of the auditory filter [166, 35]. These suppressive

and compressive functionalities of the cochlear amplifier have been emu-

lated in more advanced filter bank models in which each bandpass filter

actually consists of two filter blocks in parallel [167, 168, 161] or in cas-

cade [169, 170]. One of these filter blocks is linear, emulating the passive

cochlear amplifier at high stimulus levels, whereas the other accounts for

the increased non-linearity at lower stimulus levels due to the active role

of the cochlear amplifier [168, 170].

On one hand, the functionality of the cochlear amplifier shows also time-

dependent non-linear characteristics [171]. Accurate simulation of such

dynamic non-linearities requires physical-based modeling of the cochlea

with a transmission-line model [172]. Such a model represents the basilar

membrane as a cascade of coupled mass-spring-damper systems where

the active role of the cochlear amplifier may be simulated by including

negative damping elements in the model [173]. The parameters of the

mass-spring-damper systems at different positions along the basilar mem-

brane can be derived by measuring otoacoustic emissions that reflect the

active mechanisms in the cochlea [174]. Since the biophysical proper-

ties of the cochlea are taken into account in transmission line models,

they can simulate both forward and reverse traveling waves inside the

cochlea, and they may therefore be used to simulate the otoacoustic emis-

sions of listeners with normal and impaired hearing. In auditory model-

41



Computational modeling of binaural hearing

ing, transmission-line models may be employed to derive the velocity and

the displacement of the basilar membrane at certain positions specified by

the probe frequencies. The first transmission-line models of the cochlea

were developed in the 1980s (see, e.g., [175, 176, 177]), and recent models

include, for instance, the models by Verhulst et al. [178] and Hudde &

Becker [179].

4.1.3 Hair-cells, auditory nerve, and cochlear nucleus

The inner hair-cells and the auditory nerve fibers convert the displace-

ment of the basilar membrane into neural signals that are further pro-

cessed in the CN and at higher stages of the auditory pathway (Sec. 2.2).

The rate of impulses in the neural signal originating from a single inner

hair-cell can be described as a stochastic Poisson process where the ex-

pected number of pulses within a certain period of time is affected by the

displacement of the basilar membrane at the position of the hair-cell and

the amount of transmitter material in the hair-cell [180]. The firing rate of

an auditory nerve fibre depends non-linearly on the rate and intensity of

the input [181], and it has been demonstrated that also such a non-linear

behavior can be modeled as a stochastic process [182]. Detailed anatom-

ical knowledge has enabled the design of stochastic processes so that the

inner hair-cell and auditory nerve models can accurately replicate results

of neurophysiological measurements [183, 184, 161, 182].

In the CN, the neural signals from the auditory nerve fibers evoke activ-

ity in the dorsal and ventral CN cells [8]. Also, inhibitory connections be-

tween ventral and dorsal CN cells have been found [185], which may facil-

itate monaural echo suppression in the CN and, consequently, contribute

to the echo suppression in the precedence effect [51]. In 2007, Bürk &

van Hemmen [186] presented a mathematical model of the CN where the

firing rate of a ventral CN was emulated as a stochastic Poisson process

influenced by the rate of excitatory and inhibitory pulses arriving from

the auditory nerve fiber and the dorsal CN, respectively. The firing rate of

the dorsal CN was also emulated similarly, and it was demonstrated that

the model can account for monaural echo suppression [186].

Since the functionality of a single inner hair-cell or auditory nerve fiber

is stochastic, the commonly used approach in functional auditory models

is to emulate the neural transduction with a series of signal processing

operations. Moreover, the input from the cochlea model is typically half-

wave rectified first and then filtered with a lowpass filter [187, 188, 189].
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Figure 4.2. Schematic presentation of the coincidence detector model proposed by Jef-
fress [193], where the delay lines represent axons that connect the ear canal
inputs to the coincidence detector neuron (CD). Here, D denotes the unit de-
lay.

The output of such processing may then be thought to represent an av-

erage firing rate of the auditory nerve fibers sharing the common CF.

Hence, the computational complexity is reduced at the expense of a less

detailed description of the functionality of the nuclei. Optionally, the oper-

ations may be extended with automatic gain-control loops with different

time-constants to emulate the non-linear adaptation of the auditory nerve

fibers [190, 191]. Such loops also enable the emulation of temporal inte-

gration in loudness perception [192].

4.2 Models of binaural interaction

The majority of the binaural processing algorithms are based on the coin-

cidence detection model proposed by Jeffress [193]. This model suggests

that the receptive fields in the brain are narrowly tuned to specific loca-

tions and that the perceived location of a sound event is determined in the

brain by analyzing the relative arrival time of the sound at the two ears.

As illustrated in Fig. 4.2, the model consists of an array of coincidence-

detector neurons receiving excitatory signals from both ears, and delay

lines are used to represent axons connecting the left and right cochlear

nuclei to the neuron. The highest activity is then received from the coinci-

dence detector neuron whose input connections effectively cancel out the

ITD between the ear canal signals. Such processing can be elegantly em-

ulated by computing the normalized interaural cross-correlation (IACC)

[194]

γ(t, τ) =

∫ t+Δt
T=t xl(T − τ/2)xr(T + τ/2)dT√∫ t+Δt
T=t x2l (T )dT +

∫ t+Δt
T=t x2r(T )dT

, (4.1)
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Figure 4.3. Cross-correlogram type binaural activity map for a scenario of two simulta-
neous talkers at ±30◦ azimuth directions. The activity map was obtained
with the implementation [162] of the Lindemann model [201].

where t denotes the time instant, τ is the interaural delay, Δt denotes

the length of the integration window, and xl and xr are the signals from

the left and right ears, respectively. An estimate of the ITD can then be

obtained as the interaural delay of the maximum of the IACC function.

The output of the IACC computation may also be used to visualize the

auditory scene as a cross-correlogram-type binaural activity map [195]

that shows the outputs of the coincidence detector neurons at different

time instants (see Fig. 4.3).

The original coincidence detection model has been extended with addi-

tional operations so that the model can more accurately account for psy-

choacoustical phenomena. The idea of computing the IACC separately in

different auditory frequency bands was introduced in the work by Stern

& Colburn [196] and Blauert & Cobben [197]. The resulting improvement

in the frequency resolution has brought across the need to resolve prob-

lems caused by the spatial aliasing phenomenon. Problems arise because

the wavelength becomes shorter than the head size at frequencies above

700 Hz. As a consequence, in the case of a pure tone signal, the value of

the IACC function is equal at more than one interaural delay. It is be-

lieved that the auditory system resolves the ambiguity caused by spatial

aliasing by simply selecting the alternative closest to the median plane

[198, 45]. In coincidence detection models, this can be emulated by limit-

ing the distribution of best delays as a function of frequency [199, 200].
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One important extension of the coincidence detection model was pre-

sented by Lindemann [201]. In his model, the IACC computation was

extended with two monaural detectors that were able to shift the peak of

the IACC function towards the stronger ear canal input. Additionally, he

introduced the idea of contralateral inhibition that effectively suppressed

the activities of other coincidence detectors whenever one particular coin-

cidence detector detected the signal. Contralateral inhibition enabled the

model to account also for echo suppression in the precedence effect as the

suppressive effect of the inhibition decreased gradually to zero within a

10-ms-long time window [202]. Similar functionality may also be achieved

by including a multiplication with a forgetting factor into the IACC com-

putation [203].

Another significant extension of the coincidence detection model was

presented by Breebaart et al. [204]. In their model, the delay lines were

connected to a chain of attenuators, and each coincide detector of the orig-

inal model (see Fig. 4.2) was replaced with two excitation-inhibition cells,

one receiving the excitation from the left ear and inhibition from the right

ear and the other with opposite connections. Effectively, they extended the

coincidence detection model to also account for ILD sensitivity. For a bin-

aural input signal, the model outputs an activity map having local min-

ima around the positions corresponding to the ITD and ILD values, and

the depths of the troughs depend on the interaural coherence between the

ear canal signals. It was also shown that the functionality of the model

is in good accordance with human perception in several binaural signal

detection scenarios [204, 205, 206]. Later, Braasch & Blauert [207] found

that the precedence effect phenomenon is most accurately explained when

the ITD cues are estimated with the Lindemann model [201], the ILD

cues are estimated with the Breebaart model [204], and such models are

extended with temporal inhibition processes. Recently, Braasch [208] pre-

sented a new model, specifically aiming to explain the precedence effect

phenomenon and showed that it can explain the precedence effect in even

greater detail.

Other types of binaural processing algorithms have been presented as

well. The equalization-cancellation model [209] was designed to account

for binaural signal detection in the presence of masking noise, and no at-

tempts were made to emulate processing in the auditory pathway. In this

model, the left and right inputs are first filtered with a set of bandpass fil-

ters so that the narrowband target can be more easily separated from the
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masker. Thereafter, the masker signal components are equalized in the

two ears by adjusting the ITD and ILD values, and the ear canal signals

are subtracted from each other, which ideally eliminates the masker from

the signal.

Another interesting approach was recently presented by Dietz et al. [210].

In their model, the left and right ear outputs of the hair-cell processing

are both provided as inputs to two separate analysis mechanisms that ex-

tract fine-structure IPD and envelope IPD information from the inputs.

Both of these analysis mechanisms employ complex-valued gammatone

filters (see Fig. 4.1(b)). In the fine-structure IPD extraction, the center fre-

quency and the bandwidth of the filter depend on the CF of the frequency

band, whereas envelope IPD extraction employs the same modulation-

frequency-dependent filter in all frequency bands [210]. In both analysis

mechanisms, processing with a complex-valued filter results in a complex-

valued signal that is characterized by the amplitude a and the phase φ.

Consequently, an estimate of the instantaneous IPD may be obtained as

Φ̂(t) = arg

(
al(t)

ar(t)
ei(φl(t)−φr(t))

)
, (4.2)

where a exp (iφ) expresses the complex-valued input in polar form. Dietz

et al. have also extended the model with additional operations that en-

able visualization of the auditory scene as a binaural activity map [211].

Moreover, the fine-structure IPD and the envelope IPD estimates are first

mapped separately onto topographically-organized maps that are thought

to consist of a set of neurons that each respond maximally to a specific IPD

in the range from −2π to 2π. The two maps are then combined such that

the impacts of the fine-structure and envelope information on the result-

ing binaural activity map are controlled with adjustable weights associ-

ated with them [211]. The localization performance of the model has been

shown to improve when only reliable IPD estimates are used [212], follow-

ing the binaural cue selection idea proposed by Faller & Merimaa [203].

Overall, the Dietz model has been shown to localize sound events accu-

rately also when the auditory scene consists of an ensemble of individual

sound events [211, 212].

Current neurophysiological knowledge questions whether the aforemen-

tioned binaural processing algorithms emulate accurately how the binau-

ral cues are decoded in the auditory pathway and how the surrounding

auditory space is represented in the brain. Nevertheless, this does not

diminish the validity of these approaches, as many of them have success-

fully explained the binaural hearing phenomena in great detail. More-
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over, they are often computationally less demanding than neurophysiology–

based models, which also makes them appealing for use as research tools

in several application areas.

4.2.1 Neurophysiology-based models

As mentioned in Sec. 2.2, the binaural cues in the ear canal signals are

decoded by the MSOs and LSOs located in the superior olivary complex.

Moreover, the MSO neurons have been shown to be sensitive to the ITD

[18], whereas the LSO neurons are mostly sensitive to the ILD at all fre-

quencies, but also to the ITD at low frequencies [19, 20, 21]. The manner

in which these nuclei decode the binaural cues in the human auditory

system is still under debate, since their functionality cannot be measured

non-invasively. However, alternative theories have been proposed based

either on direct neurophysiological measurements in other species, or on

the analysis of human data from IC and cortical activity measurements.

One of the prevailing theories is the coincidence detection model [193] de-

scribed above, and another is the count-comparison model [41, 6, 213].

According to the latter theory, the nuclei in the two cerebral hemispheres

encode the spatial direction of sound simply in the rate of the output.

Such processing results in two wide, receptive fields spanning an entire

hemifield (see Fig. 4.4), and the spatial location is then indicated by the

relative activation rates of populations in the two hemispheres [214].

The LSO seems to follow the count-comparison model since it provides

a higher output when the excitation from the ipsilateral CN has a higher

level than the inhibition arriving from the contralateral CN [215]. In the

case of the MSO, there is evidence supporting both theories. Some re-

sults suggest that the ITD encoding in the MSO follows the coincidence

detection model [216], whereas, more recently, others claim that the en-
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coding follows the count-comparison principle [217, 218]. Furthermore,

neural coding of the ITD in the human cortex seems to follow the count-

comparison model [219]. The remainder of this section provides a brief

overview of different computational approaches to model the functionality

of the MSO and LSO nuclei. The overview is mainly limited to describing

functional models of the nuclei that aim to simulate the pooled response of

neurons sharing the same CF. A more detailed review also including de-

scriptions of physiological models of the nuclei can be found, for instance,

in [220].

The first MSO models may be considered as pure coincidence detection

models since their inputs consist only of excitation signals coming from

both hemispheres, and they contain a set of topographically-organized

neurons that each have a unique best ITD [221, 222]. In each neuron,

the excitations from the ipsilateral and contralateral sides are integrated

over a short period of time and the neuron fires if the cumulative acti-

vation exceeds a threshold value [222]. Following the neurophysiologi-

cal findings of inhibitory inputs to the MSO [10], Brughera et al. [223]

presented a Jeffress-type MSO model that receives a phase-locked exci-

tation and a slightly-delayed inhibitory input from both sides. However,

they concluded that the functionality of the MSO neuron of a dog can be

emulated with only excitatory signals since the inhibition affected only

the level of the output, not its shape [223]. The opposite conclusion was

reached by Brand et al. [224], who modeled the MSO so that the excitation

from one hemisphere was immediately preceded by phase-locked inhibi-

tion from the other hemisphere. Such a modeling approach was found to

result in an accurate match with neurophysiological recordings from MSO

neurons of a gerbil. Since the best ITD of a coincidence detection neuron

was modulated by the amount of inhibition using very short time con-

stants [224], their model contradicts the fixed internal delay hypothesis

of the Jeffress model [193].

Another interesting variation of the Jeffress-type MSO model was pre-

sented by Hancock & Delgutte [225]. They emulated coincidence detection

by computing the IACC separately at each CF but varied the delays em-

ployed in the IACC computation depending on the CF. Consequently, the

neurons with the lowest CF had the broadest ITD tuning curves with

the maximum at the longest ITD, while the neurons with the highest

CF had the narrowest tuning curves with peaks closer to the zero ITD.

Thus, their model may be considered as a count-comparison-based model,
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Figure 4.5. Output (a) of the MSO model [226] for a Gaussian white noise signal as a
function of ITD and CF, and (b) of the LSO model [226] for a Gaussian white
noise signal as a function of ILD and CF.

although the coincidence counting in the MSO was emulated with the

IACC computation. An alternative functional model of the MSO following

the count-comparison principle has been presented by Pulkki & Hirvo-

nen [226]. In their model, the contralateral input is first delayed in a

frequency-dependent manner, and the coincidence counting is thereafter

emulated with a simple multiplication operation. In the end, the output

of the coincidence counting is self-normalized with the help of the con-

tralateral input so that the output of the model as such already indicates

the direction of the sound [226]. The two models [225, 226] were shown to

provide a good match with the neurophysiological measurements of ITD

tuning curves in anesthetized cats [225] and guinea-pigs [227], respec-

tively. As an example, Fig. 4.5(a) illustrates the output of the MSO model

presented in [226] for a broadband sound as a function of ITD and CF.

The LSO is known to receive its excitation from the ipsilateral CN and

inhibition from the contralateral CN [9]. Consequently, perhaps the sim-

plest approach to emulate the ILD sensitivity of an LSO neuron is to sub-

tract the level of the contralateral input from that of the ipsilateral input.

Such an approach was effectively employed in the model by Reed & Blum

[228], where the LSO was modeled to consist of topographically-organized

neurons that are excited depending on the level of their input. Moreover,

the high-threshold ipsilateral neurons are paired with the low-threshold

contralateral neurons and vice versa. Such a structure is analogous to the

coincidence detection model [193]. In each neuron pair, the activity of the

contralateral neuron is subtracted from the activity of the ipsilateral neu-

ron, which results in decoding of the ILD in the model, since more neuron
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pairs fire above their spontaneous rate when the level difference between

the ipsilateral and contralateral inputs increases [228]. An alternative

approach is to compute the instantaneous level difference in dB between

the ipsilateral and contralateral inputs. Yue & Johnson [229] exploited

the latter approach and presented an LSO model where the activity of

an LSO neuron was modeled as a stochastic process. There, the expected

firing rate of a neuron depended on the level difference between the ipsi-

lateral and contralateral inputs but saturated when the level difference

exceeded a threshold value [229]. The instantaneous level difference ap-

proach was also exploited in the functional model presented in [230, 226],

where the output of the LSO model was also limited to between 0 and 1,

as illustrated in Fig. 4.5(b).
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5. Instrumental evaluation of
reproduced sound

This section gives an overview of the existing computational algorithms

that may be applied to evaluate (spatial) sound reproduction. The focus

is placed on those algorithms that emulate (at least to some extent) the

processing in the human auditory pathway in order to either predict the

overall quality rating or to provide instrumental metrics related to sen-

sory attributes affecting the overall quality impression.

5.1 Overall quality evaluation

In general, computational evaluation of the overall quality comprises com-

paring a given signal to the reference signal associated with it. Moreover,

methods belonging to this category take both the signals as input, process

them separately with an auditory model, and compute a set of metrics

describing the differences between the processed signals. Thereafter, cali-

brated regression models or trained neural networks are used to integrate

the metrics into a single value describing the perceived impairment of

quality on a continuous scale from 5, meaning imperceptible, to 1, mean-

ing very annoying. Ideally, the value provides an accurate estimate about

the perceived quality score such as would have been obtained by conduct-

ing a formal listening test.

5.1.1 PEAQ

The perceptual evaluation of audio quality (PEAQ) algorithm was origi-

nally developed for evaluating impairments introduced by audio codecs on

monophonic or stereophonic audio files [231]. The algorithm was designed

so that it could reliably evaluate codecs that are assumed to introduce only

a small amount of impairments [232]. Consequently, the algorithm could

provide an alternative to the test procedure in [148](see Sec. 3.2.2) that
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should be used to assess such impairments in perceptual studies.

The quality evaluation in the PEAQ algorithm is based on five instru-

mental metrics that are thought to be related to nonlinear distortion, lin-

ear distortion, difference in harmonic structure, differences in masked

thresholds, and changes in modulations. Such metrics are derived from

the psychoacoustical model that first computes the excitation patterns

separately for the signal being evaluated and the corresponding reference

signal and thereafter extracts the metrics based on the time-aligned ex-

citation patterns of the two signals. Specifically, the excitation pattern

is obtained by emulating the frequency analysis of the basilar membrane

with a linear filter bank and by simulating the neural transduction by

extracting the low-pass filtered envelopes of the filter bank outputs. The

psychoacoustical model also includes steps to emulate the transfer func-

tion of the middle ear (see Fig. 4.1(a)) and the level-dependent charac-

teristics of the cochlea amplifier (see Sec. 4.1.2). Hence, the excitation

patterns may be thought to present neural signals traversing via the au-

ditory nerve to the cochlear nucleus.

The metrics provided by the psychoacoustical model are then provided

as input to an artificial neural network trained to derive an estimate of the

perceived quality rating based on the instrumental metrics. Moreover, the

"backward propagation of errors" method was used to iteratively optimize

the parameters of the network to predict the desired output from a set of

inputs. Data sets from several previously conducted listening tests were

used in the training so that the quality ratings were used as the desired

output values, while each set of inputs consisted of the metrics provided

by the pshychoacoustical model for the stimulus associated with a given

quality rating [231].

However, the PEAQ algorithm does not account for spatial artifacts

when evaluating the perceived quality. In contrast, the algorithm com-

putes separate quality ratings for both channels of a two-channel audio

signal based on the above-mentioned metrics. Consequently, the algo-

rithm cannot be employed as such to evaluate spatial sound reproduc-

tion, nor can it be employed to evaluate impairments introduced by audio

codecs1 that compress multichannel audio files in the encoding phase and

render the compressed audio files to the original format in the decoding

1The aim of these codecs (see, e.g., [233, 234]) is to reduce the data rate in the
transmission of multichannel audio content, like, e.g., in the 5.1 surround audio
signals, without introducing perceivable artifacts.
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phase. In order to overcome the aforementioned limitations, several meth-

ods have been proposed to extend the original algorithm [235, 236, 237].

All of the proposed methods process binaural signals that are obtained

by simulating the multichannel reproduction of the signals using HRTFs

corresponding to the directions of the loudspeakers in the reproduction

system. The binaural input signals are fed to the two psychoacoustical

models, one on each side, that are implemented identically as in the orig-

inal PEAQ algorithm. The motivation behind the identical implementa-

tion lies in the desire to obtain the same monaural metrics. In addition

to the monaural processing, the proposed methods also employ a Jeffress-

type model (see Sec. 4.2) to extract the IACC, ITD, and ILD values from

the excitation patterns of the left and right ear signals. Additional metrics

related to the spatial aspects are then acquired when the IACC, ITD, and

ILD values obtained for the signal under evaluation are compared to the

ones obtained for the reference signal. These additional metrics and the

monaural metrics are then fed either to a regression model [237] or to an

artificial neural network [236] that outputs an overall quality rating for

the evaluated signal. The overall performance of the proposed methods

is similar, while they differ in the nature of the stimuli that they cannot

evaluate reliably [237]. This also explains why, to the knowledge of the

author, the standardization of the PEAQ algorithm is still ongoing, and

none of the proposed methods have been included in a revised version of

the standard.

5.1.2 QESTRAL

In contrast to the PEAQ algorithm, the QESTRAL (quality evaluation of

spatial transmission and reproduction using an artificial listener) method

was specifically designed to evaluate spatial sound reproduction based on

metrics obtained from a binaural auditory model [238]. Similarly as in

the proposed multichannel extensions of the PEAQ algorithm, the binau-

ral input signals to the model are obtained by simulating a given listening

scenario using HRTFs corresponding to the directions of the loudspeakers,

as seen from the listener’s point of view. Again, the listening scenario is

simulated for both the reference condition and the condition under eval-

uation, where the latter condition contains the impairments introduced

by, e.g., processing with a multichannel audio codec, or a deviation from

the ideal configuration of the loudspeakers and the listener for the given

reproduction setup (see Fig. 3.1).
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After obtaining the binaural input signals, they are processed with a

peripheral hearing model that emulates the frequency selectivity of the

cochlea with a linear GTFB (see Fig. 4.1(b)), while the neural transduc-

tion occurring in the inner hair-cells and the auditory nerve fibers is mod-

eled with a half-wave rectification and subsequent lowpass filtering of the

outputs of the GTFB. Thereafter, the resulting signals for the left and

right ears are fed to a Jeffress-type cross-correlation unit that derives the

IACC, ITD, and ILD values separately for each frequency band. After-

wards, the ITD and ILD values are mapped to azimuth angles using a

lookup table containing reference ITD and ILD values for each horizon-

tal direction. Subsequently, the energy-weighted averages are computed

from the IACC values and the direction estimates obtained for the ITD

and ILD values and the resulting average values are used to derive sev-

eral metrics that the binaural model provides as the output [239]. More-

over, the metrics are thought to describe the spatial characteristics in the

binaural input signal such that the metrics are expected to be related to

localization angles, the apparent source width, and listener envelopment

[238, 239].

Upon receiving such metrics for both the reference condition and the

condition under inspection, differences in the metrics between the two

conditions are computed, and a regression model is applied to integrate

the obtained difference metrics into a global measure of spatial quality

on a MOS scale [238]. The original QESTRAL method [238] employes

separate regression models and different metrics for sweet-spot2 and off-

sweet-spot listening scenarios, where the models were calibrated using

data from listening tests conducted in the corresponding scenarios [241].

The limitations of such an approach are addressed in the revised version

of the method [242] that uses only one regression model for the integration

of the metrics, while being able to derive relatively accurate estimates of

the spatial quality across the listening area.

5.2 Instrumental metrics

The overall spatial sound perception is influenced by several attributes,

such as timbre, spatial impression, loudness, and temporal characteris-

2The term sweet spot is used to refer to the limited listening area within which
the most accurate spatial sound reproduction is achieved with a given reproduc-
tion method [240].
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tics. Although, the above-mentioned PEAQ and QESTRAL algorithms

also employ metrics related to these attributes, the algorithms have been

optimized for predicting the overall quality impression and not to provide

accurate instrumental metrics for the different attributes. Such instru-

mental metrics would be useful, for instance, when developing techniques

for spatial sound reproduction since the metrics could be used to predict

the results of a descriptive sensory analysis experiment. The remaining

parts of this section give a brief description about the existing compu-

tational algorithms designed to provide such metrics. The aim is not to

describe all models, but rather to present examples how metrics related

to the different attributes can be derived.

5.2.1 Loudness

Several computational algorithms have been developed to predict the loud-

ness as perceived by an average, normal-hearing test subject [243, 244,

245, 160]. These algorithms share a common basic structure. That is to

say, the transmission of the sound through the external and middle ear

is first emulated by filtering the signal with linear filters. Thereafter,

excitation patterns at different auditory frequency bands are computed

from the filtered signal, and the excitation patterns are transformed into

a specific loudness spectrum. Finally, the overall loudness prediction is

acquired as the sum of the specific loudness values. Typically, the excita-

tion patterns are derived from the physical spectrum of the signal. Such

an approach yields an accurate prediction of the loudness for steady-state

signals, but not for time-variant signals such as speech. Consequently,

revised versions of the models have been presented.

In the revised version of Zwicker’s loudness model [244], the excitation

patterns are computed in the time domain [246]. The computation con-

sists of filtering the signal first with a linear filter bank, after which

the resulting signals are full-wave rectified and lowpass filtered. Even-

tually, the revised approach results in a continuous signal representing

the loudness as a function of time, and it was proposed that the over-

all loudness may be predicted based on the peak values in such a signal

[246]. Glasberg & Moore [247] used an alternative approach when they

revised their original model [160]. Their revised model divides the signal

into overlapping time frames, and a short-term spectrum is computed for

each time frame. Thereafter, a separate excitation pattern is derived from

each short-term spectrum similarly as in [160]. As a consequence, the re-
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vised model [247] derives short-term loudness values for each time frame,

while the overall loudness is obtained by integrating over the short-term

loudness values.

It should be noted that the aforementioned models are based on the

idea that the loudness values are computed separately for each ear, and

the overall binaural loudness perception is predicted by summing the ob-

tained loudness values. According to this idea, a given stimulus should

be reproduced with a 6-dB higher level in monaural reproduction in order

to achieve the same loudness perception as is acquired when the stimulus

is presented to the both ears. As mentioned previously in Sec. 2.3, re-

cent loudness matching experiments indicate that the required increase

is only about 3 dB. Such results have motivated the design of new mod-

els that can account for the binaural loudness phenomenon. For instance,

Moore & Glasberg have presented a model [248] where the specific loud-

ness values are computed separately for the two ears, while the loudness

values of the left ear are designed to be able to inhibit the corresponding

values of the right ear, and vice versa. The inhibitory effect of a given spe-

cific loudness value is thought to spread to adjacent frequency bands as

well. The inhibited specific loudness values are then summed at each ear

to acquire separate loudness values for the two ears. Eventually, a predic-

tion of the overall binaural loudness is obtained by summing the acquired

loudness values. Such an approach provides a good approximation of the

above-mentioned 3-dB rule with a diotic/monaural ratio of 1.5.

5.2.2 Distortion aspects

The processing involved in a spatial sound reproduction technique is bound

to introduce some amount of linear and nonlinear distortion in the repro-

duced sound. Linear distortions are often perceived as coloration result-

ing from differences in the amplitude spectrum. One one hand, a sound re-

production suffering from nonlinear distortions may be described as noisy

or rough, since the processing introduces frequency components that are

not present in the original signal. As the human auditory system an-

alyzes the characteristics of the sound separately in each auditory fre-

quency band, audibility of such distortions may be evaluated by inspect-

ing differences in the specific loudness values or the excitation patterns

in different frequency bands. This idea was harnessed in the studies that

predicted the perceived impairments caused by linear [249] and nonlinear

distortions [250].
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The algorithm presented in the former study used the loudness model

by Moore et al. [160] to compute excitation patterns for a reference signal

and its impaired version. Then, first- and second-order differences be-

tween the excitation patterns were computed and averaged across differ-

ent frequency bands to obtain corresponding difference metrics. Moreover,

the averaging contained a multiplication with a weighting function to em-

ulate the relative impact of distortion in a given frequency band. Finally, a

weighted sum between the first- and second-order difference metrics was

computed to provide a prediction of the perceived impairment caused by

linear distortions.

The algorithm presented in the latter study [250] employed a 40-band

GTFB and a middle ear compensation filter (see Figs. 4.1(b) and 4.1(a))

to obtain continuous excitation patterns for the two time-aligned signals,

i.e. the reference signal and its impaired version. The continuous exci-

tation patterns were then divided into non-overlapping time frames, and

a normalized cross-correlation was computed between the frames associ-

ated with the two signals. The authors stated that the maximum value

of the normalized cross-correlation function can be used as a measure

of the amount of distortion, since the maximum value is closer to zero,

the greater the influence of the distortion. Consequently, their method

computed an energy-weighted average across different frequency bands

to obtain a unitary distortion measure for each time frame. Eventually,

an average value was computed across the measures obtained for differ-

ent time frames, and the resulting value was used as a global measure for

impairments caused by nonlinear distortions.

The perceptual quality ratings obtained in a previously conducted lis-

tening experiment [251] were used to calibrate the parameters of the two

algorithms [249, 250]. On completion of such calibration processes, the

two algorithms were each able to accurately predict the quality ratings

obtained for new stimuli subjected to linear and nonlinear distortions, re-

spectively.

5.2.3 Spatial aspects

As discussed previously in Sec. 2.4.2, attributes relating to the spatial

impression include directions of individual sound events, their apparent

source widths, and listener envelopment. Binaural auditory models may

be used to provide metrics related to these attributes and, consequently,

to evaluate spatial sound reproduction techniques. Many of the binau-
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ral models (see Sec. 4.2) can be categorized as localization models that

aim to mimic the human ability to localize sound events. Hence, a rela-

tively straightforward application for such models is to evaluate whether

a given technique can preserve the directional characteristics of the vir-

tual sound sources. This idea was exploited by Pulkki et al. [252] who

used a binaural auditory model to evaluate whether amplitude panning

may be used to generate such a virtual sound source that evokes the same

localization cues as the corresponding real sound source does. The evalu-

ation was made separately for each frequency band based on IACC, ITD,

and ILD values derived with a Jeffress-type binaural auditory model from

the binaural input signals that were generated using HRTFs. Using such

an approach, they demonstrated why amplitude panning suffers from dif-

ficulties in generating plausible virtual sources at the side of the listener.

The directions of the virtual sound sources in stereophonic two-channel

reproduction were addressed also by Braasch [253] who evaluated the per-

formance of different stereo microphone techniques. Moreover, the tech-

niques were simulated to record several sound scenarios to obtain signals

for a two-channel reproduction. Subsequently, binaural listening of the

original scenarios and the corresponding reproductions were simulated

using HRTFs to acquire binaural signals that were processed with a bin-

aural auditory model. The performance of the technique were then evalu-

ated by inspecting the outputs provided by the model for the different bin-

aural input signals. Specifically, the ITD and ILD values were estimated

following the Lindemann [201] and Breebaart [204] algorithms, respec-

tively. Using the ITD and ILD values, Braasch was able to illustrate how

the direction and the extent of the virtual sound source depends on the

selection of the microphone technique.

The directional accuracy of elevated virtual sound sources has also been

evaluated in a recent work by Baumgartner et al. [254]. Similarly as in

the above-mentioned studies, the authors simulated binaural listening

of different sound scenarios using HRTFs and used a binaural model to

estimate the direction of the virtual sound source from the resulting bin-

aural input signals. The simulated multichannel reproduction systems

were designed to employ VBAP in the positioning of the virtual sources at

different elevation angles while the lateral angle was limited to between

±45◦. After computing the errors between the desired and the estimated

directions of the virtual sources, the authors were able to show how the

error depends on the desired direction of the virtual sound source and on
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the loudspeaker layout used in the reproduction. Furthermore, the dif-

ferences were found to be in accordance with the results of a perceptual

study [255].

Psychoacoustical experiments have revealed that the perception of the

ASW and LEV are related to fluctuations of the ITD values [256, 43, 79,

80]. As mentioned above (see also Sec. 4.2), many binaural processing al-

gorithms derive accurate estimates of the ITD values from the binaural

input signals. Hence, an analysis of the variance of the estimated ITD val-

ues across time provides a direct method to evaluate the ASW in binaural

auditory models. Although this idea was originally proposed in [257], the

ASW was not actually evaluated there. In contrast, a binaural auditory

model was used to evaluate how the perceived direction of a wide-band

noise stimulus depends on the bandwidth and the length of the stimu-

lus. To the knowledge of the author, the study by Hess & Blauert [258]

is the first where the ASW was evaluated by inspecting the variance of

the ITD values. Moreover, they generated a set of frequency-modulated

wide-band noise stimuli with a specific ITD. The stimuli were then em-

ployed in a perceptual study where the perceived location and the ASW of

the evoked auditory image were measured separately for each stimulus.

Such metrics were also estimated with a binaural auditory model based

on the Lindemann algorithm [201]. The estimated metrics were found to

be in good agreement with the results of the listening experiment.

Recently, van Dorp Schuitman et al. [259] presented a novel binaural

auditory model that can evaluate the spatial impression based on sev-

eral metrics related to reverberance, clarity, apparent source width, and

listener envelopment. Their model is based on the binaural processing al-

gorithm [204] that receives the excitatory and inhibitory inputs from the

left and right ear peripheral processors (see Sec. 4.2). In [259], the metrics

are derived in a central processing unit that receives the outputs of the

two peripheral processors and the ITD values estimated with the binau-

ral processing algorithm. The unit first divides the peripheral processor

outputs into direct and reverberant streams, respectively, depending on

whether the level of the output at a given time instant exceeds a specific

frequency-dependent threshold value or not. Then, standard deviations

of the ITD values are computed separately for the values associated with

the two streams. Thereafter, metrics related to reverberance and clarity

are derived from the proportions of the reverberant and direct streams in

the input signal, while the standard deviations of the ITD values associ-
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ated with those streams are analyzed to derive metrics related to the LEV

and ASW, respectively. Their model contains several parameter values

that were optimized with a genetic algorithm to provide the most accurate

match to the corresponding perceptual ratings obtained with a listening

experiment. On completion of such an optimization, their model was able

to make accurate predictions of perceptual ratings of three other listening

experiments.

It should be noted that the QESTRAL method has also been applied to

evaluate listener envelopment [260]. In that study, the above-mentioned

IACC, ITD, and ILD-based metrics, evaluated with a binaural auditory

model, were extended with several other metrics acquired by analyzing

the interchannel differences between the loudspeaker channels and by in-

specting the recorded B-format signals. As only some of the metrics were

derived with a binaural auditory model, the approach is not comparable

to the aforementioned approaches. Nevertheless, the method presented

in [260] was able to predict the LEV ratings obtained in a listening ex-

periment after the regression model employed in the method had been

optimized using data from another listening experiment.
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6. Summary of publications

This section summarizes the contents of the publications included in this

thesis.

Publication I: "Visualization of functional count-comparison-based
binaural auditory model output"

The human spatial hearing ability is enabled by the binaural cue encoding

occurring in the MSO and LSO. According to the count-comparison prin-

ciple, these nuclei encode the left/right direction of sound in the rate of

the output, and the spatial direction is determined at the higher stages of

the auditory pathway by comparing the activation rates in the two hemi-

spheres. Moreover, the SC has been found to contain a topographic map of

the auditory space that is aligned with the visual map. Such neurophysio-

logical data provided the motivation for PI that presented a computational

model where the functionality of the MSO and LSO nuclei were emulated

following the count-comparison principle, and the outputs of the nuclei

models were combined in order to form a topographically organized bin-

aural activity map of the auditory space.

Specifically, the presented model contains methods that merge the out-

puts of the MSO and LSO models together to form two where cues, one in

each hemisphere. These methods also emulated the tendency of the au-

ditory system to emphasize onsets in localization of sound events. There-

after, the where cues were employed to steer the what cues originating

from the periphery model onto a one-dimensional binaural activity map.

The resulting map is thought to consist of a set of left/right organized

neurons, each of which are assumed to be sensitive to a specific frequency

area, and distinctive colors are used for each frequency area in order to

ease the visual inspection of the map.
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It was shown in PI that the binaural activity map provided by the model

matches with human spatial perception in several binaural listening sce-

narios. As a consequence, the study demonstrated that common binaural

phenomena can be explained when the functionality and the topology of

the nuclei in the auditory pathway are taken into account in a signal-

driven binaural auditory model.

Publication II: "Binaural assessment of parametrically coded spatial
audio signals"

Parametric audio coding techniques exploit the assumption that the accu-

racy in the reproduction of the sound field may be compromised without

introducing audible artifacts in the reproduced sound. Hence, the spatial

characteristics are extracted in a time-frequency domain analysis of the

microphone signals, stored as metadata in the encoding phase, and uti-

lized in the reproduction of the microphone signals. Typically, the analysis

employs several parameters that are known to affect the performance of

the technique. Ideally, the values of these parameters should be selected

on a signal basis, which is not possible in practice. Consequently, the pa-

rameter values are optimized during the development process. However,

despite the careful optimization, some artifacts may still be audible with

critical input signals.

Publication II presents an overview of the different parametric audio

coding techniques and demonstrates how the performance of these tech-

niques may be evaluated with the binaural auditory model described in

PI. Moreover, several spatial artifacts that are specific to these techniques

are described, including dynamically or statically biased directions, spa-

tially too narrow auditory images, and effects of off-sweet-spot listening.

Using simulated B-format microphone recordings of artificially generated

sound scenarios, the techniques were employed to obtain signals for repro-

duction scenarios. Several spatial sound reproduction scenarios introduc-

ing the above-mentioned artifacts were then simulated using HRTFs, and

the binaural auditory model was used to derive binaural activity maps for

the different scenarios from the binaural input signals. The resulting

binaural activity maps were then inspected, and it was found that the ar-

tifacts as well as various differences between the techniques are visible in

the maps. Furthermore, the findings were found to be in line with results

obtained from previously conducted listening experiments or, lacking such
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experiments, observations found in informal listening. As a consequence,

the study demonstrates that the binaural auditory model can be used to

evaluate the performance of parametric spatial sound techniques and to

aid in the development of such techniques.

Publication III: Evaluation of sound field synthesis techniques with a
binaural auditory model

Wave field synthesis and Ambisonics use the interference of loudspeaker

signals to reconstruct a sound field within the listening area. This com-

mon goal is approached differently in the two techniques. In Ambisonics,

the inputs to the loudspeakers are extracted from signals captured with a

coincident microphone array, whereas separate microphones are used for

each loudspeaker in WFS. The effective listening area can be enlarged by

increasing the number of loudspeakers, which reduces spatial aliasing in

WFS. Similar improvements may be achieved in Ambisonics if also the

ambisonic order is increased at the same time.

Traditionally, these techniques have been evaluated by inspecting recon-

structed sound fields either visually or in terms of instrumental measures.

An alternative approach is exploited in PIII. Several binaural listening

scenarios were simulated using HRTFs in order to evaluate sound fields

reconstructed with WFS and Ambisonics techniques employing circular

loudspeaker arrays. The simulations resulted in binaural input signals

that were processed with the binaural auditory model described in PI to

obtain binaural activity maps for the different scenarios. The activity

maps show artifacts in the reconstructed sound fields at off-sweet-spot-

listening conditions, and these artifacts are shown to be in accordance

with the results of a listening test evaluating the techniques in terms of

spatial aspects. Additionally, the model is able to visualize how the indi-

vidual loudspeaker signals result in audible coloration artifacts in WFS,

although the first wavefront is reconstructed correctly. A previously con-

ducted listening experiment verified the audibility of such artifacts. Con-

sequently, the study presents a successful application of the model for the

evaluation of sound field synthesis techniques.
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Publication IV: "A Binaural Auditory Model for the Evaluation of
Reproduced Stereophonic Sound"

Spatial sound reproduction capabilities of portable multimedia devices

are limited due to the small size of these devices. The two loudspeak-

ers in (some of) them cannot be positioned in a manner that enables the

optimal stereophonic listening setup, nor can the small loudspeakers yield

a flat magnitude response in the entire audible frequency range. There-

fore, manufacturers are required to find alternative solutions to improve

the spatial sound reproduction. A binaural auditory model provides an

appealing research tool aiding developers to find the optimal solution for

a given device. Such an auditory model should preferably also be compu-

tationally efficient so that the effects of different solutions on the repro-

duction can be evaluated in a productive manner.

With the aim to provide such a research tool, an application-motivated

binaural auditory model is developed and presented in PIV. The model

is constructed by refining elements from previously presented models of

different auditory processing stages such that the model is able to evalu-

ate both the direction(s) of sound event(s) and the specific loudness spec-

tra from a binaural input signal. Considering the application, the sound

reproduction of a device can be evaluated by recording the reproduction

with a dummy head and by using the model to derive the above-mentioned

metrics. In order to verify the applicability of the model, the performance

of the model was evaluated using binaural recordings made in anechoic

conditions. It was found that the the model is able to mimic the human lo-

calization performance and to estimate loudness in a manner that follows

the theoretical loudness function. The latter aspect is considered impor-

tant for reliable evaluation of distortion aspects from the specific loud-

ness spectra (see Sec. 5.2.2) since the sound reproduction level is known

to have an effect on the sound reproduction quality of portable multime-

dia devices. The model is also applied to estimate the stereo image width

from binaural recordings of a music sample presented with different loud-

speaker setups. The application proves that the model is able to detect

differences in the perceived stereo image width and to demonstrate the

functionality of stereo enhancement algorithms that are typically used in

portable multimedia devices to create virtual sound sources outside the

narrow loudspeaker span.
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Publication V: "Fusion of spatially separated vowel formant cues"

Binaural auditory models may be used to visualize the auditory scene sur-

rounding the listener as a binaural activity map. Typically, the map is vi-

sually inspected when information about the number of sound sources,

their directions and ASWs, and the LEV is being extracted. The hu-

man auditory system extracts such information in auditory scene anal-

ysis where a separate stream is formed for each sound source. If such an

analysis is to be emulated in auditory models, detailed knowledge about

the effects of the monaural and binaural grouping cues on auditory scene

analysis is needed. Here, the monaural grouping cues refer to the spec-

tral contents of the different sound events and the binaural ones to the

directional cues evoked by the events.

The relative impacts of the monaural and binaural grouping cues on per-

ception of speech as a fusion of separate components were investigated in

PV. There, a glottal inverse-filtering algorithm was first applied to extract

the glottal source signals and vocal tract transfer functions from natural

Finnish vowels. Subsequently, noise-excited counterparts for the eight

different vowels were generated using filters derived from the extracted

signals and transfer functions. The generated noise-excited vowels were

then divided into their even and odd formant components, and a set of

listening experiments were conducted where the two components of the

vowel /æ/ were presented from different directions around the listener us-

ing a multichannel loudspeaker reproduction system in anechoic condi-

tions. Both the amount of spatial separation between the two components

and the directions of the components were varied.

It was found that the correct vowel is identified when the two compo-

nents are presented simultaneously despite the fact that neither of the

components was by itself sufficient for accurate identification of the vowel.

Moreover, neither the spatial separation nor the directions of the compo-

nents affected the vowel identification. Hence, the monaural grouping

cues seem to be strong enough to maintain the perception of the vowel-

identity despite the spatial separation between the components. Interest-

ingly, a secondary auditory event was perceived at the same time when

the vowel was correctly identified, but only when the even and odd for-

mant components of the vowel /æ/ were spatially separated and presented

symmetrically in front of the listener. This implies that the binaural

grouping cues may have enough weight in auditory scene analysis to evoke
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the perception of the additional auditory event. Consequently, the find-

ings bolster the idea that the processing streams of the auditory pathway

are fused for the identification of the vowel, but two auditory images are

perceived when the components evoke conflicting directional cues in op-

posite hemispheres in the where processing stream.

Publication VI: "Audibility of coloration artifacts in HRTF filter
designs"

HRTF filters may be used to position virtual sound sources around the

listener in binaural reproduction over headphones. Ideally, the perceived

spatial impression is greatly improved compared to the unprocessed head-

phone reproduction, and no artifacts are introduced. Since the direct

measurement of HRTFs and HpTFs at the eardrums of individual sub-

jects suffers from technical difficulties, HRTF filters are typically gener-

ated from measurements made with the microphone positioned either at

the blocked ear canal entrance or at the open ear canal entrance. Fur-

thermore, non-individual HRTFs (and HpTFs) are often used in practical

applications. However, the audio quality achieved with a binaural repro-

duction technique is affected by the choices made during the design of the

HRTF filters. The aim of the study reported in PVI was to assess how the

choice of the HRTF filter design method affects the amount of introduced

coloration.

In order to achieve the goals of the study, a set of HRTF filters for

headphone reproduction were first generated from the HRTFs and HpTFs

measured at the blocked ear canal entrance and with a pressure-velocity

sensor at the open ear canal entrance. Reference filters were also designed

from individual probe microphone measurements at the eardrum. There-

after, the HRTF filters were compared to the reference filters, and a set of

FIR filters were constructed to describe the differences in the magnitude

responses. Then, individual stimuli were generated for each participant

by processing pink noise and instrumental music samples with the FIR fil-

ters. Upon acquisition of the stimuli, the perceived amount of coloration

introduced by the different HRTF filter designs were assessed following

the "double-blind triple stimulus with hidden reference" test paradigm

[148] (see Sec. 3.2.2). The stimuli were reproduced with a monophonic

loudspeaker setup, and the assessors were asked to rate the impairment

introduced by the FIR filter processing. The obtained impairment rat-
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ing was then used as a measure of the coloration introduced by the given

HRTF filter design.

All design methods were found to introduce coloration. Moreover, meth-

ods using non-individual blocked ear canal measurements were perceived

as most colored while the method using pressure-velocity measurements

at the open ear canal entrance was found to introduce the least amount

of coloration. It was also found that a significant amount of the coloration

is introduced at high frequencies. Consequently, the results of the study

support the idea that the perceived quality of binaural reproduction us-

ing HRTF filters may be improved if the HRTF filters are designed using

careful measurements of the responses from the eardrum together with

individual headphone compensation.
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7. Concluding remarks

Spatial sound technologies aim for high quality reproduction of a sound

scene that has been either recorded with microphones or generated arti-

ficially. There are also technologies that aim to extend an actual sound

scene with additional sounds that are embedded there [261]. Most of the

recently developed technologies aim for a reproduction where the percep-

tion of the listener is the same as if he or she was present in the original

sound scene. As it is the listener who finally decides whether these tech-

nologies have succeeded in reproducing the sound with high quality or

not, the use of human subjects in formal listening tests remains the only

reliable method to assess the quality of these techniques. This aspect was

also recognized in this thesis work, and therefore a discriminative sensory

assessment was used in PVI to measure the audibility of coloration arti-

facts caused by different HRTF filter designs. In this study, the method

used to design the HRTF filter was found to have a significant impact on

the perceived amount of coloration, and consequently, the perceived qual-

ity of headphone reproduction may be improved by careful measurement

of the HRTFs and HpTFs at the eardrum.

However, conducting such a test properly is time consuming. As a con-

sequence, listening tests are often impractical for evaluating whether a

modification of a specific parameter has an effect on the quality of the

sound reproduction using the method under development. Hence, audi-

tory models that mimic the processing in the human auditory pathway

with computational operations can provide an appealing alternative to

the direct use of human listeners.

The idea of using a binaural auditory model for the evaluation of the re-

produced sound is addressed in this thesis work. The work was initiated

in the Master’s Thesis of the author, where it was shown that a binau-

ral auditory model developed by the author can be used to find spectral
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differences between the sound reproductions of mobile phones, differences

which are audible to human listeners. The development of that model was

continued, and in PIV it was shown that the model can also be applied to

address the perceived stereo-image width of stereophonic loudspeaker se-

tups and to show the functionality of stereo-widening algorithms that are

often used in small portable multimedia devices to create virtual sound

sources outside the narrow loudspeaker span of such devices.

However, it was later found that such an auditory model, which was

designed for the evaluation of stereophonic sound reproduction of small

multimedia devices, was not able to explain the results of psychoacousti-

cal experiments in challenging sound scenarios, such as in the presence

of multiple simultaneous talkers or in a diffuse field. Since such challeng-

ing sound scenarios provide also the biggest challenges for spatial sound

reproduction techniques, it was decided that the processing in the human

auditory pathway needs to be modeled more accurately. As a consequence,

a new binaural auditory model was developed to emulate the function-

ality of the nuclei in the auditory pathway based on neurophysiological

data and results from psychoacoustical experiments. The development

resulted in a count-comparison-based model (PI) that visualizes the out-

put as a binaural activity map that matches with human perception in

several binaural listening scenarios.

The developed model was also successfully applied to evaluate spatial

sound reproduction techniques in PII and PIII, both showing good agree-

ment between model outputs and listening test results. The former study

addressed spatial artifacts introduced by nonlinear time-frequency do-

main techniques in challenging sound scenarios, while sound fields re-

constructed with wave field synthesis and Ambisonics were evaluated in

the latter. However, these evaluations focused on impairments in the spa-

tial impression, and coloration and non-linear distortion, among other im-

portant attributes affecting the overall quality perception, were, to a large

extent, excluded. The ability to address such attributes requires more pro-

found knowledge about the processing in the auditory pathway, especially

about interactions between the directional and spectral information in

auditory scene analysis. Such a requirement provided the motivation for

the psychoacoustical experiment described in PV. The publication demon-

strates that such interactions exist and that they have an influence on the

auditory scene perception.

To summarize, this thesis work demonstrates that the same computa-
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tional model can fulfill both requirements that were specified in Chap-

ter 1. Firstly, the developed model with its transmission-line model of the

cochlea, probabilistic model of the inner hair-cell, and functional models of

MSO and LSO nuclei emulates the functionality of hearing in a sufficient

detail that allows the model to account for several binaural listening phe-

nomena such as echo suppression in the precedence effect, lateralization

of band-limited noise, binaural interference, and the perception of widely

distributed sound sources. Consequently, the model brings up possibilities

to test new theories about hearing and to further emulate the perceptual

mechanisms to combine the auditory, vestibular, and visual information.

Secondly, the demonstrated ability of the model to visualize artifacts in

various spatial sound reproductions opens up other application areas for

the developed model. That is, this type of models may in the future re-

place application-specific models in the evaluation of spatial audio.

The main limitation of the current model is that visual inspection of the

resulting binaural activity map is needed to evaluate whether the output

of the model is in accordance with results from psychoacoustical exper-

iments. Additionally, evaluation of the performance of a given spatial

audio reproduction technique currently comprises a visual comparison of

the activity maps obtained for the technique under inspection and for the

target associated with the technique. Consequently, one evident area for

future work is to extend the current model with high-level algorithms

that would analyze the binaural activity map. For instance, artificial neu-

ral networks could be trained to provide measures about the number of

auditory events, their directions and ASWs based on the binaural activity

map. Another important topic for future development comprises pursu-

ing the investigations concerning the interactions between the spectral

and directional information so that the model could be extended to pro-

vide metrics related to binaural timbre perception. Also other directions

for future work were identified in the publications.
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