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1. Introduction

1.1 Background

Efficient use of energy plays a key role in decreasing the global depen-

dence on fossil fuels and in enabling sustainable development. Effective

harnessing of renewable energy is becoming increasingly feasible both

due to technological development in production, storage, and high-effi-

ciency use of energy, and due to long-term commitments of countries to

reduce their emissions. For example, The European Union is commit-

ted to reducing greenhouse gas emissions to 80-95 % below the levels of

1990 by 2050. Both energy efficiency and renewable energy sources are

expected to have a crucial role in reaching these goals [1]. Also, as an en-

couraging example, Germany has recently been able to cover more than

25 % of its quarter-year electricity demand [2] and almost 75 % of its tem-

porary electricity demand [3] with a combination of solar, wind, hydro-,

and bioenergy.

Photonics and optoelectronics offer some of the most promising and scal-

able solutions to low-carbon energy production and efficient energy use.

The U.S. Department of Energy envisions solar energy to cover 14 % of

the U.S. electricity needs by 2030 and 27 % by 2050 [4]. General lighting,

on the other hand, accounts for around 16 % of the residential and com-

mercial electricity use in the United States [5]. LED lighting is predicted

to reduce the energy consumption of lighting in the US by 19 % and 46 %

by 2020 and 2030, respectively. Even with the increasing global demand,

the deployment of LEDs is expected to reduce the global electricity con-

sumption of lighting [6]. LED lighting is already rapidly being adopted in

lighting applications throughout the globe. In the US the market pene-

tration of LEDs is predicted to more than triple by 2020 [6]. In China, the
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market penetration of LEDs grew from 3.3 % to 8.9 % only between 2012

and 2013 [7].

Today’s LED lamps predominantly use GaN-based LED chips emitting

blue light that is converted to white light using yellow phosphors. The fast

progress in p-type doping, material quality, InGaN multi-quantum well

structures, and light extraction have made III-N LEDs the driving force

of solid-state lighting, challenging all other lighting technologies [8–10].

Currently the best commercial LEDs reach wall-plug efficiencies of 75 %

at normal operating conditions [11], and the price of high-quality LED

chips is steadily decreasing. However, in order to meet the future projec-

tions for LED lighting, further improvements in the cost-effectiveness of

these technologies are needed, calling for further breakthroughs in their

material quality, efficiency, operation, and integration in general.

The most important bottleneck in further development of high-efficiency

LEDs is presently their efficiency droop, i.e., the decrease of the efficiency

from its peak value even in state-of-the-art LEDs when the input power

is increased. The efficiency droop has been studied actively for almost ten

years [12–28], and so far the only widely accepted general conclusion is

that the droop has a monotonous dependence on the excess carrier density

of the active region [29]. Most frequently the droop has been suggested

to be caused by Auger recombination, different forms of electron leakage,

and defect-related mechanisms.

1.2 Objectives & scope

This doctoral thesis aims at (1) generating sufficient physical insight to

understand the main limitations of present-day LED structures, (2) de-

veloping new unconventional III-N light-emitting device solutions to im-

prove the efficiency and functionality of LEDs, and (3) establishing and

strengthening the collaboration between computational and experimental

research groups. To reach these goals, operation of LEDs is studied using

physical models that provide a good balance between being sufficiently

detailed and realistic, yet relatively simple to implement and interpret.

In addition to modeling, operation of LEDs is studied by analyzing and

designing experiments and new devices.

Results obtained for conventional LEDs highlight the challenges of car-

rier spreading in multi-quantum well structures, provide characterization

tools to measure internal parameters of LEDs, and provide detailed in-
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formation about the relationship between Auger recombination and the

efficiency droop. The results of this work mainly support the belief that

Auger recombination is the fundamental cause of the efficiency droop, al-

beit many other factors affect the magnitude of the droop as well. This

suggests that the most effective way to decrease the droop is by designing

devices that operate closer to their optimal excess carrier densities than

present-day state-of-the-art LEDs.

To improve the operation and efficiency of LED structures, new device

concepts based on bipolar diffusion injection and polarization doping have

been introduced and studied. Based on the computational and experi-

mental results, bipolar diffusion may allow improving the efficiency by

creating LEDs with very large emitting areas and improved nanostruc-

ture active regions. On the other hand, polarization doping is expected to

provide small transport losses and reduced quantum-confined Stark effect

due to improved electron-hole overlap, thereby enabling higher efficiency

and smaller droop than present-day structures.

The work involves a close collaboration with experimentalists in the

topics related to characterizing LEDs, comparing experimental results

with theoretical models, and fabricating and testing new device structures

based on the simulations. The physical models used in the thesis are fre-

quently used to interpret and aid experimental work, and their validity is

eventually only confirmed by comparing with experiments.

1.3 Properties of III-N materials

This Subsection briefly reviews the growth, atomic structure, and the

most important physical properties of III-N materials and structures. This

thesis focuses on structures grown using metalorganic vapor-phase epi-

taxy (MOVPE) either on sapphire or native GaN substrates, and therefore

MOVPE and bulk GaN growth are reviewed briefly in Subsection 1.3.1.

The wurtzite crystal structure of III-N materials and the resulting in-

trinsic polarization are described in Subsection 1.3.2. An overview of the

electronic structure of III-Nitride materials is given in Subsection 1.3.3 to

illustrate the effective mass approximation used in the drift-diffusion sim-

ulations and the nonparabolic dispersion relation used in the Monte Carlo

simulations. Bandstructure is also needed to calculate rates for intra- and

interband scattering, which are very relevant for device physics.
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1.3.1 Material growth and device fabrication

III-N LED structures are typically grown on sapphire (Al2O3) or native

GaN substrates using Metalorganic vapor phase epitaxy (MOVPE, also

known as metalorganic chemical vapor deposition, MOCVD). Ideally, semi-

conductor materials are grown on native substrates as is the case for con-

ventional III-V materials such as GaAs and InP. However, due to chal-

lenges in high-quality GaN substrate fabrication, sapphire, silicon or sili-

con carbide are commonly used as substrates in epitaxial growth of GaN

[30].

MOVPE growth is based on using metalorganic precursors that contain

the source materials needed for growing III-N structures. These precur-

sors are kept in temperature controlled containers. A controlled flow of a

carrier gas, typically hydrogen or nitrogen, flows through the containers

and becomes saturated with the precursor materials. After being satu-

rated with the precursor materials, the carrier gas flows further to the

reactor chamber, where the substrate is kept in a high temperature. The

precursor materials decompose and react in the vicinity of the heated sub-

strate, resulting in the growth of a crystalline III-N material.

Traditionally III-N devices are fabricated on sapphire substrates. Due

to the different lattice parameters between sapphire and GaN, the ini-

tial GaN layers have a low crystal quality and contain a high density of

dislocations. Under suitable growth conditions, the defect density can be

significantly reduced by growing a buffer layer that allows some of the

defects to cancel each other [31]. The resulting crystal still has a rela-

tively large density of dislocations, although this is typically not severely

detrimental for device operation. On the other hand, high-quality growth

on Sapphire is possible only in the crystal direction that has a very large

intrinsic polarization. Due to these restrictions, III-N devices are increas-

ingly grown on native GaN substrates, which are prepared with one of

the bulk GaN growth techniques. The major techniques to grow bulk

GaN substrates are hydride vapor phase epitaxy (HVPE), ammonother-

mal method, and solution growth techniques, mainly by using Na flux

[32].

HVPE, also known as chloride transport chemical vapor deposition (CVD),

is a very similar growth method as MOVPE. Similarly to MOVPE, in

HVPE the Nitrogen atoms are transported to the growth chamber using

ammonia. In contrast to MOVPE, however, the HVPE does not use met-
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alorganic precursors to transport the Gallium atoms, but they are trans-

ported as gallium monochloride, which is formed by reacting HCl gas with

Ga metal at 800-900 ◦C [33]. The substrate in HVPE is still typically for-

eign, e.g., SiC or sapphire, and it needs to be removed after growth. In

comparison to MOVPE, HVPE allows much higher growth rates.

Another emerging technique to grow bulk GaN is the ammonothermal

method that, unlike HVPE, takes place in a closed reactor under ex-

tremely high pressure of 100-400 MPa and controlled spatial tempera-

ture gradient around 500 ◦C. The basic ammonothermal method exploits

the strong reduction of the solubility of GaN in basic solutions of am-

monia under high pressure as the temperature increases [34]. A basic

ammonothermal reactor has high-temperature and low-temperature re-

gions. During growth, GaN dissolves from the source material (usually

polycrystalline GaN) to the supercritical ammonia in the low-tempera-

ture region of the reactor. The low-temperature region is located above the

high-temperature region so that due to its higher density, ammonia flows

downward to the high-temperature region through gravitational forces,

creating a continuous convective flow between the two regions. GaN is

released and attached to the seed crystal due to the decreased solubility

in the high-temperature region, and after releasing GaN, the heated am-

monia flows upward to the low-temperature region, enabling a continuous

growth process. The ammonothermal method is being studied actively to,

e.g., develop high-quality GaN substrates with nonpolar or semipolar ori-

entations [35]. Fig. 1.1 shows a sample of GaN grown at UCSB by the

basic ammonothermal method using Na as mineralizer [36]. The sample

was grown on an HVPE GaN substrate and later thinned and polished by

the author to enable optical characterization.

In addition to HVPE and ammonothermal methods, recently also a liquid-

phase Na flux growth method has gained considerable interest to enable

growing large bulk GaN crystals [37]. Like the ammonothermal method,

the Na flux method uses a closed reactor where GaN crystals are grown

from solutions containing Na and Ga in a nitrogen gas environment. How-

ever, in contrast to the ammonothermal method, the Na flux growth takes

place under a constant temperature around 850 ◦C and does not need

pressures higher than approx. 5 MPa [38].
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Figure 1.1. A sample of bulk GaN on a millimeter paper with a 1 mm grid size, grown
with the basic ammonothermal method using Na as mineralizer. The sample
was grown by Dr. Siddha Pimputkar and Mr. Steven Griffiths at University
of California, Santa Barbara together with the author. The figure plane is
the [0001] (or +c) plane, and perpendicular a- and m-plane vectors are also
marked.

1.3.2 Atomic structure and built-in polarization

The growth methods described in the previous Subsection are typically

used to grow wurtzite III-N materials, and only wurtzite III-N materials

are studied in this thesis. Figure 1.2 shows an illustration of the wurtzite

crystal structure of GaN together with the definitions of the a and c lat-

tice constants and the [0001] crystal direction in Bravais-Miller notation.

In this case the Ga-face side of the crystal points upward and grey balls

represent Ga atoms.

Positions of the Ga and N sublattices relative to each other and ionicity

of the bonds cause III-N materials to have a permanent spontaneous po-

larization aligned with the [0001] axis. Also when III-N materials with

lattice mismatch (usually AlGaN or InGaN) are grown on GaN, their lat-

tices deform to match the interatomic spacing of GaN in the heterostruc-

ture plane, resulting in strain. This introduces another polarization com-

ponent known as piezoelectric polarization.
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a
Figure 1.2. Illustration of the hexagonal wurtzite structure of GaN showing the lattice

constants a and c and the [0001] crystal orientation in Bravais-Miller notation
(also often denoted +c or Ga-face direction). In this case the material is Ga-
polar and grey balls are Ga atoms. If grey balls are N atoms, the vector shows
the [0001] direction (also denoted -c or N-face direction). Positions of the Ga
and N sublattices relative to each other and the ionicity of the bonds induce
a permanent spontaneous polarization aligned with the [0001] axis, and in
strained structures the deformation of the crystal results in an additional
piezoelectric polarization. Reprinted from Public Domain.

1.3.3 Bandstructure and electrical properties

The electronic states and the bandstructure of solid crystalline materi-

als follow fundamentally from the well-known (see e.g. Ref. [39]) time-

independent Schrödinger’s equation, given by

(−h̄2

2m0
∇2 + U(r)

)
Ψ(r) = EΨ(r), (1.1)

where h̄ is the reduced Planck’s constant, m0 is the free-electron mass,

U(r) is the electrostatic potential energy created by the atomic structure

of the material, r is the position vector, Ψ is the wave function, and E is

the eigenenergy. In ideal crystals, the potential energy U(r) has the same

periodicity as the underlying crystal, indicating U(r) = U(r + R), where

R is any linear combination of the lattice vectors. It can be shown (see,

e.g., Ref. [40]) that in this case the general solution is given by

ψnk(r) =
1√
V

exp(ik · r)unk(r), (1.2)

where V is the volume of the crystal and unk(r) is a Bloch function for the

wave vector k and nth energy band. The Bloch function unk satisfies the

k · p equation, given by [41]
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{
p2

2m0
+

h̄

m0
k · p+ U(r)

}
unk(r) =

[
En(k)− h̄2k2

2m0

]
unk(r), (1.3)

where p is the momentum operator and n labels the energy band. The

function unk(r) has the same periodicity as the crystal, i.e., unk(r) =

unk(r + R). Equation (1.2) and the periodicity of unk(r) constitute the

Bloch theorem which indicates that electronic states in periodic crystals

form a continuum of free-electron like states, whose wave functions are

weighted by the Bloch functions. The considerations above assume perfect

single crystals of infinite size, but for the most part the resulting material

parameters can be used to model finite layers forming heterostructures.

Typically the bandstructure of crystalline materials is made of energy

bands of allowed states and energy gaps which contain no electronic states.

In intrinsic semiconductors under thermodynamic equilibrium, the Fermi

level EF is located roughly in the middle of the bandgap, depending on the

densities of states of the bands. At zero temperature (T = 0) all the states

in the energy bands below the Fermi level (in particular the valence band)

are filled with electrons, whereas no electrons are occupying the states in

the bands above the Fermi level (in particular the conduction band). At

T > 0, part of electrons in the valence band are thermally excited to the

conduction band, resulting in both valence and conduction bands being

partly filled. Since only partly filled bands can conduct electrical cur-

rent, conduction and valence bands together are responsible for current

transport in semiconductors. When the system is not in thermodynamic

equilibrium due to e.g. optical or electrical excitation, the conduction and

valence bands generally remain in local equilibrium only internally de-

scribed by their separate quasi-Fermi levels EFn and EFp, respectively.

The bandstructure calculated using Eq. (1.1) assumes a perfect crys-

tal. The results remain almost unchanged if a small part of the atoms are

replaced with impurity atoms introducing additional weakly bound elec-

tronic states in the band gap close to the band edges. These dopant atoms

are divided to donors and acceptors. If the impurity state is located close

to the conduction band and is occupied by an electron at T = 0, it acts as

a donor state, and if it is located close to the valence band and is empty at

T = 0, it acts as an acceptor state. At T > 0, part of the electrons of the

donors are excited to the conduction band, and part of the valence band

electrons are captured by the empty acceptor states. Therefore donor dop-

ing increases the electron density, resulting in n-type material, and accep-

tor doping decreases the electron density in the valence band, resulting in
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p-type material. In GaN, Si is typically used as a donor and Mg is used as

an acceptor.

Calculating the crystal bandstructure generally involves solving the dis-

persion relation, i.e., E as a function of k, and the Bloch functions for

the allowed bands. Calculation of the whole bandstructure is burden-

some. However, in typical operation conditions of an LED, carrier dy-

namics takes place very close (only a few tens of meV) to the band edges.

Therefore for optoelectronic applications it is often sufficient to know the

dispersion relation only close to the band extrema, which in the case of

GaN is at the Γ point for both conduction and valence bands. The band-

structure close to the band edges can be described in lowest order using

the parabolic band approximation, where the dispersion relation is mod-

eled by a parabola characterized by the effective mass m∗ defined as (see,

e.g., Ref. [40])

m∗
ij =

(
1

h̄2
∂2E

∂ki∂kj

)−1

, (1.4)

where i, j denote perpendicular coordinates. By using the effective mass,

the electronic states can be approximated by free-electron states where

the electron mass m0 is replaced by m∗. The effective mass is negative for

electron states close to the valence band edge, and there it is convenient to

study the presence and movement of empty states instead. These empty

states in the valence band are commonly referred to as holes in the semi-

conductor literature. They can be considered as fermion quasiparticles

that have a positive effective mass and positive charge. Effective masses

can be obtained using experimental data or by solving Eq. (1.1) close to

the Γ point, e.g., using the k · p method.

Calculation of the full bandstructure, on the other hand, requires nu-

merical methods. A full bandstructure of GaN single crystal is presented,

e.g., in Ref. [42], calculated using empirical pseudopotentials fitted to ex-

perimental data. The bandstructure calculated in Ref. [42] is shown in

Fig. 1.3, illustrating also the bandgap with no states between the high-

est valence band states at 0 eV and the lowest conduction band states

at approx. 3.4 eV. The dispersion relations close to the edges of the con-

duction and valence bands have roughly parabolic forms, as assumed in

the parabolic band approximation. Details of the conduction band of GaN

have also recently been studied experimentally by measuring energy spec-

tra of photoemitted electrons [43].

In situations where modeling of high-energy carriers is required, one
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Figure 1.3. Bandstructure of wurtzite GaN as a function of k following the symmetry
points inside the Brillouin zone, calculated using empirical pseudopotentials
fitted to experimental data. States with E < 0 represent the valence band,
the region E ∈ (0,∼ 3.4) represents the bandgap, and states with E >∼
3.4 represent the valence band. Reprinted from Ref. [42] with publisher’s
permission.

needs to resort to full bandstructure or approximate it by fitting curves

to the most important local energy extrema (also referred to as valleys) of

the bands. One possible parametrization is presented in Ref. [44], where

the five most important conduction band valleys are described using a

nonparabolic model where the dispersion relation close to the valley ex-

tremum is given by

E
(
1 + αE + βE2

)
= h̄2k2/2m∗, (1.5)

where the energy E and wavenumber k are measured from the center of

the valley, α and β are nonparabolicity constants, h̄ is the reduced Planck’s

constant, and m∗ is the effective mass. Note that the dispersion relation is

given for a scalar k value measured from the center of the valley, since the

model assumes a spherical bandstructure for III-N alloys. The parabolic

approximation corresponding to α, β = 0 is the most frequently used ap-

proximation in optoelectronics due to its accuracy close to the band edges

and its simplicity.

1.4 State-of-the-art III-N LEDs

Regardless of the detailed layer structure, present-day state-of-the-art III-

N LEDs are made of three functional layers: a homogeneous donor-doped

(or n-type) region, a homogeneous acceptor-doped (or p-type) region, and

an active region composed of quantum wells with a smaller bandgap than
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Figure 1.4. Layer structure of (a) the thin film flip-chip (TFFC) LED, (b) LED grown
on patterned sapphire substrate (PSS LED), and (c) LED grown on bulk
GaN substrate (bulk GaN LED). In (a) and (c), light is extracted through
the roughened n-GaN surface whereas in (b), transparent Indium Tin Oxide
(ITO) is used to improve light extraction from the p-GaN surface. The TFFC
LED is also grown on sapphire, but the sapphire is removed by liftoff. Ex-
traction efficiencies of the order of 80 % have been estimated for all the LED
designs shown here [9].

the surrounding region. Applying a bias voltage over the LED causes

electrons and holes to flow to the quantum wells where light is generated

through radiative recombination. In blue LEDs the quantum wells are

composed of InxGa1−xN, where the molar fraction x is around 15 %. To

enable white light, the LED chips are coated with phosphors that convert

part of the blue light to longer wavelengths [45].

Figure 1.4 shows three slightly different high-efficiency LED structures:

(a) a thin film flip-chip (TFFC) LED where the sapphire substrate has

been removed, (b) an LED grown on patterned sapphire substrate (PSS

LED), and (c) an LED grown on bulk GaN substrate (bulk GaN LED) [9].

All the structures contain the n-type GaN layer, the active region consist-

ing of InGaN QWs, the p-type GaN layer, metal contacts, and possibly ad-

ditional mirrors and transparent layers to improve light extraction. Typ-

ically an electron-blocking layer (EBL) consisting of AlGaN is also placed

between the active region and p-type GaN to decrease electron leakage.

TFFC and PSS LEDs are conventional LED structures that have been

commercially available for several years, whereas LEDs grown on bulk

GaN form an emerging technology.

The conventional TFFC and PSS LED structures are grown on sapphire

substrates using MOVPE. The resulting topmost layer will be p-type GaN,

whereas n-type GaN will be located beneath other layers. This ordering

of the growth is chosen, e.g., to facilitate current spreading and electrical

contacting of p-type GaN which has a lower conductivity than n-GaN, and

to improve the radiative efficiency by introducing the Mg dopant atoms

only after growing the active region. To enable depositing contacts also

on n-GaN, usually dry etching such as inductively coupled plasma (ICP)
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is used to reveal the n-type layers.

The only major difference between the TFFC and PSS LED structures

is that in TFFC, light is extracted from the n-GaN surface whereas in

PSS, light is extracted through a transparent conducting layer, commonly

Indium Tin Oxide (ITO), on top of p-GaN or through sapphire. Sapphire

substrate is removed from the TFFC LED after the fabrication by laser

liftoff, and the surface of n-GaN is roughened to improve light extraction

[46]. The PSS LED, on the other hand, is grown on patterned sapphire

structure to reduce the number of guided modes, and light extraction from

the p-GaN surface is enabled by using a transparent conducting layer

[47].

In contrast to the TFFC and PSS LEDs, the bulk GaN LED shown in Fig.

1.4(c) is grown by MOVPE directly on an n-type GaN substrate. LEDs

grown on bulk GaN substrates have roughly similar current transport

and light extraction properties as those grown on sapphire, but in addi-

tion they enable smaller dislocation density and growth on nonpolar or

semipolar orientations, which are expected to enable a higher efficiency,

reduced droop, and efficient green and even yellow LEDs [48–51]. Bulk

GaN LEDs are emerging rapidly due to advances in the fabrication of GaN

substrates, and some of the commercial high-efficiency LEDs are already

grown directly on GaN [11].

LED technologies shown in Fig. 1.4 differ from each other mainly through

their light extraction properties, fabrication techniques, and some mate-

rial parameters. The current transport in all of them, however, is orga-

nized roughly similarly using the typical 1-dimensional current injection

scheme, where electrons and holes are injected to the active region from

different sides. Therefore their operation can often be well approximated

using the same 1-dimensional device models, where only the extraction

efficiencies and material parameters may be different. In Publications

II, I, IV, and V, mainly the operation of the TFFC LED is modeled, but

many of the conclusions can be generalized even for emerging LED tech-

nologies grown on bulk GaN. On the other hand, in Publications VI, VII,

VIII, and IX, and partly also in Publications II and I, unconventional de-

vice concepts are proposed where either the current transport is truly 2-

dimensional or the most essential layers for current transport consist of

continuously graded materials.
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2. Modeling of III-Nitride optoelectronic
devices

The objective of this thesis is to develop and employ semiempirical mod-

els that are directly applicable in device-level simulations. Parameters

for these models are determined either experimentally or by combining

experimental data and information from computational models. To give

the reader a general overview of the underlying physical concepts and

related material parameters, this Section reviews the background of the

semiempirical models using lowest-order semiclassical treatment. How-

ever, because the actual material parameters used in the simulations are

based on experiments, also higher order effects are implicitly accounted

for. The experimental determination of model parameters is made sepa-

rately for materials of which the LED is made. Therefore the parameters

are independent on the LED design except for the choice of materials.

This Section is organized as follows. Subsection 2.1 reviews the semi-

classical model of carrier transport, Subsection 2.2 discusses the theory

of carrier scattering, and Subsection 2.3 summarizes the key figures of

merit of optoelectronic devices and modeling of the efficiency droop of III-

N LEDs.

2.1 Semiclassical carrier transport

This Subsection reviews the semiclassical model of carrier transport used

extensively in the majority of the Publications of this thesis. Modeling of

semiclassical carrier transport is based on Boltzmann’s transport equa-

tion described in Subsection 2.1.1. Drift-diffusion model and the Monte

Carlo model, discussed in Subsections 2.1.2-2.1.4, are two extensively

used techniques to simplify and solve the semiclassical carrier transport

in semiconductor structures. Both of them make use of experimentally

verified material parameters.
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2.1.1 Boltzmann transport equation

In the semiclassical approximation, carrier transport is governed by the

Boltzmann transport equation (BTE) given by (see, e.g., Ref. [52])

∂f

∂t
+ v · ∇rf +

−eE
h̄

· ∇kf =

(
∂f

∂t

)
scatt

, (2.1)

where f(k, r, t) is the carrier distribution function to be solved, v is the

velocity, ∇r is the nabla operator with respect to position, e is the elemen-

tary charge, E is the electric field, h̄ is reduced Planck’s constant, ∇k is

the nabla operator with respect to k, and
(
∂f
∂t

)
scatt

is the rate of change

of the distribution function due to all the scattering mechanisms that are

present in the material [52].

BTE is a semiclassical equation where carriers are considered distin-

guishable particles that obey the classical equation of motion between

scattering events. Quantum effects are included through the dispersion

relation of carriers and scattering processes described by
(
∂f
∂t

)
scatt

that

transfer carriers between different states. Note, however, that the inter-

band and intraband scattering processes included in
(
∂f
∂t

)
scatt

are also re-

sponsible for, e.g., photon emission and heat generation and are therefore

of great importance for device modeling. They will be described in Sub-

section 2.2. Note that in Eq. (2.1) it is further assumed that no classical

magnetic field is present in the material.

2.1.2 Drift-diffusion model

Drift-diffusion model is the most widely used approximate solution meth-

od for the BTE, and it can be used to solve the quasi-equilibrium distri-

butions of conduction band electrons and valence band holes. The main

approximation of the drift-diffusion model is that electrons and holes fol-

low Boltzmann statistics, resulting from infinitely fast relaxation within

the bands. Therefore it is based on quasi-equilibrium conditions and es-

sentially consists of the current continuity equation and the drift-diffusion

equation, both of which can be derived from the BTE. Detailed derivations

are presented in Ref. [52], and here we summarize the main assumptions

and resulting equations.

The current continuity equation follows from the BTE by integrating Eq.

(2.1) over k and using vector calculus and vector identities to rearrange

the integrals. Using v = h̄−1dE/dk and assuming J = −evn, where v is

the average velocity, the resulting current continuity equation is given by
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(see details in Ref. [52])

∇ · Jn − e
∂n

∂t
= eR. (2.2)

In particular, here all the interband scattering processes are accounted

for using a net recombination rate density R. For steady-state solutions,

the carrier density does not vary with time and Eq. (2.2) is solved using

∂n/∂t = 0.

The drift-diffusion equation, on the other hand, can be obtained by mul-

tiplying the BTE of Eq. (2.1) with v and integrating over k. Calculating

the integrals is relatively straightforward but requires many steps as de-

tailed, e.g., in Ref. [52]. Assuming that the energy bands are parabolic,

E = h̄2k2/(2m∗
c), and that carriers follow Boltzmann statistics, the result-

ing drift-diffusion equation is given by (see details in Ref. [52])

Jn = −eμnn∇φ+ eDn∇n, (2.3)

where φ is the electrostatic potential related to E by E = −∇φ, Dn is the

diffusion constant, and the electron mobility is given by μn = qτn/m
∗
c , τn

being the average time between successive intraband scattering events.

The equation can also be written using the quasi-Fermi level EFn as

Jn = μnn∇EFn. (2.4)

To formulate the complete drift-diffusion model, Eq. (2.4) is substituted

to Eq. (2.2), a similar equation is written for holes, and the equations are

complemented with Poisson’s equation to calculate the electrostatic force:

∇ · (−ε∇φ+Ptot) = e (p− n+Nd −Na)

∇ · Jn = ∇ · (μnn∇EFn) = eR

∇ · Jp = ∇ · (μpp∇EFp) = −eR,

(2.5)

where ε is the permittivity, Ptot includes the spontaneous and piezoelec-

tric polarizations discussed in Subsection 1.3.2 and parametrized in Sub-

section 2.1.3, and Nd and Na are the ionized donor and acceptor densities,

respectively.

The assumptions of the drift-diffusion model imply that its validity is

limited to situations where quantum transport and hot-carrier effects are

not important. Furthermore, as the drift-diffusion model assumes perfect

thermalization of carriers, it typically cannot be used to calculate detailed

energy or velocity distributions of carriers, especially close to abrupt het-
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erojunctions. Nevertheless, the drift-diffusion model has been found to re-

produce experimental device-level characteristics of III-N LEDs to a good

accuracy [13,53,54].

The largest error in the drift-diffusion model comes from the material

parameters, which are based on semiempirical and experimental values.

However, accurate values for spontaneous and piezoelectric polarization,

band offset ratios, and recombination coefficients cannot be directly mea-

sured and are still under debate. The feasibility of using drift-diffusion

model specifically in III-N LEDs is discussed in more detail in Ref. [54],

where Bulashevich et al. show that the drift-diffusion model can generally

be used to reproduce device-level measurement results such as current-

voltage curves at intermediate and moderately high currents. At very low

current densities the current is dominated by tunneling through defects

in the MQW region. Publications IV and V also provide information re-

garding the applicability of the drift-diffusion model at intermediate and

high current densities by comparing results from the drift-diffusion model

and Monte Carlo simulations of the BTE.

2.1.3 Drift-diffusion model parameters

To give a concise but complete summary of the drift-diffusion model, this

Subsection lists the quantities and parameters required for solving the

model. In the drift-diffusion model, the distribution of electrons follows

the Fermi-Dirac distribution, given by

f(E,EFn) =
1

exp
(
E−EFn
kBT

)
+ 1

, (2.6)

where EFn is the quasi-Fermi level (chemical potential) of the conduction

band, kB is Boltzmann’s constant, and T is the temperature. Knowing the

Fermi-Dirac distribution and EFn, the density of electrons in the conduc-

tion band is given by

n =

∫ ∞

Ec

f(E,EFn)gc(E)dE, (2.7)

where the 3-dimensional density of states for the conduction band result-

ing from the parabolic band approximation is given by

gc(E) =
1

2π2

(
2m∗

c

h̄2

)3/2√
E − Ec. (2.8)

Equation (2.7) can be integrated numerically or by using properties of

Fermi integrals and their tabulated values. By using the Fermi integral
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of the order 1/2, given by

F1/2(η) =
1

Γ(3/2)

∫ ∞

0

x1/2

1 + exp(x− η)
dx, (2.9)

where Γ is the Gamma function satisfying Γ(3/2) =
√
π/2, Eq. (2.7) can

be rewritten as

n = NcF1/2

(
EFn − Ec

kBT

)
. (2.10)

Here Nc is a constant known as the effective density of states, given by

Nc = 2

(
m∗

ekBT

2πh̄2

)3/2

. (2.11)

In the case where the quasi-Fermi level is inside the bandgap separated

from the band edge by more than ∼ kBT , the distribution function in the

band is very close to a Boltzmann distribution. In that case, F1/2 is very

accurately approximated by

F1/2 = exp

(
EF − Ec

kBT

)
. (2.12)

Holes are empty states in the conduction band, and therefore the hole

density follows the distribution 1− f(E,EFp) or, equivalently,

p = NvF1/2

(
Ev − EFp

kBT

)
, (2.13)

where Nv is given by Eq. (2.11), using the effective hole mass for the

valence band.

Spontaneous and piezoelectric polarization, represented in Poisson’s e-

quation (2.5) by Ptot, are calculated in Refs. [55–57] for binary and ternary

III-N alloys using density functional theory. Theoretical values for the

spontaneous polarization for AlGaN and InGaN alloys along the [0001]

direction are given by

P
AlxGa1−xN
sp = −0.090x− 0.034(1− x)− 0.019x(1− x)

P
InxGa1−xN
sp = −0.042x− 0.034(1− x) + 0.038x(1− x),

(2.14)

where x ∈ [0, 1] is the molar fraction and P is in units of C/m2. Fur-

thermore, the piezoelectric polarization of a ternary III-N alloy along the

[0001] direction can be calculated as a linear interpolation between the

values for binary alloys, given by
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PAlN
pz = −1.808χ+ 5.624χ2 for χ < 0

PAlN
pz = −1.808χ− 7.888χ2 for χ ≥ 0

PGaN
pz = −0.918χ+ 9.541χ2

P InN
pz = −1.373χ+ 7.559χ2,

(2.15)

where χ is the strain calculated in the [0001] plane [57]. The total internal

polarization to be used in device calculations is defined here as Ptot =

Psp +Ppz.

Values of the polarization have a significant effect on device simula-

tions, since they strongly affect the bandedges and electric fields in III-N

heterostructures. Publication II uses the values given by Eqs. (2.14)-

(2.15) for calculation of polarization, whereas other Publications use val-

ues scaled by 0.5 due to experimental evidence suggesting smaller po-

larization values than those given in Eqs. (2.14)-(2.15) [58, 59]. Also

other recently published computational studies of III-N devices have used

scaled values for polarization [60, 61]. However, updated first principles

calculations of the spontaneous and piezoelectric polarizations based on

calculated first- and second-order piezoelectric coefficients have been pro-

vided in Ref. [62] and successfully employed in recent III-N LED simula-

tions [63] but not yet used in the Publications of this thesis.

2.1.4 Monte Carlo model

To describe systems where the energy bands are not in internal equilib-

rium, the BTE of Eq. (2.1) must be solved directly. The general form of the

BTE with many different scattering processes does not typically allow for

analytical solutions. Moreover, due to many different scattering processes

included in the right-hand side of Eq. (2.1), direct solution of the distri-

bution function from the BTE is very complicated. An accurate numerical

solution to the BTE for a semiconductor device can typically be obtained

by simulation of a large number of carriers, subjected to the semiconduc-

tor bandstructure, electrostatic forces, and scattering probabilities calcu-

lated from quantum mechanics. As the effect of the collision term on the

right-hand side of Eq. (2.1) can be modeled with independent probabil-

ities for different scattering processes, methods using random numbers

have proven most effective to generate numerical estimates for the full

carrier distribution function.

The Monte Carlo (MC) method, described in detail e.g. in Refs. [64–66],

is the most widely used method. Monte Carlo method has become very
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popular, because it is relatively straightforward to implement and pro-

vides results that are easy to interpret physically. The MC method im-

plements the physics included in the BTE by following the trajectories of

a large number of carriers using their classical equation of motion and

by employing random numbers to generate scattering events. Presenting

the full mathematical basis and details of implementation of the Monte

Carlo method is out of the scope of this thesis due to the large number of

separately treated scattering processes. These can, however, be found in

Refs. [64–66] that give a complete and comprehensible treatment. Nev-

ertheless, the basic constituents of a Monte Carlo simulation are summa-

rized in the following paragraphs, and calculation of the scattering rates

is illustrated in Subsection 2.2.4.

In the MC method, free flights of each carrier between scattering events

are simulated by numerically solving the classical equation of motion for

the crystal momentum h̄k, given by

h̄
dk

dt
= −eE . (2.16)

Parallel to the equation of motion, also Poisson’s equation is solved peri-

odically to update the E field. Equation (2.16) and the associated initial

values of positions and momenta of the carriers determine their paths be-

tween scattering events. The time and nature of the stochastic scattering

event taking place at the end of each free flight are described by the Monte

Carlo approach. The free-flight time, the scattering process, and the new

value of k are generated using random numbers as described below. The

use of random numbers ensures that the scattering rates of carriers be-

tween different Bloch states follow from their physics-based rates, which

are calculated for all the relevant interactions between carriers and the

rest of the system, as explained in Section 2.2. The scattering rates of in-

dividual scattering processes are typically calibrated with experimental

data.

Free-flight times depend on the scattering rates to be discussed in Sub-

section 2.2. However, generally the total scattering rate Wtot(k), calcu-

lated by summing over all the separate scattering processes, depends on

k, and therefore generating free flights is complicated. By introducing a

concept of self-scattering, describing a virtual non-scattering event, free-

flight times can be generated from the homogeneous Poisson distribution.

Using a constant scattering rate Wmax that satisfies Wtot(k) < Wmax at

each k, the scattering probability is constant and the free-flight time dis-
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tribution depends exponentially on t, so that free-flight times tff can be

generated by using random numbers rff ∈ [0, 1] as

tff =
1

Wmax
ln(rff ). (2.17)

After each free flight, another random number rs ∈ [0, 1] is generated,

multiplied with Wmax, and used to choose a scattering process based on

the separate scattering rates calculated for an electron with the wavevec-

tor k. More specifically, the factor Wmaxrs is used to select a scattering

process from the scattering ladder, which is constructed from the cumula-

tive scattering rates as explained, e.g., in Ref. [66]. In particular, the rate

of self-scattering is given by

Wss(k) = Wmax −Wtot(k). (2.18)

In the case of self-scattering (Wmaxrs > Wtot), the state of the electron re-

mains unchanged and its free flight is continued according to Eq. (2.16).

If a real scattering process is selected (Wmaxrs < Wtot), the energy and k

vector of the electron are changed according to the selection rules, which

depend on the scattering process and energy and momentum exchange

between the electron and the rest of the system. After the scattering pro-

cess, another free flight is generated with the new k value as the initial

state.

Monte Carlo method can be used to simulate the motion of carriers that

on average satisfy the BTE and follow the distribution function f(k, r, t).

The accuracy of the resulting distribution function is only limited by the

accuracy of the material parameters used in the BTE and the amount

of simulation data. Typically the Monte Carlo method is used to obtain

steady-state average solutions fave(k, r) at a given bias voltage. The sim-

ulation is started from selected initial conditions, e.g., values from a drift-

diffusion simulation, and run until the electrostatic potentials and elec-

tron densities have reached steady state. After that, the simulation is

continued to collect statistics for fave(k, r) by calculating the time aver-

ages of carrier densities, carrier energy distributions, and other relevant

parameters.
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2.2 Carrier scattering

Carrier scattering strongly affects the transport of electrons and holes in

electronic devices. Interband scattering transfers electrons between con-

duction and valence band states and results in, e.g., emission of light, ab-

sorption of light, and generation of high-energy electrons through Auger

processes. Intraband scattering, on the other hand, transfers electrons

(holes) between conduction (valence) band states, reducing their mobility

and driving the system towards equilibrium. Basic theory of interband

and intraband scattering is discussed here briefly to justify the semiem-

pirical scattering models used to simulate carrier transport in this work.

Radiative interband scattering, or radiative recombination, is the basis

for the operation of LEDs, and its most important physical constituents

will be described using a semiclassical approach. Nonradiative interband

processes can be treated using similar techniques but the calculations are

usually more complex even in the lowest-order approximation. For them

we only show the typical semiempirical parametrizations. Intraband scat-

tering, on the other hand, is usually nonradiative and will be described by

summarizing the most important points.

The device simulations performed in this thesis apply semiempirical

models for scattering, and the model parameters are determined either

experimentally or by combining experimental data and information from

computational models. The simplified derivations of this Subsection are

only meant to provide an overview of the most important physical pro-

cesses behind scattering, and they are not used to calculate scattering

parameters. For this purpose it is sufficient to consider the lowest-order

treatment. In the lowest-order treatment, the rates of the different scat-

tering processes can be derived from time-dependent perturbation theory

resulting in Fermi’s golden rule, which gives the scattering rate as [67]

W =
2π

h̄
|〈f |H ′|i〉|2δ(ΔE), (2.19)

where i and f denote the initial and final unperturbed states of the sys-

tem, H ′ is the perturbing Hamiltonian that causes the transition, and the

Kronecker delta ensures energy conservation.

2.2.1 Radiative interband scattering

Radiative interband scattering constitutes of processes where electrons

and holes interact with photons. Accounting for all the details of light-
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matter interaction requires sophisticated many-body methods such as sem-

iconductor Bloch equations (SBE) and semiconductor luminescence equa-

tions (SLE) [68–70]. However, in this thesis all the device simulations

make use of well-known and well-established semiempirical models for

calculating the emission rate from electron and hole densities (see, e.g.,

Ref. [17]). Parameters for these semiempirical models are taken from ex-

periments, and thereby the models include implicitly also the contribu-

tions from excitonic effects.

To illustrate the basic physics behind the semiempirical models and to

give the reader a general idea of the basic light-matter interaction pro-

cesses in semiconductor structures, below we summarize the processes

using the lowest-order semiclassical approximation. In the semiclassical

approximation, light is treated as a classical electromagnetic field that

modifies the full Hamiltonian in Eq. (1.1) to H = 1/(2m0)(p−eA)2+V (r),

where A is the vector potential. When the terms including A are consid-

ered as a perturbation and A is assumed to have the plane wave form,

H ′(r, t) is given by [41]

H ′(r, t) = H′(r) exp(−iωt) + h.c., (2.20)

where h.c. denotes the Hermitian conjugate and

H′(r) = −eA0 exp(ikp · r)
2m0

â · p, (2.21)

where A0 is the amplitude of the vector potential at a given photon energy

h̄ω, kp is the photon wavevector, â is the unit polarization vector of the

light, and p is the momentum operator of the electron. The term including

A2 has been neglected in Eqs. (2.20)-(2.21), since it is much smaller than

the other terms for optical field densities relevant for LED devices [41].

Absorption

Using the Fermi’s golden rule, the absorption rate for light with photon

energy h̄ω by an electron in the initial valence band Bloch state v is given

by

Wabs =
2π

h̄
|〈c|H′|v〉|2δ(Ec − Ev − h̄ω), (2.22)

where c is the final conduction band Bloch state, H′ is given by Eq. (2.21),

h̄ω is the energy of the photon, and Ec and Ev are the energies of the

conduction and valence band states, respectively. Typically the optical
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wavelengths are also long enough to allow using the dipole approximation

where exp(ikp · r) ≈ 1, and the matrix element of Eq. (2.22) can be written

as

|H′
cv|2 = |〈c|H′|v〉|2 = e2A2

0

4m2
0

|â · 〈c|p|v〉|2 ≈ e2A2
0

4m2
0

|â · pcv|2δ(kc,kv), (2.23)

where pcv depends only on the periodic parts of the Bloch functions for the

conduction and valence band as

pcv = 〈uck(r)|p|uvk(r)〉, (2.24)

integrated over the unit cell. Only the electronic states are included in

the k conservation, with the usual approximation kc,kv 
 kp.

Equation (2.22) accounts for absorption by a single pair of conduction

and valence band states, assuming that the initial state is occupied and

the final state is vacant. The probabilities that states v and c are occupied

are given by values of the distribution function f(Ev) and f(Ec). Note

that in the Monte Carlo simulations, the distribution functions are not

necessarily Fermi functions but represent the more general case where

electron and hole distributions can be out of quasi-equilibrium. All the

possible kv and kc values contribute to the absorption, and therefore the

total absorption rate per unit volume is given by

Rabs =
2

V

∑
kc,kv

2π

h̄
|H′

cv|2δ(Ec − Ev − h̄ω)(1− f(Ec))f(Ev), (2.25)

where summation is performed over values for kc = kv that provide the

energy difference h̄ω, and spin degeneracy is included. Note that both

distribution functions in Eq. (2.25) are written for electrons. Assuming

parabolic bands and replacing the sum over k with the three-dimensional

joint density of states of the conduction and valence bands, the absorption

rate per unit volume can be expressed as

Rabs =
π

h̄

e2A2
0

2m2
0

|â · pcv|2gr(h̄ω − Eg)(1− f(Ec))f(Ev), (2.26)

where gr is the joint density of states between the conduction and valence

band, given by

gr(h̄ω − Eg) =
1

2π2

(
2m∗

r

h̄2

)3/2

(h̄ω − Eg)
1/2, (2.27)

m∗
r being the reduced effective mass, given by
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1

m∗
r

=
1

m∗
e

+
1

m∗
h

. (2.28)

The vector potential A0 in Eq. (2.26) is related to the spectral inten-

sity P(h̄ω) through the Poynting theorem as P(h̄ω) = nrcε0ω
2A2

0/2. On

the other hand, writing P(h̄ω) using the photon density of states N(h̄ω) =

n3
r(h̄ω)

2/(π2h̄3c3) and the photon number nph (following Bose-Einstein dis-

tribution for thermal radiation) and equating with Poynting’s theorem, A0

is given by

A0 =

√
2h̄2

n2
rε0h̄ω

nphN(h̄ω) (2.29)

This results in the absorption rate expressed as a function of the photon

number per unit volume and energy interval,

Rabs =
h̄πe2

m2
0n

2
rε0

1

h̄ω
|â · pcv|2gr(h̄ω − Eg)(1− f(Ec))f(Ev)nphN(h̄ω). (2.30)

The total absorption rate per unit volume is obtained by integrating the

spectral Rabs over h̄ω.

We can also use the rate of Eq. (2.26) to define the absorption coefficient

αP as

αP = − 1

P
dP
dx

. (2.31)

Performing the differentiation and reorganizing, Eq. (2.31) results in

P(x) = exp(−αPx)P(0), (2.32)

which is the Beer-Lambert law for a homogeneous medium. The spectral

intensity is related to Rabs as dP/dx = (dP/dt)(1/c) = −Rabsh̄ω. Substi-

tuting this to Eq. (2.31), the total absorption coefficient for photon energy

h̄ω describing only the contribution of absorption processes (emission pro-

cesses will be considered separately in the following paragraphs) is given

by

αP (h̄ω) =
h̄πe2

nrcε0m2
0

1

h̄ω
|â · pcv|2gr(h̄ω − Eg)(1− f(Ec))f(Ev). (2.33)

Emission

The emission of light can take place through stimulated emission, which

forms the basis of laser operator, or spontaneous emission, which is the

24



Modeling of III-Nitride optoelectronic devices

most important process for LEDs. Stimulated emission is the inverse

process of absorption, and therefore the total rate of stimulated emis-

sion per unit volume and energy interval can be written by replacing

(1− f(Ec))f(Ev) in Eq. (2.30) with f(Ec)(1− f(Ev)), resulting in

Rst =
h̄πe2

m2
0n

2
rε0

1

h̄ω
|â · pcv|2gr(h̄ω − Eg)f(E

c)(1− f(Ev))nphN(h̄ω) (2.34)

The net rate of stimulated emission is obtained as Rst − Rabs. Therefore

the net gain of the semiconductor is given by

g(h̄ω) =
h̄πe2

nrcε0m2
0

1

h̄ω
|â · pcv|2gr(h̄ω − Eg)(f(E

c)− f(Ev)). (2.35)

The net gain becomes positive at population inversion, where f(Ec) −
f(Ev), and in this case the optical field grows as given by Eq. (2.32),

with −αP replaced by g.

Spontaneous emission rate can be derived from quantum theory of light

or by using detailed balance considerations and Einstein’s coefficients.

Absorption and the stimulated and spontaneous emission rates, written

using Einstein’s Bvc (absorption), Bcv (stimulated emission), and Acv (spon-

taneous emission) coefficients, are given by

Rabs = Bvcnphf(E
v)(1− f(Ec), (2.36)

Rst = Bcvnphf(E
c)(1− f(Ev)), (2.37)

and

Rsp = Acvf(E
c)(1− f(Ev)). (2.38)

In thermal equilibrium, there is only one Fermi level and the detailed

balance condition requires emission and absorption to be equal, giving

Rabs = Rst +Rsp. (2.39)

Writing this with Eqs. (2.36)-(2.38) and rearranging the equation, it can

be shown that it holds only if

Acv = Bvc = Bcv. (2.40)

Therefore also the rates Rst and Rsp satisfy

Rst

Rsp
= nph, (2.41)
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and the rate of spontaneous emission per unit volume and energy interval

is given by

Rsp =
h̄πe2

m2
0n

2
rε0

1

h̄ω
|â · pcv|2gr(h̄ω − Eg)f(E

c)(1− f(Ev))N(h̄ω). (2.42)

The total emission rate per unit volume is again obtained by integrating

over h̄ω.

It can be shown (e.g. Refs. [71, 72]) that when electrons and holes fol-

low Boltzmann statistics, the spontaneous emission rate is proportional to

the product of n and p. Most parametrized device models therefore calcu-

late the radiative recombination of LEDs using a net recombination rate

density given by

Rrad = B(np− n2
i ), (2.43)

where B is the net radiative recombination coefficient and ni is the in-

trinsic carrier concentration of the material. This model will be used

also in most of the calculations presented in this work. Publication IX

uses a modified version of this model, where the B coefficient is scaled by

the overlap factor of the confined QW states to account for the quantum-

confined Stark effect (QCSE), as explained in Subsection 2.2.3. Numeri-

cal value of B depends on the details of the bandstructure as well as the

QCSE and optical environment, but typically the values reported for In-

GaN QWs are of the order of 10−17 m3/s [73–75].

Experimental reports suggest that Eq. (2.43) agrees well with experi-

mental data at carrier densities relevant for typical LED operating con-

ditions, but the value of the B coefficient starts to decrease at strongly

degenerate conditions, i.e., at very high carrier concentrations [17]. Also

theoretical reports based on the semiconductor luminescence equations

suggest that the model of Eq. (2.43) does not hold at carrier densities

required for laser operation mainly due to phase-space filling, i.e., the

decreasing availability of initial and final states to provide the transi-

tion [76, 77]. In addition to the phase-space filling, the effect of Coulomb

interaction can be significant at strongly degenerate conditions and de-

crease the validity of Eq. (2.43). Effect of Coulomb interaction on the

spontaneous emission spectra and lifetimes in III-N QWs has been calcu-

lated based on semiconductor luminescence equations in Ref. [78], where

Chow et al. reported that Coulombic effects contribute to the details of

the emission spectrum.
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2.2.2 Nonradiative recombination

In addition to interband radiative recombination described in the previ-

ous subsections, the most important interband recombination processes

in LEDs are Shockley-Read-Hall (SRH) recombination, which takes place

through localized trap states in the bandgap, and Auger recombination,

which excites a third carrier to a high-energy state. Typically the energy

released in these processes ends up heating the device. Impact ionization

is the inverse process of Auger recombination and an important genera-

tion process in power devices, but not usually significant in optoelectronic

applications. This Subsection summarizes the semiempirical models for

these nonradiative recombination processes.

SRH recombination involves the relaxation of an electron from conduc-

tion to valence band through isolated energy states within the bandgap

created, e.g., by impurities and other lattice imperfections. SRH recombi-

nation processes were studied by Shockley, Read, and Hall in Refs. [79,80],

where they showed that for nondegenerate semiconductors, it can be cal-

culated as

Rsrh =
np− n2

i

τp(n+ n1) + τn(p+ p1)
, (2.44)

where τn and τp are SRH lifetimes, and n1 and p1 are the electron and

hole densities in the case where the Fermi level coincides with the energy

level of the trap state responsible for SRH recombination. The lifetimes

depend on the material quality, and for typical GaN-based materials they

are of the order of 10−7 s [81].

Auger recombination processes involve three carriers or three carriers

and a phonon, and the energy released in the recombination of an electron-

hole pair excites a third carrier to a high-energy state. The rates for

direct and phonon-assisted Auger recombination in the bulk and QWs

can be estimated to first order by using Auger coefficients Cn and Cp for

electrons and holes [82]. The Auger recombination rate density is then

parametrized as

Raug = (Cnn+ Cpp) (np− n2
i ). (2.45)

Numerical values for the Cn and Cp coefficients are calculated from first

principles e.g. in Refs. [22, 83], where direct, phonon-assisted, and alloy

scattering assisted Auger processes have been considered. Auger coeffi-

cients have also been measured for quasi-bulk InGaN layers using a pho-
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Figure 2.1. Conduction and valence band edges and the ground state (m,n = 1) enve-
lope wave functions in a QW and the surrounding bulk material. Due to
the nonzero electric field in the QW caused by spontaneous and piezoelectric
polarization, the peaks of the wave functions occur at different positions.

toluminescence technique [84] and for lasers where InGaN QWs provide

the gain, using large signal modulation measurements [73]. These meth-

ods suggest values of Cn and Cp in the range of 10−43 to 10−42 m6/s.

2.2.3 Interband transitions in QWs

Envelope wave functions in QWs

The interband recombination rates in the previous subsection were con-

sidered only for transitions between bulk Bloch functions. In a QW, elec-

trons and holes are confined in the direction perpendicular to the QW

plane and interband transitions occur mainly between these confined states.

Figure 2.1 shows a typical band diagram of an InGaN QW surrounded

by GaN. When the crystal potential is already accounted for by the free-

electron approximation and the effective mass, Schrödinger’s equation in

the z direction for free-electron states in the conduction band is given

by [41]

[
− h̄2

2m∗
c

d2

dz2
+ Uext(z)

]
φcn(z) = Enφcn(z), (2.46)

where Uext is the conduction band edge as a function of z, φcn(z) is the

envelope wave function of the nth QW state (also called subband), and En

is the corresponding eigenenergy. In the bulk case, Uext = 0, En is not

quantized and φcn(z) are plane waves.

The envelope wave function modulates the wave functions in the Bloch’s

theorem, so that the general solution to Schrödinger’s equation corre-

sponding to the nth QW subband can be written as

ψcn(r) = uck(r)
exp(ikt · r)√

Aqw

φcn(z), (2.47)

where Aqw is the cross-section area of the QW and kt is the component of

28



Modeling of III-Nitride optoelectronic devices

the wavevector parallel to the QW interface. The dispersion relation of

each conduction subband is given by

E = En +
h̄2k2t
2m∗

c

. (2.48)

Similar expressions are obtained for the valence band wave functions ψvm,

envelopes φvm, and eigenenergies. In quantum wires and quantum dots,

the states are confined in two or three perpendicular directions, but this

is not relevant for the structures considered in this work. In the more

general case, a sum of the single band envelopes (2.47) is taken to include

typically two conduction bands (spin degeneracy) and six valence bands

(magnetic subbands). These states are then mixed by diagonalizing the

total electronic Hamiltonian.

Modifications to interband transition rates

With the general solutions to Schrödinger’s equation in the QWs given by

Eq. (2.47) for the conduction band and a similar equation for the valence

band, the matrix element of Eq. (2.23) is modified to

H ′
cv = − eA0

2m0
â · 〈c|p|v〉 ≈ − eA0

2m0
â · pcvδ(ktc,ktv)Icv, (2.49)

where ktc and ktv are the wave vector components of the conduction and

valence bands parallel to the QW interface, and Icv is the overlap integral

between the envelope wave functions, given by

Icv = 〈φcn|φvm〉 =
∫ ∞

−∞
φ∗
cn(z)φvm(z)dz. (2.50)

The net radiative recombination coefficient B is proportional to the square

of the momentum matrix element and therefore the modified coefficient B

of a quantum well is related to the bulk material coefficient B0 as

B = |Icv|2B0. (2.51)

In symmetric wells with zero electric field, Icv ≈ 1 and B is very close

to B0. In InGaN QWs surrounded by GaN, the quantum-confined Stark

effect is large, reducing B with respect to B0 and making it dependent on

the operating point.

Despite the more complex dependencies of SRH and Auger recombina-

tion on the states involved, arguments in Ref. [24] suggest that the A and

C coefficients follow a similar dependence in QWs, i.e.,
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A = |Icv|2A0 (2.52)

and

C = |Icv|2C0, (2.53)

where A0 and C0 are the SRH and Auger coefficients for bulk material,

respectively.

The reasoning behind Eqs. (2.52) and (2.53) presented in Ref. [24] is

summarized as follows. The rate of SRH recombination is proportional to

|〈ψcn|ψtrap〉〈ψtrap|ψvm〉|2, where ψtrap is the wave function of the trap state

caused by a defect. The wave function of the trap state extends spatially

only to a few bond lengths from the defect center, causing the recombina-

tion rate of a specific trap to be proportional to the squared electron-hole

wave function overlap calculated at the defect position. If the defects are

assumed to be spread randomly throughout the QW, the total SRH re-

combination rate of the QW can be calculated by multiplying the bulk

SRH coefficient with the squared envelope wave function overlap as in

Eq. (2.52). This is further supported by experimental evidence that the

A coefficient in InGaN QWs has a monotonic dependence on the overlap

factor [85].

The matrix element for Auger recombination in the QWs, on the other

hand, contains the overlap of the envelope functions of the four states

taking part in the Auger process. The overlap factor of the envelope func-

tions of these states can be reduced to Icv, since (1) the wave function of

the Auger-excited state is not confined in the QW and therefore its enve-

lope function is a plane wave, and (2) the initial envelope wave function of

the excited carrier overlaps completely with the envelope wave function of

the recombining carrier. As the Auger recombination rate is proportional

to the square of the matrix element, with these arguments the Auger co-

efficient in a QW reduces to that given by Eq. (2.53).

2.2.4 Intraband scattering

While the previous subsections discussed interband scattering where elec-

trons transfer between conduction and valence band states, this Sub-

section summarizes the main aspects of intraband scattering. In an in-

traband scattering processes, the electronic state of a carrier changes

through interactions with phonons, photons, or other lattice imperfec-
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tions, but the final electronic state is still within the same band as the

initial state. Intraband scattering processes are further divided into in-

travalley and intervalley processes, where the initial and final states are

within the same valley and different valleys, respectively.

Intraband scattering is predominantly caused by interaction with pho-

nons, other carriers, impurities, and other distortions in the periodic lat-

tice. As for interband scattering, intraband scattering probability per unit

time for a carrier in a given state characterized by its energy, wavevector,

and band can be calculated from Fermi’s golden rule, given by

W (k,k′) =
2π

h̄

∣∣〈k′, l′|H ′|k, l〉∣∣2 × δ[E(k′, l′)− E(k, l)] (2.54)

where k and k′ are initial and final k vectors of the carrier and l and l′ are

the initial and final states of the rest of the system. Integrating over k′

(and l, l′) provides scattering rates W (E[k]) for each process as a function

of the electron’s initial energy, and the state after the scattering is chosen

based on the details of W (k,k′).

Detailed forms of W (k,k′) for the large number of different intraband

scattering processes are well known and provided, e.g., in Refs. [64–67]

and references therein. Presenting the full mathematical basis and de-

tails of intraband scattering in semiconductor device simulation is out

of the scope of this thesis, but e.g. Refs. [65, 67] give a detailed treat-

ment of intraband scattering. Below we only illustrate how the scattering

probabilities and rates used within Monte Carlo are calculated from the

probabilities, using as an example the acoustic and optical phonon scat-

tering caused by deformation potentials. For intraband scattering pro-

cesses other than those caused by phonons through deformation potential

interaction, we only summarize the main points and refer the reader to

Refs. [64–67].

Deformation potential phonon scattering is caused by deformations in

the lattice and the resulting changes in the energy bands. For deforma-

tion potential scattering, the perturbing Hamiltonian is given by H ′ =∑
ij Eij1/2(∂yi/∂rj + ∂yj/∂ri), where Eij is the deformation potential ten-

sor, ∂yi/∂rj is the deformation of the crystal, and i and j are coordinate

indices. The general form for deformation potential scattering probabil-

ity due to phonons with angular frequency ωq and polarization ξ is given

by [65]
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W (k,k′) =
π

ρV ωq

(
Nq

Nq + 1

)
G(k,k′)|

∑
ij

Eijqjξi|2δ[E(k′)− E(k)∓ h̄ωq],

(2.55)

where ρ is the density of the material, V is the volume, Nq is the phonon

occupation number (upper symbol for absorption, lower for emission), G is

the squared overlap integral of unk and unk′ , and q is the phonon wavenum-

ber.

For intravalley scattering by acoustic phonons, the deformation poten-

tial is diagonal and the factor |∑ij Eijqjξi|2 in Eq. (2.55) reduces to E2
11q

2,

where E11 is the diagonal element of the deformation potential. Further-

more, the overlap factor G is approximately one due to small differences

between the initial and final k values. The resulting scattering probability

is given by [65]

W (k,k′) =
πqE2

11

V ρul

(
Nq

Nq + 1

)
δ[E(k′)− E(k)∓ h̄qul], (2.56)

where ul is the velocity of longitudinal acoustic phonons. After integrat-

ing over k′ and accounting for acoustic phonon dispersion and density of

states, the scattering rate for emission and absorption is given by [65]

W (E[k]) =
(m∗)1/2(kBT )3E2

11

25/2πh̄4u4l ρ
E−1/2

⎧⎨
⎩ F1(E(k))− F1(E(k))

G1(E(k))−G1(E(k))

⎫⎬
⎭ , (2.57)

where the functions F1 and G1 account for the phonon distribution, as

specified in Ref. [65].

For intravalley scattering by optical phonons, the term |Eijqjξi|2 is re-

placed by an optical coupling constant (DtK)2. Due to the dispersion rela-

tion of optical phonons, the phonon energy h̄ωop and the phonon number

Nq are approximately constant. As a result, the scattering probability is

given by [65]

W (k,k′) =
π(DtK)2

ρV ωop

(
Nop

Nop + 1

)
δ[E(k′)− E(k)∓ h̄ωop]. (2.58)

For spherical parabolic bands the integration over k′ and the phonon

states yields [65]

W (E[k]) =
(DtK)2(m∗)3/2

21/2πh̄3ρωop

(
Nop

Nop + 1

)
(E ± h̄ωop)

1/2. (2.59)

Equations (2.57) and (2.59) are directly proportional to the probability

of intervalley scattering events caused by acoustic and optical phonons,
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respectively, and used with corresponding equations for other scattering

processes to determine which scattering event takes place in the Monte

Carlo simulation after the free flight, as described in Subsection 2.1.4.

After choosing the scattering mechanism, the final state is then generated

so that the distribution of k′ corresponds to Eqs. (2.56) and (2.58) or the

corresponding equations for other scattering mechanisms.

In addition to deformation potential, polar, and piezoelectric phonon

scattering, the most important intraband scattering processes are ion-

ized impurity, carrier-carrier, alloy disorder, and surface roughness scat-

tering [64–67]. Ionized impurity scattering, caused by Coulombic interac-

tion, is usually considered elastic and is most important in doped ma-

terials. In bipolar devices, carrier-carrier scattering includes electron-

electron, electron-hole, and hole-hole collisions, and the rates are calcu-

lated from Coulombic interaction using the carrier distribution functions.

Alloy disorder scattering accounts for modifications in the band structures

of ternary or quaternary alloys due to inhomogeneity in the material. Fi-

nally, surface roughness scattering accounts for distortions to transport

at material interfaces due to either specular of diffusive reflection mecha-

nisms.

Since the publications use Monte Carlo methods only for studying elec-

tron transport, we discussed the intraband scattering rates only for elec-

trons. The formulas were also shown only for spherical parabolic bands

for simplicity. For ellipsoidal and/or nonparabolic bands used in Publica-

tions IV and V the main points are similar but the resulting equations are

more complex [65].

2.3 Efficiency of III-N LEDs

Several complex effects contribute to the LED efficiency, such as charge

transport, recombination, optical losses, and light extraction. As a result,

understanding the contributions and interplay of different processes in

the efficiency of LEDs is very challenging, as exemplified by the prolonged

discussion of the origin of the efficiency droop. To separate between dif-

ferent effects, many definitions for the figures of merit to describe aspects

of the efficiency have been suggested. The remainder of this Section is

devoted to discussing these effects, related definitions, and models for the

efficiency droop.
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2.3.1 Efficiency definitions

The key figure of merit of a light emitter is the wall-plug efficiency de-

scribing the overall efficiency of the LED and defined as the ratio of the

optical output power Pout and the electrical input power, given by

ηWPE =
Pout

IVa
, (2.60)

where I is the injection current and Va is the applied bias voltage. How-

ever, the wall-plug efficiency is affected by numerous electrical and opti-

cal phenomena as well as the material quality of the active region, and

therefore it is useful to divide it into specific efficiency figures, each in-

cluding only a few important factors. We factor ηWPE in a similar way as

in Ref. [86], resulting in

ηWPE = ηV TG × ηEQE = ηV TG × ηIQE × ηEXE , (2.61)

where the voltage efficiency, defined as ηV TG = h̄ω/(eVa), describes the ra-

tio of the average photon energy and the average electrical energy needed

to compensate the energy loss of an electron passing through the device.

Moreover, ηEQE is the external quantum efficiency describing the effi-

ciency to convert electron-hole pairs to extracted photons and defined as

the number of extracted photons divided by the number of electrons in-

jected to the device, and ηIQE is the internal quantum efficiency describ-

ing the efficiency of converting electron-hole pairs to photons within the

semiconductor and defined as the net number of emitted photons divided

by the number of injected electrons. Finally, ηEXE is the light extraction

efficiency describing the efficiency of extracting the generated photons out

from the LED and defined as the number of photons extracted from the

device divided by the net number of emitted photons under steady-state

conditions. Therefore ηEXE accounts for optical losses outside the active

region of the LED. When characterizing the efficiency of white-light emit-

ters, the spectral output power is further weighted by the human eye sen-

sitivity function to calculate the luminous efficiency, which gives the lumi-

nous flux divided by the electrical input power and has the unit of lumens

per watt.

In the definition of Eq. (2.61), the external quantum efficiency ηEQE is

further broken down to the product of the extraction efficiency ηEXE and

the internal quantum efficiency ηIQE , given by

34



Modeling of III-Nitride optoelectronic devices

ηEXE =
Pout/h̄ω

Rrad
(2.62)

and

ηIQE = ηINJ × ηRAD =
Rrec

I/q
× Rrad

Rrec
, (2.63)

where ηINJ is the injection efficiency describing the ability of the active

region to capture electron-hole pairs for recombination and defined as the

net recombination rate Rrec divided by the total carrier injection rate I/e,

I being the total injection current. The radiative efficiency of the device,

ηRAD, is defined as the net radiative recombination rate Rrad divided by

the net recombination rate. The term net recombination here implies that

terms Rrad and Rrec also account for photon recycling, i.e., the generation

of electron-hole pairs due to reabsorption of the emitted photons.

When qVa is smaller than the bandgap energy of the AR, ηV TG is larger

than one and enables electroluminescent cooling if ηEQE is high enough.

Theoretical studies of LEDs with efficiencies exceeding unity have been

reported by Heikkilä et al. in Refs. [71, 87], and the first experimental

demonstration of electroluminescent cooling was reported by Santhanam

et al. in Ref. [88], where the voltages were of the order of 70 μV and the

photon energies were roughly 0.5 eV, corresponding to ηV TG of the order

of several thousands.

2.3.2 Models for efficiency droop

By the efficiency droop we understand the decrease of the LED efficiency

from its peak value as the input current is increased. The efficiency droop

is a critical problem, as it limits the output power of the LED. The most

frequently suggested causes to the efficiency droop include nonradiative

recombination, current leakage, and reduction of radiative recombination

at high carrier densities.

It is instructive to write the external quantum efficiency as

ηEQE =
ηEXE ×Rrad

I/e
=

ηEXE ×Rrad

Rrad +Rnr + Ileak/e
, (2.64)

where Ileak is the part of the current that does not result in recombination

and Rnr is the total rate of nonradiative recombination. The extraction

efficiency ηEXE is typically assumed to be constant and therefore does not

contribute to droop.
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The ABC model, applied e.g. in Refs. [13,17,19,22,27], is the most widely

used model for the efficiency droop. In addition to its physical origin, it

can be thought of as the total current density J expanded as a power series

of the excess carrier density n in the active region. Considering only the

three lowest terms, the current density is given by J = ed(An+Bn2+Cn3),

where d is the effective thickness of the active region and A, B, and C are

constants. Further assuming that the radiative recombination is fully

represented by the n2 term, the external quantum efficiency in the simple

ABC model is given by

ηEQE = ηEXE
Bn2

An+Bn2 + Cn3
. (2.65)

Assuming charge neutrality and n 
 (ni, n1, p1) (see Subsections 2.2.1-

2.2.2), the A, B, and C coefficients of the ABC model directly represent the

SRH, radiative, and Auger recombination coefficients. Therefore the ABC

model phenomenologically describes the radiative and nonradiative re-

combination processes, where Bn2 describes radiative recombination and

the An and Cn3 terms correspond to nonradiative SRH and Auger recom-

bination, respectively. The simple ABC model qualitatively reproduces

the droop and the dependence of the efficiency on the carrier density close

to the peak efficiency. The most important assumptions of the ABC model

represented by Eq. (2.65) are that (i) the total LED current can be rep-

resented by the three lowest powers of the excess carrier density of the

active region, and (ii) the n2-dependent term includes only radiative re-

combination. The model usually fails at very high current densities where

its most important underlying assumptions no longer hold.

Writing Rrad and Rnr of Eq. (2.64) with help of the ABC model, Eq.

(2.64) can be expressed as

ηEQE =
ηEXE ×Bn2

An+Bn2 + Cn3 + Jleak/(ed)
, (2.66)

where Jleak is the leakage current density. Compared to the simple ABC

model of Eq. (2.65), in Eq. (2.66) the ABC model is complemented with an

additional factor for the carrier leakage losses.

Despite being possibly the simplest available model, Eq. (2.66) already

gives an idea of the complexity of the droop phenomenon. Even at sim-

plest, the efficiency is affected by a large number of intertwined factors

ranging from material quality (mainly the A coefficient) to the geome-

try (mainly the B coefficient, extraction efficiency, and leakage) and op-

tical properties. Furthermore, each of the loss factors in Eq. (2.66) is
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extremely difficult to measure individually, partly explaining why theo-

ries for the droop remain controversial. Recent compelling experimental

results highlighting the role of Auger recombination [26, 27] may soon

clarify the problem, although accepting Auger recombination as the main

cause would still require resolving the contradicting results for the C co-

efficient and the theoretical works suggesting that Auger recombination

might not be the only possible explanation for the measurements [89,90].

In addition to nonradiative recombination, reduction of the radiative B

coefficient due to phase-space filling effects has also been suggested to

significantly contribute to droop [17].

Leakage current represented by Jleak in Eq. (2.66) is also considered as

a possible contributor for the droop [28]. It has typically been suggested to

result from thermionic emission of electrons from the QWs or from over-

flow of electrons, where part of electrons flowing to the QWs flow directly

to the p-GaN without relaxing to the confined states of the QW. Schubert

et al. suggest that the leakage current would have third- and fourth-order

dependences on the carrier density [91]. On the other hand, drift-diffusion

simulations that distinguish between the bound and continuum carrier

populations of the QWs suggest that Auger recombination together with

the Auger-generated leakage current could provide a sufficient explana-

tion for the droop even with the smaller Auger coefficients reported in the

literature [23].

In addition to Auger recombination and different forms of leakage cur-

rent, density-activated defect recombination (DADR) has been suggested

to contribute to the efficiency droop. Hader et al. [20, 21] have proposed

that the defect-related loss current density can be estimated from the car-

rier density as

JDADR =

⎧⎨
⎩ 0, for n < n0

ed
τDADR

(n−n0)2

2n0
, for n > n0,

(2.67)

where d is the thickness of the active region, τDADR the density-activated

defect recombination lifetime, and n0 is the threshold carrier density. Both

τDADR and n0 must both be determined by fitting Eq. (2.67) to experimen-

tal data.

Generalizing Eq. (2.66) to account for all the additional losses listed

above, the formula for ηEQE will include loss processes with 1-, 2-, 3-,

and 4-order dependences of the carrier density. Some of these loss pro-

cesses also overlap with each other as well as the n2-dependent radiative
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recombination rate. Some of the models may also lose their validity at

high input powers due to phase space filling [77]. These challenges call

for further theoretical and experimental work using models which clearly

distinguish between different possible causes for the efficiency droop, or

reliably study the contribution of only selected effects. The challenge is to

reliably determine the contributions of the dominant recombination and

other loss mechanisms to enable more reliable tracking of the origin of the

efficiency droop.
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3. Results and discussion

The work and results leading to this thesis can be divided into two parts:

(1) properties and challenges of present-day LEDs and (2) unconventional

structures and their feasibility to be used in new device concepts. Results

for the first part are presented in Subsection 3.1, while new devices are

studied in Subsection 3.2.

3.1 Performance of typical III-N LEDs

This Subsection discusses the operation and efficiency of typical MQW

LEDs to identify the key factors affecting the LED performance. Subsec-

tion 3.1.1 reviews Publications II and I, identifying and analyzing current

transport losses preventing ideal carrier spreading in InGaN QWs. In

the drift-diffusion simulations these losses are observed as quasi-Fermi

losses, and the simulations predict a possible solution to reduce them by

direct lateral current injection.

Subsection 3.1.2 is based on Publication III, and it introduces and demon-

strates a technique to approximate the internal quantum efficiency and

light extraction efficiency from an electroluminescence measurement as

well as obtain order-of-magnitude estimates for the recombination coeffi-

cients of the ABC model.

Subsection 3.1.3 is based on Publications IV and V, describing a Monte

Carlo–drift-diffusion simulation model used to study the physics of Auger

recombination and hot electrons as well as their contribution to the effi-

ciency droop of typical III-N LED structures.

3.1.1 Current transport in heterostructures

In III-N MQW structures, drift-diffusion equations predict significant volt-

age losses that are not purely resistive. These voltage losses are ob-
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Figure 3.1. Schematic conduction band edge of two quantum wells and the barrier ma-
terial between them. Electron flow is directed from left to right, and electric
current flows in the opposite direction. The quasi-Fermi level changes in the
barrier between the quantum wells due to the constant current flowing be-
tween them and the opposing electric field in the barrier material.

served as spatial changes in the quasi-Fermi levels, denoted as quasi-

Fermi losses. Quasi-Fermi losses show up in practically all computational

studies of electron and hole transport in MQW LEDs [13,15,53,63,92,93]

but they are usually not studied in detail. However, comparison to exper-

iments shows that such effects are needed to explain why adding more

quantum wells to a MQW LED increases the forward voltage as shown

experimentally in Ref. [50] and why typically only one QW dominates the

emission in a MQW stack [94]. This suggests that at least phenomenolog-

ically, the quasi-Fermi losses are a real physical effect, even though the

basic drift-diffusion model probably does not include all the relevant phys-

ical effects to quantitatively model them. To decrease the quasi-Fermi

losses, transverse-vertical junction (TVJ) LEDs are studied and compared

to conventional structures using simulations in Publications II and I.

Figure 3.1 shows a schematic illustration of the conduction band edge

and its quasi-Fermi level for two quantum wells and the barrier mate-

rial between them. The quasi-Fermi loss between the two QWs is marked

in the figure as ΔEFn. The figure also illustrates the electron density

n(x) and the approximately constant electric field E in the barrier mate-

rial. Numerical solutions of the drift-diffusion equations typically predict

quasi-Fermi losses corresponding to the example in the figure, and more

specifically, when electron current flows into a potential well, the quasi-

Fermi level changes abruptly in the barrier material before the material

interface. Similar effect is present for valence band holes flowing through

the MQW region.

The quasi-Fermi loss ΔEFn between successive QWs can be solved an-

alytically assuming negligible recombination and constant electric field
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in the barrier layers between the QWs. We show the resulting equations

here for conduction band electrons, but similar results follow trivially for

valence band holes. Under normal operating conditions the polarization

difference between GaN and InGaN together with the applied bias voltage

creates an approximately constant electric field E in the GaN barriers. As-

suming a constant current density J in the barriers, the quasi-Fermi loss

ΔEFn between different ends of the barrier can be derived as

ΔEFn = −kBT ln

{
J

μnn0Ee
[
exp

(
eEx
kBT

)
− 1

]
+ 1

}
, (3.1)

where kB is Boltzmann’s constant, T is temperature, μn is the electron

mobility, n0 is the electron density at the left end of the barrier, and x is

the position. Equation (3.1) has a singular point xs at

xs =
kBT

eE ln

(
1− eμnn0E

J

)
. (3.2)

The quasi-Fermi loss given by Eq. (3.1) is small for a barrier thickness

much less than xs, but it increases strongly for barrier thicknesses close

to xs. This indicates that if an electron current density J (J < 0) is to be

carried over a potential barrier with an electric field E , the barrier thick-

ness should be significantly smaller than xs. Essentially xs represents

the barrier thickness where the change in the quasi-Fermi level needed

to pass a current J over the barrier approaches infinity. In MQW LEDs

this phenomenon leads to very nonuniform light emission from different

QWs as well as elevated input voltages for added QWs, both phenomena

observed experimentally [50, 94]. Similar equations can also be derived

for barriers with zero electric field (typical to nonpolar structures), but

their quasi-Fermi loss is significantly smaller except for very large band

discontinuities. More detailed derivations can be found in Publication I.

Results of Eq. (3.1) and numerical solutions of the drift-diffusion equa-

tions are compared with each other in Fig. 3.2, where (a) shows the sim-

ulated conduction band edge and quasi-Fermi level and (b) shows the the

quasi-Fermi level calculated analytically from Eq. (3.1) with values for n0,

electric field, and current density taken from the simulation data. Results

given by the numerical and the analytical model are very close to each

other, confirming the analytical expression for the quasi-Fermi losses.

Quasi-Fermi losses limit the current that can pass through the LED for

a given voltage. Therefore the presence of quasi-Fermi losses increases

the voltages required to reach the desired output power. Increasing the

voltage required for a certain output power directly decreases the wall-
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Figure 3.2. Conduction band edge and the conduction band quasi-Fermi level in a struc-
ture with one 2.5 nm thick QW sandwiched between 10 nm thick GaN bar-
riers. (a) shows the simulated band diagram and (b) shows the simulated
conduction band edge and the quasi-Fermi level calculated analytically from
Eq. (3.1) with n0, E, and J taken from the simulation result. Reprinted from
Publication I with publisher’s permission.

plug efficiency. While structure optimization has already led to some com-

mercial samples with low turn-on voltages (indicating also small quasi-

Fermi losses at small currents), better theoretical understanding of the

phenomenon will enable more flexible engineering of heterostructure light

emitters. In particular, this will enable MQW structures with an equal

emission from all the QWs and a high wall-plug efficiency. Eventually

this requires moving beyond the drift-diffusion model in the MQW and at

material interfaces.

One possible solution to decrease quasi-Fermi losses studied in Publica-

tion I is to develop structures that use lateral current injection to the QWs

from the side in addition to the typical perpendicular current through the

MQW region. Lateral structures and a conventional reference structure

are shown in Fig. 3.3. The thin-film flip-chip (TFFC) LED is a typi-

cal c-plane MQW LED introduced in Ref. [46], whereas the transverse-

vertical junction (TVJ) LEDs are variations where a lateral current injec-

tion component to the quantum wells is added as in structures presented

in Refs. [95, 96]. The lateral current injection present in the TVJ struc-

tures of Figs. 3.3(b) and 3.3(c) may significantly decrease the quasi-Fermi

losses and improve the device operation. Note that the lateral width in

the h-TVJ structure is 10 μm instead of 100 μm of the other two struc-

tures to compensate for the low mobility of holes, which limits their lateral

spreading from the side to the MQW region. Detailed information about

the structures and material parameters used in the calculations can be
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Figure 3.3. Thin-film flip-chip (TFFC) and transverse-vertical junction (TVJ) LED struc-
tures both for holes (h-TVJ) and electrons (e-TVJ). Quasi-equilibrium current
transport is studied theoretically and numerically to demonstrate differences
in current transport losses. Reprinted from Publication I with publisher’s
permission.

found in Publication I.

Figure 3.4 shows the band diagrams of the TFFC and TVJ LED struc-

tures at a current density that corresponds to the maximum efficiency

of the h-TVJ structure. All the structures have five In0.15Ga0.85N QWs

with a bandgap ∼2.7 eV and an Al0.2Ga0.8N electron-blocking layer with a

bandgap ∼3.8 eV embedded in GaN with a bandgap ∼3.4 eV. The figures

also show the operating points. The quasi-Fermi losses are significantly

smaller in both TVJ LEDs than in the TFFC LED, because the lateral

current component facilitates the spreading of carriers in all the QWs.

This is a fundamental difference between the TVJ and TFFC structures,

but in experimental setups its magnitude may depend on the quality of

the regrowth process needed to fabricate the more complex TVJ struc-

tures. Note that in Fig. 3.4(b) the valence band quasi-Fermi level is non-

monotonous due to the lateral current injection to the QWs from the side.

Figure 3.5 shows the radiative recombination rate distribution of the

LEDs using the same operating points as in Fig. 3.4. The smallest quasi-

Fermi losses of the h-TVJ structure enabled by the direct hole injection

lead to a significantly more uniform light output in all the five QWs than

in the TFFC and e-TVJ structures. Further analysis of the results shows

that the effective number of emitting QW in the h-TVJ structure is 3.8

at low current densities compared to 1.05 and 1.03 in TFFC and e-TVJ,
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Figure 3.4. Band diagrams of the (a) TFFC structure, (b) h-TVJ structure, and (c) e-TVJ
structure along a straight vertical line in Fig. 3.3 drawn in the middle of the
structures, starting from n-GaN and ending in p-GaN. Band diagrams for the
different structures have been plotted for similar current densities, and the
operating points are marked in the figures. The inset in (a) shows a zoomed
figure of the conduction band edge and quasi-Fermi level close to a QW, and
the inset in (c) shows the valence band edge and quasi-Fermi level next to the
EBL, both showing significant changes in the quasi-Fermi level. Reprinted
from Publication I with publisher’s permission.
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Figure 3.6. External quantum efficiency (EQE) of the TFFC, e-TVJ, and h-TVJ structure.
Reprinted from Publication I with publisher’s permission.

respectively. Even at large current densities, effectively 2.5 QWs emit

light in the h-TVJ compared to 1.02 in both TFFC and e-TVJ structures.

Smaller quasi-Fermi losses in the h-TVJ structure lead to a more uni-

form emission from all the QWs than in the TFFC and e-TVJ structures.

Most importantly this improves the predicted device efficiency. Figure

3.6 shows the external quantum efficiency (EQE) of the structures, tak-

ing into account nonradiative recombination, light extraction losses, and

leakage current. Better carrier distribution between all the QWs in the

h-TVJ structure results in a higher peak efficiency and higher correspond-

ing current density than in the TFFC and e-TVJ. This difference between

the structures is even larger in the wall-plug efficiency (not shown), be-

cause the smaller turn-on voltage of the h-TVJ structure also decreases

the input power needed for a given current density.

Structures of Fig. 3.3 were also simulated in Publication I so that the

bulk AlGaN EBL was replaced by plain p-type GaN. Unexpectedly, the

results show no leakage current despite the missing EBL. In structures

that include the EBL, the large bias voltages needed to inject holes over

the EBL increases the electron concentration in the p-type material at

typical operating conditions and therefore enables a larger leakage. This

indicates that using an unoptimized bulk AlGaN EBL may even impair
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the operation of the LED. III-N MQW LEDs without the AlGaN EBL have

also been reported experimentally to have a smaller efficiency droop as

compared to samples with AlGaN EBLs with different Al compositions

[16].

The TVJ structure making use of lateral current injection is one possi-

ble way of decreasing the quasi-Fermi losses and significantly improving

the device performance. Other carefully engineered 2- or 3-dimensional

device architectures are expected to have a similar beneficial effect.

3.1.2 Measurement of internal efficiencies

Measuring the external quantum efficiency (ηEQE) of an LED is fairly

straightforward, but many separate factors contribute to the ηEQE . Most

importantly, the ηEQE is affected by the internal quantum efficiency ηIQE

and the light extraction efficiency ηEXE . The internal quantum efficiency

is mainly dependent on nonradiative recombination in the active region.

The light extraction efficiency, on the other hand, depends on the probabil-

ity by which the photons can escape from the LED. Direct measurement

of ηIQE and ηEXE would be attractive, as it allows for comparing different

active region designs, growth conditions, and surface finishings on the

resulting device characteristics.

Typically the ηIQE and ηEXE are measured by comparing the photolumi-

nescence (PL) or electroluminescence (EL) at low temperature and room

temperature [97,98]. However, this requires a low-temperature measure-

ment setup and assumes unity ηIQE at low temperatures. Light extrac-

tion efficiency ηEXE can also be estimated by simulation and used to de-

duce ηIQE from the measured ηEQE [99, 100]. This method is limited to

simple structures where ηEXE can be simulated reliably. Rate equation

based models can also be fitted to PL measurements to estimate ηIQE , but

this typically requires approximations such as ignoring Auger recombina-

tion [101].

Figs. 3.7(a) and (b) show the main quantities needed to break down

the LED efficiency to its constituents: (1) the radiative recombination in

free space R0 (assuming ideal extraction and no photon reabsorption), (2)

the net radiative recombination rate R taking into account photon reab-

sorption and the optical environment, (3) the generation rate G of new

electron-hole pairs resulting from photon reabsorption, (4) the nonradia-

tive recombination rate X, and (5) the photon output rate O.

Figure 3.7(c) shows two ways of defining ηIQE and ηEXE based on these
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Figure 3.7. (a) An illustration of the most important factors contributing to the ηEQE in
a general simplified LED cavity. R is the net radiative recombination rate,
G is the generation rate, X is the nonradiative recombination rate, and O

is the photon output rate. (b) shows the recombination rate R0 of the active
region material with ideal extraction and no photon reabsorption. (c) shows
two alternative definitions for ηEXE and ηIQE found in the literature, if in-
jection efficiency is not accounted for. Reprinted from Publication III with
publisher’s permission.

processes. In definition I, ηIQE is defined as the ratio of the net radia-

tive recombination rate and net recombination rate, and ηEXE is defined

as the photon output rate divided by the net recombination rate. In Def-

inition II, ηEXE is defined using the total radiative recombination rate,

and ηIQE is the total radiative recombination rate divided by the total re-

combination rate, therefore being purely a material property with no de-

pendence on the LED structure itself. Photon recycling factor (PRF) and

Purcell factor (PF) account for photon recycling and spontaneous emission

enhancement or suppression. Usually definition I is preferred in experi-

mental works due to its simplicity [97, 98, 101], whereas definitions more

similar to definition II are used in theoretical works for better physical

description [87,99,100].

Publication III investigates a direct measurement method for the ηIQE

and ηEXE in the context of definition I. The method relies on measuring

the optical output power vs. the injection current using a current source
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and a calibrated photodetector or integrating sphere. The current density

through the LED can then be expressed as a third order Taylor series as

a function of the active region’s excess electron density n as

J = ed
(
An+Bn2 + Cn3

)
, (3.3)

where e is the elementary charge, d is the thickness of the active region

(AR), and A, B, and C are the Taylor coefficients. If the leakage cur-

rent is small and if radiative recombination is proportional to n2, A, B,

and C correspond to Shockley-Read-Hall (SRH), net radiative, and Auger

recombination coefficients, respectively. The photocurrent density of the

LED (current density responsible for emitting extracted photons) then de-

pends on n as

P = ηEXE × edBn2, (3.4)

where ηEXE is the extraction efficiency according to definition I. Solving

for n, writing the ηEQE as P/J(P ) and differentiating twice with respect

to P results in [18]

ηEXE = η2EQE,m/
(
ηEQE,m + 4P 2

mD2

)
, (3.5)

where ηEQE,m is the maximum ηEQE , Pm is the photocurrent density cor-

responding to ηEQE,m, and D2 is the second derivative of ηEQE at Pm. After

calculating ηEXE from Eq. (3.5), ηIQE can be obtained from the ηEQE as

ηIQE = ηEQE/ηEXE . Furthermore, on a logarithmic scale the ηEQE(P )

forms a parabola centered at log10 Pm.

Extracting the ηIQE and ηEXE using the method presented here does

not require any external input parameters. However, one can also use

Eqs. (3.3) to solve two of the Taylor coefficients as a function of the third

one. If we choose to solve A and B as a function of C, we obtain

A =

(
(1− ηEQE,m/ηEXE)Pm

ed · ηEQE,m

)2/3
3

√
C

4
(3.6)

and

B =

(
2 · ηEQE,m · C

1− ηEQE,m/ηEXE

)2/3
3

√
Pm

ed
· 1

ηEXE
. (3.7)

Eqs. (3.6) and (3.7) show that calculating the values of A and B from the

measurements requires knowledge of the active region thickness and of

the C coefficient, which can be assumed to be equal to the Auger recom-

bination coefficient. The equations can also be written, e.g., for B and
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Figure 3.8. (a) Measured ηEQE (dots) and fitted second-order polynomials (lines) scaled
with the maximum values vs. measured photocurrent density. (b) square-
rooted transformed measured ηEQE (dots) and fitted linear curves. Both fig-
ures show LEDs A, B, and G, and their maxima are 0.67, 0.32, and 0.26,
respectively. Reprinted from Publication III with publisher’s permission.

C, if A is determined from small-signal measurement as in Ref. [17] and

Publication X.

In Publication III we measured ηEQE for commercial LEDs and unpack-

aged samples grown at Aalto University. The measurements were per-

formed using pulsed current to avoid LED heating, and the measurements

were restricted to relatively low currents to avoid high injection level ef-

fects on the radiative recombination. Figure 3.8(a) shows the measured

ηEQE and fitted parabolas for a commercial sample A and samples B and

G grown for Publication III. The data and curves are scaled by dividing

with the peak efficiencies to highlight their parabolic forms. The parabo-

las fit very well to the measured efficiencies, supporting the assumption

of the n2 dependency of radiative recombination leading to Eq. (3.4). Fig-

ure 3.8(b) shows the same data transformed as ηEQE,m+
√
ηEQE,m − ηEQE ,

which enables easier reading of the second derivative needed in Eq. (3.5).

Table 3.1 shows the ηEXE and maximum ηIQE calculated from the mea-

surement of ηEQE for the commercial sample A and planar samples B-G

grown by the authors of Publication III. Order-of-magnitude estimates

for the A and B parameters are also listed, using C = 1.5 × 10−42 m6/s

as input [73, 84]. The Table also shows information of depositing a SiN

interlayer within the n-GaN layer, which has been reported to improve

light extraction [102]. The 74 % maximum ηIQE and 91 % ηEXE of the

commercial blue-emitting sample A are comparable with 63 % and 80 %

reported for a near-UV sample using the low temperature PL method in
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Table 3.1. Efficiencies obtained from the transformed data of Fig. 3.8(b) and fitted linear
curves. Table shows the emission wavelength (λ), estimated extraction effi-
ciency (ηEXE), measured maximum ηEQE (ηEQE,m), and estimated maximum
ηIQE (ηIQE,m) for all the measured LEDs.

λ (nm) ηEXE ηEQE,m ηIQE,m A (106 1/s) B (10−17 m3/s)

Commercially packaged LED

LED A 450 0.91 0.67 0.74 3.0 1.2

Planar LEDs with SiN interlayer

LED B 417 0.50 0.32 0.64 5.6 1.0

LED C 417 0.54 0.34 0.63 5.7 0.98

LED D 417 0.55 0.31 0.56 7.2 0.87

Planar LEDs, no SiN interlayer

LED E 405 0.38 0.23 0.61 6.5 0.97

LED F 405 0.36 0.22 0.61 6.5 1.0

LED G 405 0.43 0.26 0.60 6.9 0.95

Ref. [97]. The high extraction efficiency of sample A indicates very small

optical losses in the packaged LED and efficient photon recycling.

The unpackaged samples B-G, on the other hand, have significantly

smaller extraction efficiencies than the commercial sample A. Their ηIQE

is also lower than in sample A most probably due to less optimized mate-

rial quality or unoptimal location of the active region within the emitter

cavity, thus leading to emission to nonextracting modes. The unpackaged

samples with (samples B-D) and without (E-G) the SiN interlayer also

show very little variation in the efficiencies between each other. However,

samples B-D with the SiN interlayer have a significantly higher ηEXE

than samples E-G without the SiN interlayer, which is in line with re-

sults of Ref. [102]. Thus, the method to measure ηIQE and ηEXE allows

for very useful comparisons between samples fabricated with different

growth recipes.

The order-of-magnitude estimates for A appear to have a weak reverse

correlation to the estimates of ηIQE,m as expected, but further measure-

ments would be needed to confirm if the method reliably reproduces the A

coefficient. The estimated values of B, on the other hand, are very similar

between all the samples. Estimates for A and B can be compared, e.g., to

empirical values presented in Refs. [73].

In measuring ηEXE and ηIQE with the method presented here, one has

to assume that radiative recombination depends quadratically on the car-

rier density and that it is the dominant process with such a dependence
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in the LED. This is typically considered a reasonable assumption at the

relatively low carrier density regime, whereas e.g. Refs. [17, 77] demon-

strate that this assumption breaks down at high currents. If the method

is used to estimate SRH, radiative, and Auger recombination coefficients,

one further assumes that they are equal to the Taylor coefficients of Eq.

(3.3).

3.1.3 Auger recombination, hot electrons and droop

Auger recombination is frequently suggested to be the main reason behind

the efficiency droop of LEDs. Recent studies have also highlighted a sec-

ondary effect of Auger recombination in addition to annihilating conduc-

tion band electrons in the QWs, namely the generation of hot carriers that

can escape the QW. Hot electron emission through Auger recombination

in the QWs was predicted theoretically by Deppner et al. in Ref. [23], and

hot electrons have been measured by electron emission spectroscopy [26]

and photoluminescence techniques [27].

Direct accurate measurements of hot electron generation inside LED

devices are very hard to perform, and the measurements of Iveland et

al. have started a dynamic debate of the origins of hot electrons in their

measurements [89]. Further theoretical work is therefore needed to in-

terpret measurements of Auger recombination and hot carriers. In Publi-

cations IV and V, transport of electrons is studied for the LED structure

shown in Fig. 3.9 using Monte Carlo simulations to solve the BTE. In ad-

dition to showing the LED structure, Fig. 3.9 also illustrates some of the

most important processes that can be simulated using Monte Carlo meth-

ods, such as the hot electron generation and sidevalley electron transport.

A Monte Carlo–drift-diffusion model described below was developed to

perform a self-consistent study of hot electrons while also accounting for

quasi-equilibrium hole transport.

The Monte Carlo–drift diffusion (MCDD) model combines the MC meth-

od of solving the Boltzmann transport equation and the DD model to en-

able modeling electron energy distributions and transport with the MC

method while still retaining the simplicity of the DD model for holes. Fig-

ure 3.10 shows a schematic illustration of the simulation model, where the

DD equations are first solved for both electrons and holes. After solving

the DD equations, the hole density from DD is used as a fixed background

charge in the MC simulation for electrons, while the electron and recombi-

nation rate densities from DD are used as initial values to achieve faster
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Figure 3.9. Schematic illustration of a typical MQW LED structure with three InGaN
QWs, its band diagram (with a single QW for simplicity), and the most im-
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combination, intraband scattering, and electron leakage. The experimen-
tally measured high-energy electron leakage of Ref. [26] cannot be modeled
only using the DD model, but direct methods to solve the BTE are required.
Reprinted from Publication V with publisher’s permission.

convergence.

The MC and DD steps use the same material parameters as Publication

I where applicable. The MC simulation also considers all important in-

travalley and intervalley scattering mechanisms discussed in [64–67]. In-

travalley phonon scattering results mainly from the deformation potential

caused by low-energy acoustic phonons or longitudinal optical phonons

(LO) with an energy of 92 meV, as piezoelectric scattering is negligible

at 300 K. The intervalley phonon scattering is due to deformation po-

tentials caused by optical phonons of 65 meV. In addition to scattering

by phonons, the MC model considers ionized impurity scattering caused

by dopant atoms, alloy disorder scattering in the InGaN QWs, electron-

electron and electron-hole Coulomb interactions, and net recombination

of electrons due to SRH, radiative, and Auger processes. In this work, the

DD simulation of electrons only accounts for the lowest Γ1 valley using a

parabolic approximation with an effective mass of 0.2m0, whereas the MC

simulation considers five separate valleys of the conduction bandstructure

as described in Ref. [44] and Publications IV and V.

The inclusion of interband scattering processes in the same level of ac-

curacy as the intraband processes is challenging, as it requires the an-
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Figure 3.10. Schematic illustration of the Monte Carlo–drift-diffusion (MCDD) simula-
tion model. The simulation starts by performing the DD simulation for
electrons and holes. Hole density from the DD simulation is used as a fixed
background charge for solving Poisson’s equation and recombination during
the MC simulation. Final results contain device-level characteristics such
as the IV characteristics, and also characteristics that the DD model cannot
provide, such as the kinetic energy distributions of electrons. The dashed
line denotes iteration between the DD and MC steps (not yet implemented
in Publications IV and V) for more accurate results.

nihilation rates W (E(k)) of electrons as well as the high energy electron

generation probabilities W (k,k′) of the Auger processes, which are both

difficult to obtain from theoretical and experimental data. In the MCDD

model we use the semiquantitative ABC parametrization of recombina-

tion presented in Subsection 2.2.1. As the majority of the carriers is lo-

cated within a narrow energy range near the bottom of the conduction

band, they are assumed to have an equal probability of recombination.

Also, the probabilities of the final states of the Auger-excited electrons

are assumed to be independent of the initial wavevector, as most of the

Auger events are indirect and involve phonons [22]. Based on these argu-

ments, we use the rates obtained from the ABC model and the average n

and p densities to annihilate randomly chosen electrons within a 100 meV

energy band from the conduction band minimum. The Auger rate of hot

electron generation is approximately given by Cnn
2p, and it is also used

to excite electrons within the same low-energy band.

Figure 3.11(a) compares the conduction band edges calculated for the

III-N MQW LED of Fig. 3.9 either with the MCDD model (solid red curve)

and by only using the DD model (blue dashed curve) at weak injection.

The band edges are very close to each other, indicating that at weak in-

jection levels the impact of hot electrons is small and the DD model suffi-
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Figure 3.11. The conduction band edges calculated from the MCDD and DD models at
(a) weak and (b) strong injection. (c) Average energy of electrons calculated
from the conduction band minimum at strong injection, so that hot electron
generation is either included or not included in the MCDD simulation. The
QWs are marked with a grey background and the n- and p-sides are on the
left and right sides of the MQW, respectively. Reprinted from Publication V
with publisher’s permission.

ciently describes the operation of the LED. On the other hand, Fig. 3.11(b)

shows the conduction band edge from MCDD and DD models at high in-

jection. The band edges are notably different from each other, revealing

that there is a hot-electron population that affects the device operation.

Figure 3.11(c) shows the average energy of electrons measured from the

bottom of the conduction band at strong injection. The solid blue curve de-

picts results where Auger recombination is used to excite electrons, and

the dashed black curve shows results where Auger-excited electrons are

not accounted for. The figure indicates that Auger recombination gener-

ates a significant population of hot electrons in the device.

To study the spectral and spatial hot electron distribution at strong in-

jection in more detail, Fig. 3.12(a) maps the distribution function of the

electrons in the p-GaN layer next to the MQW. The distance in the y axis is

measured from the top of the QWs, and the x axis shows the energy mea-

sured from the bottom of the conduction band, using the same scale as in

Fig. 3.12(b). The U sidevalley minimum is located approximately at 1.5

eV, and the Γ3 valley minimum is approximately at 1.75 eV. Figure 3.12(a)

shows that there is a very large density of sidevalley electrons close to the

MQW region, and it also shows that a significant part of the sidevalley

electrons are able to travel to the p-contact without relaxing to the Γ val-

ley. This confirms that there is a clear relative change in the high-energy
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Figure 3.12. (a) Map of the electron distribution function in p-GaN as a function of the
electron energy (x axis) and distance from the QWs (y axis). The U sideval-
ley is located approximately at 1.5 eV, and the Γ3 valley is approximately at
1.75 eV. (b) The electron distribution function at the p-contact 250 nm from
the QWs at weak injection close to the onset of the droop (5 A/cm2 and 20
A/cm2) and at strong injection (400 A/cm2). Distribution functions around
the minimum energy of the U valley are shown in the inset. (c) Current den-
sity (left y axis) and the EQE (right y axis) calculated using an extraction
efficiency of 0.75 as a function of the applied bias voltage. Reprinted from
Publication V with publisher’s permission.

electron distribution at the p-contact due to Auger recombination, sup-

porting the conclusions of Ref. [26]. However, quantitative comparison to

measurements of Ref. [26] would require more detailed information about

the cesiated surface and the sensitivity of the measurement setup. Figure

3.12 shows a 1-dimensional snapshot of the distribution function at dif-

ferent operating points at the p-contact located 250 nm from the MQW re-

gion. It shows that the sidevalley population of electrons at the p-contact

emerges only at current densities corresponding roughly to the onset of

the droop (cf. Fig. 3.12(c)). Figure 3.12(c) shows the IV characteristics

and EQE calculated from the MCDD simulations.
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Figure 3.13. Total injection current, electron current created by Auger recombination in
the QWs, and p-contact leakage current from simulations with and without
including hot electron generation through Auger recombination. Reprinted
from Publication V with publisher’s permission.

As can be seen in Fig. 3.12, Auger recombination creates a leakage cur-

rent component that travels towards the p-contact. To compare different

loss currents obtained from the MCDD simulations, Fig. 3.13 shows the

total electron current, part of the electron current created by Auger re-

combination, and the electron leakage current to the p-contact with and

without accounting for electron generation through Auger recombination.

Auger recombination increases significantly the leakage current which,

however, is still significantly smaller than the recombination current cre-

ated directly by Auger recombination. The leakage current is relatively

small because only around half of all the Auger events excite electrons

(other half exciting holes), and because many hot electrons scatter quickly

and return to the QWs, where they can recombine again.

The Monte Carlo method is not subject to low-field and near-equilibrium

approximations limiting the drift-diffusion model, and therefore it ac-

counts for thermionic leakage and overflow of electrons. The results pre-

sented here strongly support the conclusion that major part of the effi-

ciency droop is caused by Auger recombination rather than thermionic

leakage or electron overflow. Auger recombination decreases the LED ef-

ficiency primarily by annihilating carriers nonradiatively in the QWs and

secondarily by exciting secondary carriers to high-energy states where

they can leak out from the QWs. Figure 3.13 shows that according to

Monte Carlo simulations, the nonradiative current generated by Auger

recombinations is significantly larger than hot electron leakage caused by

Auger recombination. Due to the relatively small mobility of holes, the

hole leakage current caused by Auger recombination not considered here

is expected to be notably smaller than electron leakage.
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3.2 Physics of new III-N devices

This Subsection and Publications VI-IX study unconventional device struc-

tures to improve the efficiency and functionality of III-N LEDs. The stud-

ies focus on two promising unconventional device concepts: structures

utilizing bipolar diffusion injection with active regions located outside the

pn junction, and devices using polarization doping to mimic pn junctions.

Such structures may enable, e.g., efficient LEDs with very large unbroken

emission areas, freestanding nanowire structures with no top contacts,

higher hole densities in p-GaN, reduced transport losses in the barrier

layers, and improved carrier distributions in active regions.

3.2.1 Current injection by bipolar diffusion

III-N light-emitting structures based on nanowires, plasmonic gratings,

and other near-surface nanostructures are expected to improve light ex-

traction and tunability of the emission spectrum, and also to decrease the

efficiency droop [103–110]. However, if the ARs of such devices are ex-

cited electrically using the conventional 1-dimensional current injection

scheme used in LEDs, the nanowires need to be contacted from top and

the plasmonic gratings need to be located very close to electrical contacts,

resulting in inefficient carrier injection. Publications VI-VIII present a

concept of bipolar diffusion injection to demonstrate an alternative solu-

tion to these challenges.

The conventional current injection to LEDs relies on the AR being sand-

wiched between p- and n-type regions, so that electrons and holes enter

it from different sides. However, in Publications VI and VII we carry out

theoretical and numerical calculations of current transport in unconven-

tional structures where the AR is placed on the device surface outside the

pn junction. More specifically, we study current transport in freestanding

nanowire emitter structures (NWR) shown in Fig. 3.14. Publication VIII

also presents the first experimental demonstration of light-emitting QWs

that are excited by bipolar diffusion. These results suggest that bipolar

diffusion injection may enable overcoming many of the limitations of the

conventional current injection scheme.

Before discussing numerical results, we show using analytical consider-

ations how the electrons and holes are diffused from the depletion region

to the wires in the NWR structures. For current transport in the n-NWR

structure of Fig. 3.14, the electron leakage current to the p-contact can
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Figure 3.14. (a) Freestanding n-type (p-type) nanowire emitter structure. The structure
is referred to as n-NWR (p-NWR), where n (p) denotes the polarity of the
minority carriers that need to diffuse to the wires through a potential bar-
rier of opposite doping. (b) shows the dimensions used in the simulations.
Reprinted from Publication VII with publisher’s permission.

be approximated by the short diode law (see, e.g., Ref. [111]), that can be

written as

I = eAp
Dn

Lp
np

(
exp

[
eVa

kBT

]
− 1

)
, (3.8)

where Ap is the cross-section area of the p-contact, Lp is the distance be-

tween the edge of the p-side depletion region and the p-contact, and np is

the minority electron density at the edge of the depletion region at zero

bias. Due to the smaller bandgap and the large density of holes next to the

wires, recombination in the wires acts as a similar drain for electrons as

the p-contact. Therefore the electron diffusion current to the wires result-

ing in recombination can be approximated by a similar short diode like

equation, but Ap and Lp must be replaced by the total cross-section area

of the wires and the distance between the wires and the edge of the p-side

depletion region, respectively. Hole leakage to the n-contact is typically

negligible due to the geometry and small hole mobility, but hole diffusion

to the wires is not similarly limited due to the p-type doping next to the

wires.

Accounting for relevant currents in the n-NWR structure, its injection

efficiency can be approximated as

ηINJ =
Aar/Lar

Aar/Lar +Ap/Lp
, (3.9)

where Aar is the cross-sectional area of the wires and Lar is the distance

between the wires and the edge of the depletion region (see Publication

VI). It is seen that the injection efficiency can be high if the areas of the

p-contact and the wires are optimized and if the wires are closer than

the contacts to the pn junction. Similar arguments can be used to derive
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Figure 3.15. Maps of the (a) conduction band edge Ec, (b) conduction band quasi-Fermi
level EFn, (c) valence band quasi-Fermi level EFp + eVa shifted by an en-
ergy corresponding to the applied voltage Va = 3.5 V, (e) shifted valence
band edge Ev + eVa, and (e) 10-base logarithm of the recombination rate in
the n-NWR structure. Figures (a) and (b) show that Ec and EFn are very
close to each other everywhere except for the p-GaN layer, indicating that
electrons are indeed diffusing to the wires. Figure (e) shows that most of
the recombination takes place in the wires. Reprinted from Publication VII
with publisher’s permission.

the injection efficiency of the p-NWR structure, and it also contains the

doping densities and diffusion constants.

Equation (3.9) is based on simple arguments, and numerical simulations

are needed to study bipolar diffusion in more detail. We have simulated

current transport in the 2D equivalent of the NWR structures shown in

Fig. 3.14 using the drift-diffusion model described in Chapter 2. Figure

3.15 shows a map of the (a) conduction band minimum Ec, (b) conduction

band quasi-Fermi level EFn, (c) shifted valence band quasi-Fermi level

EFp + eVa, (d) shifted valence band maximum Ev + eVa, and (e) 10-base

logarithm of the recombination rate in the n-NWR structure at 3.5 V. Fig-

ures 3.15(a) and (b) show that Ec and EFn are very close to each other

everywhere except for the p-GaN layer, indicating that electrons are in-

deed diffusing to the wires. EFp and Ev are also close to each other in

the wires, indicating that holes transport there from the adjacent p-type

layer. The high voltage of 3.5 V is chosen to show that at high injection,

there are resistive losses resulting in horizontal gradients in the bands

and seen as color gradients in the maps.

Figure 3.16(a) shows the total current density and the part of the cur-
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Figure 3.16. (a) Current density (solid lines) and recombination current density (dashed
lines), and (b) injection efficiency vs. applied voltage in the NWR structures.
Reprinted from Publication VII with publisher’s permission.

rent density that results in recombination in the wires. The two current

components start to deviate from each other roughly at voltages larger

than the built-in potential of the structure, which is 3.29 V. Up to that

voltage, the bias voltage increases the diffusion of carriers to the wires

and contacts according to the short diode law of Eq. (3.8). On the other

hand, voltages larger than the built-in potential mainly enhance the lat-

eral electric field seen in Figs. 3.15 and carrier leakage but they do not in-

crease diffusion to the wires. Figure 3.16(b) shows the injection efficiency

of the NWR structures. The maximum injection efficiency is higher in

the n-NWR structure due to larger mobility of electrons, but both curves

show relatively high injection efficiencies. Engineering of the bands is ex-

pected to result in injection efficiencies close to unity, as long as the diffu-

sion lengths, polarization-induced potential barriers, and leakage current

paths are carefully considered.

Publication VIII presents an experimental demonstration of a III-N MQW

LED, where the QWs are excited through bipolar diffusion. The structure

is shown in Fig. 3.17, and the MQW responsible for blue light emission

is located roughly 100 nm below the pn junction. For blue light emission,

holes have to diffuse through the n-type GaN to reach the QWs.

Figure 3.18 (a) shows the measured spectrum of the LED of Fig. 3.17 at

two different injection currents, and the inset shows the optical power

as a function of the injection current. At an injection current of 160

mA the spectrum peaks strongly at the wavelength of approx. 450 nm,

which corresponds to the bandgap of the InGaN QWs and indicates that

practically all the light is emitted from them. The QWs are only excited

through bipolar diffusion, and therefore the emission spectrum confirms

60



Results and discussion




















a)

b)

Figure 3.17. (a) Schematic illustration and (b) layer structure of the MQW LED of Publi-
cation VIII excited by bipolar diffusion. The light-emitting QWs are located
roughly 100 nm below the pn junction. Reprinted from Publication VIII
with publisher’s permission.

that holes diffuse through n-type GaN to the QWs. Emission at 20 mA

has a broad yellow band, which can result from several different phe-

nomena, e.g., shallow dopants in n-GaN, carbon impurities in i-GaN, or

gallium vacancy complexes in i-GaN. Figure 3.18(b) shows an optical mi-

croscope image of the LED at low injection current, where the emitted

light is predominantly yellow. Figure 3.18(c) shows the LED at a high

injection current, where it emits blue light from the QWs.

Figure 3.19 shows the electron and hole densities for the LED struc-

ture of Fig. 3.17 obtained from 2-dimensional drift-diffusion simulations.

The densities are calculated for the maximum IQE condition. The hole

density decreases in the n-type GaN as a function of the distance from

p-type GaN. However, the MQW region has a significant density of holes,

enabling radiative recombination and light emission. Carrier densities in

the unintentionally doped i-GaN region below the MQW are very small,

and simulations confirm that neither electron nor hole current is circu-

lated through the i-GaN region.

The results presented here were calculated for semiconductor struc-

tures with homogeneous layers and abrupt material interfaces. The bipo-

lar injection concept could, however, benefit from using graded layers of

wurtzite GaN to introduce polarization doping and to decrease potential

barriers, as described in the next Subsection.
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Figure 3.18. (a) Electroluminescence spectra of the MQW LED shown in Fig. 3.17 at two
different injection currents, and optical output power as a function of the
injection current shown in the inset. Optical microscope images of the LED
at (b) low and (c) high injection current. Reprinted from Publication VIII
with publisher’s permission.
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Figure 3.19. Electron (Nn) and hole (Np) densities obtained from the simulations at the
current density corresponding to the maximum IQE. The schematic layer
structure is shown on the left together with ionized doping levels. Reprinted
from Publication VIII with publisher’s permission.
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3.2.2 Polarization-doped LED structures

In this Subsection we analyze III-N LED structures where part or even all

of the impurity doping is replaced by polarization-induced doping. Exam-

ple structures A, B, and E shown in Fig. 3.20 contain graded material

layers, which in polar wurtzite GaN material results in a similar cre-

ation of free carriers as the typical impurity doping. Polarization dop-

ing has been previously reported to induce free carriers in III-N struc-

tures [112–116] and even used to fabricate pn diodes without any impu-

rity doping [107, 117, 118], but simulations of polarization-doped LEDs

have only discussed the advantages of large hole densities enabled by po-

larization [119].

In Publication IX, the operation of LEDs shown in Fig. 3.20 was simu-

lated. The AlGaN/GaN structures A and B have no impurity doping, and

their free carriers are generated purely through the polarization gradient

in the 100 nm thick graded regions. The corresponding impurity-doped

structures C and D, on the other hand, only have homogeneous layers.

Structure E has graded layers of only 10 nm, since thicker InGaN lay-

ers are very difficult to grow on GaN due to the large lattice mismatch.

The corresponding structures F and G have impurity-doped GaN layers

next to the AR. All the samples are assumed to be grown Ga-face in the

[0001] direction, which is the typical case for LEDs grown on sapphire

substrates.

To demonstrate analytically how compositional grading of a III-N ma-

terial in the polar direction results in free electrons and holes, we use

the equations provided in Ref. [57]. Based on the equations presented

there, the intrinsic polarization including the spontaneous and piezoelec-

tric contributions has a weakly nonlinear and monotonous dependence on

the alloy composition. Assuming that the material is graded linearly in

the y direction of Fig. 3.20 between two material compositions, the po-

larization has an approximately constant derivative dPtot/dy. Poisson’s

equation can be written for the graded layer as

d

dy

(
−ε

d

dy
φ

)
= e

(
p− n+Nd −Na − 1

e

dPtot

dy

)
, (3.10)

where the constitutive relation D = −ε∇φ + Ptot has been used, with ε

accounting for the polarizability of the material and Ptot containing the

spontaneous and piezoelectric polarization. In Eq. (3.10), the polarization

gradient provides an additional approximately constant charge density in
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Sample Bottom buffer Bottom grading AR Top grading Top buffer

100 nm 100 nm 5 nm 100 nm 100 nm

A N/A GaN→AlGaN GaN AlGaN→GaN N/A

B N/A AlGaN→GaN GaN GaN→AlGaN N/A

C n-AlGaN N/A GaN N/A p-AlGaN

D p-AlGaN N/A GaN N/A n-AlGaN

100 nm 10 nm 5 nm 10 nm 100 nm

E p-GaN GaN→InGaN InGaN InGaN→GaN n-GaN

F n-GaN N/A InGaN N/A p-GaN

G p-GaN N/A InGaN N/A n-GaN

Figure 3.20. Schematic cross-section of the Al0.3Ga0.7N/GaN and GaN/In0.15Ga0.85N
structures simulated to demonstrate the effects of polarization doping on
the efficiency of light-emitting devices. The table shows the layer compo-
sitions and thicknesses of different samples. Samples A, B, and E contain
graded layers which provide an additional charge density in addition to im-
purity doping. Reprinted from Publication IX with publisher’s permission.

addition to the impurity doping. In the graded AlGaN/GaN structures

A and B of Fig. 3.20, the absolute value of the polarization doping den-

sity |dPtot/(edy)| is approx. 6 · 1023 1/m3, while in the graded GaN/InGaN

structure E it is approx. 4 · 1024 1/m3. The drift-diffusion simulations also

included the overlap factor of the electron and hole ground state envelope

wave functions, as discussed in Subsection 2.2.3.

Figure 3.21 shows the band diagrams of the AlGaN/GaN structures at

zero bias (left panel) and at operating points corresponding to their maxi-

mum IQE (right panel). Structure A has a gradient in the bandgap in the

graded layers, but due to the direction of grading it still has an abrupt

band discontinuity next to the QW. Structure B, on the other hand does

not have any abrupt changes in the QW and even not a well-defined QW.

Structures C and D have band diagrams typical to impurity-doped LEDs,

but their doping profiles are reversed with respect to one another. The

right panel shows that structures A, C, and D have large polarization-

induced electric fields in the AR which cause substantial electron-hole

separation. Structures A and C also exhibit quasi-Fermi losses next to

the AR. Structure B, on the other hand, has practically no electric field in

its AR, which is expected to enhance its recombination rate as compared
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Figure 3.21. Band diagram of structure (a) A, (b) B, (c) C, and (d) D at zero applied bias
(left panel) and at an operating point corresponding to the maximum IQE.
Structures A and C have the n- and p-type regions on different sides than
structures B and D. Operating points are indicated in the figures. Reprinted
from Publication IX with publisher’s permission.

to the other structures. Band diagrams of the GaN/InGaN structures are

qualitatively similar to those in Fig. 3.21.

Electric field in the QW AR present in Figs. 3.21(a), (c), and (d) results

in the ground state wave function of electrons (holes) to be shifted towards

the minimum (maximum) of the conduction (valence) band in the QW. It

also makes the emission wavelength dependent on the operating point

because of the quantum-confined Stark effect (QCSE) and reduces the re-

combination rate. Figure 3.22 shows the QCSE for all the structures that

have a QW AR (all the structures except B and E). The electric field and

the corresponding separation of electron and hole ground states in the

QWs causes the effective band gap to be notably smaller than the bulk

bandgap (marked with a dashed line). Figure 3.22(b) shows the squared

overlap factors in the GaN and InGaN QWs of structures A, C, D, and F,

G for typical electric fields present in the simulations. The small overlap

factors in these structures decrease the recombination rates and also the

current density at which the IQE reaches its maximum. The inset of (b)

shows the electron and hole ground state wave functions for a case where

the squared overlap factor is approx. 0.1.

Figure 3.23 plots the IQE vs. injection current density for (a) struc-

tures A-D and (b) structures E-G. Polarization-doped structures B and E

have notably larger injection currents corresponding to their maximum

efficiency (i.e. smaller droop) than their impurity-doped counterparts. In
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Figure 3.22. (a) Energy difference between the electron and hole ground states in the
ARs of structures with QWs. Also shown is the band gap of the bulk ma-
terial constituting the AR. (b) Squared overlap factor of electrons and holes
in GaN and InGaN QWs as a function of the electric field, with the inset
showing the electron and hole ground state wave functions in the QW of
structure C at its maximum IQE. Based on the simulations, the electric
fields in the QWs range from 10 MV/m at high injection currents to 100
MV/m at very low injection currents. Reprinted from Publication IX with
publisher’s permission.
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Figure 3.23. IQE of (a) structures A-D and (b) structures E-G. Structures B and E with
polarization doping and small electric field in the AR have notably larger
injection currents corresponding to their maximum IQE than other struc-
tures. Reprinted from Publication IX with publisher’s permission.

structures A, C, D, F, and G, strong localization of electrons and holes to

different sides of the QW and the resulting reduced overlap integral de-

creases the recombination rates and therefore also moves their peak IQE

to smaller currents. Polarization-doped structure A also has a small peak

IQE due to a large leakage current caused by the gradient in the conduc-

tion band at the p-side as seen in Fig. 3.21(a).

Polarization doping in LEDs has several benefits in terms of improved

electron-hole wave function overlaps and smaller droop. These benefits

could also prove very useful when combined with structures utilizing bipo-

lar diffusion injection. Grading the material between the pn junction and

the active region in bipolar diffusion injected devices might allow decreas-

ing the potential barriers and facilitate bipolar diffusion to the active re-

gion.
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3.3 Discussion

3.3.1 Implications and future research

The results of this work suggest that the efficiency droop of III-N LEDs

is caused by very fundamental physical processes that cannot be com-

pletely removed by material quality improvements or structure optimiza-

tion. Auger recombination seems to be a very large contributor to droop,

mainly by providing a powerful nonradiative loss mechanism but to some

extent also because it generates high-energy carriers that can leak out

from the active regions. Based on our results, the most attractive way to

minimize the effects of droop is to design structures where carriers are

spread more evenly over larger active regions or larger number of QWs

than in present-day structures. On the other hand, even though recent

measurements and the results of this work favor Auger recombination as

the largest single contributor to the efficiency droop, more detailed mea-

surements and theoretical device models are still needed to understand

the physics of the efficiency droop in enough detail. The self-consistent

Monte Carlo–drift-diffusion model developed in this work is one of the

steps in that direction.

The results also show that voltage losses inside LED device structures

are a good candidate to explain the experimentally measured uneven emis-

sion from MQW active regions and elevated bias voltages. Even if the

drift-diffusion simulations performed in this work might not include all

the details needed to quantitatively model voltage losses inside MQW

structures, the phenomenon seems to be real and have significant conse-

quences in device operation. Analysis of measurement data by fitting the

common ABC model can give intuitive and sometimes semi-quantitative

relation between the current of an LED and its recombination rates. How-

ever, challenges of fitting theoretical current-voltage models to measure-

ment data show that the current-voltage relationship of modern LEDs

is not understood well enough even though it has notable effects on the

device operation.

To reduce droop by evenly spreading carriers between all the QWs in

LEDs, one needs full understanding of the details related to voltage losses

for minimizing the effects of the droop. The unconventional device struc-

tures proposed in this thesis based on bipolar diffusion injection and po-

larization doping offer potential solutions to reduce the efficiency droop
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and develop efficient and scientifically interesting functional next-gen-

eration LEDs. Bipolar diffusion injection may allow, e.g., efficient near-

surface nanostructure emitters and large unbroken emitting/absorbing

areas, and polarization doping may improve carrier transport and spread-

ing. The initial experimental results of this work show that the bipo-

lar diffusion injection principle works, but untangling and achieving the

full potential of bipolar diffusion injection and polarization doping still

requires extensive future work.

3.3.2 Reliability and accuracy of results

To balance the partly conflicting goals to provide fundamental insight

and device-level understanding needed in designing new device concepts,

the models in this work have been kept as simple as possible. Therefore

most of the modeling is based on the well-known phenomenological drift-

diffusion model together with semiempirical models for recombination.

For studies of Auger recombination and high-energy electrons, the Monte

Carlo model is used for accurate physical treatment. The results also con-

tain inaccuracies mostly due to excluding quantum transport effects but

also due to uncertainty in the material parameters especially in the val-

ues of polarization, band offsets, and semiempirical intra- and interband

scattering rates.

Especially the quantitative reliability of the drift-diffusion model is in

part undermined by the simplifications included. However, comparisons

to available measurements suggest that the model reproduces phenomeno-

logically correct behaviour. For example, dominant emission from QWs

closest to the p-contact and elevated forward voltages with many QWs

are observed experimentally and also reproduced by drift-diffusion sim-

ulations. On the other hand, also comparison with results from Monte

Carlo simulations and experiments show that the drift-diffusion model

generally gives qualitatively and in some cases even quantitatively reli-

able predictions. It is, however, clear that the multiphysics approach in-

tegrating the drift-diffusion and Monte Carlo methods with first-principle

bandstructure models and scattering rates should be the long term goal

in the device physics of LEDs.
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The availability of affordable LED lamps with performance surpassing

most traditional lighting technologies has started a solid-state lighting

revolution, where almost all traditional light sources are gradually being

replaced by LEDs. Combined with the development of the closely related

technologies such as photovoltaics and integrated optics, LEDs will there-

fore play a major role in reducing the global dependence on fossil fuels and

enabling new photonic applications. However, releasing the full potential

of LEDs requires further optimization of materials and devices.

In this thesis, the operation of III-Nitride light-emitters was studied by

using theoretical models and numerical simulations based on semicon-

ductor transport equations and by analyzing measurement data and ex-

periments. The models were used to investigate current transport losses

and their effects in typical MQW structures, to characterize the inter-

nal parameters of LEDs, and to study the relationship between Auger

recombination, hot electrons, and efficiency droop. In addition to conven-

tional MQW LEDs, the operation and potential benefits of unconventional

devices utilizing bipolar diffusion injection and polarization doping were

studied by simulations and experiments.

The results of this work support the hypothesis that Auger recombina-

tion is the main cause of the efficiency droop. However, many other factors

affect the efficiency droop as well, and detailed measurements connected

to improved theoretical models are still needed to understand the detailed

mechanisms of the droop. The results also suggest that efficient carrier

transport and current spreading in LEDs is hampered by losses caused

by transport over large potential barriers. These losses are also visible

in experiments as uneven emission from MQW structures and elevated

operating voltages resulting from additional QWs, and they are expected

to become an important factor in optimizing LEDs after the quantum ef-
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ficiency has increased close to its theoretical maximum.

The structures based on bipolar diffusion injection studied in this thesis

are presently under early development, but in the future they may en-

able LEDs with very large emitting areas and efficient current injection

to near-surface nanostructures. Combined with polarization doping, the

new device concepts may also allow for very efficient current transport

and optimized carrier spreading. The bipolar diffusion injection and po-

larization doping are also expected to have potential in highly efficient

photovoltaic applications, where e.g. freestanding nanowires can be used

for efficient trapping of the incoming light.

As the peak efficiency of LEDs is already quite close to its theoretical

limits, future development of LEDs will rely on reducing the droop and

increasing the efficiency of LEDs especially at high powers. For achieving

these goals, experimental methods and detailed physical models need to

be carefully combined. The Monte Carlo–drift-diffusion model developed

in this thesis is one of the first steps towards detailed studies of the effi-

ciency droop, and the prototype structure demonstrating bipolar diffusion

injection is one example of successfully combining experimental and the-

oretical work to develop new solutions for fabricating devices that might

not suffer from droop as strongly as conventional devices.
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